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## Introduction

The use of computer systems for collecting data has exploded during the last 40 years allowing the storage and the query of an immense quantity of information. Governmental organizations, census institutes, industries and corporations usually have large information systems that collect and store information about individuals. Such databases can be very large and are often used to produce statistics over certain population. Statistics can ask for a sum, average, maximum or minimum of the value of a numerical attribute for certain category of individual (i.e. a set of records). These databases are referred in this paper to as statistical databases (SDB).
A statistical database is an ordinary database whose users are allowed to ask for statistical information. Consider a bank database which contains a file called DEPOSITOR whose records have the following fields: Name, Account, Gender, Age, Balance. The statistical users can ask for summary statistics on Balance over arbitrary categories of depositors and the categories can be specified by logical formulae involving the fields of the file. Typically, such summary statistics are obtained using the five aggregation functions: sum, count, max, min, average. If $f$ is any of these aggregation functions, the following are three possible instances of a statistical query expressed in an SQL-like language

```
q select f(Balance)
    from DEPOSITOR
    where Gender = Male and Age }\geq2
q' select }f(\mathrm{ Balance)
    from DEPOSITOR
    where Gender = Female and Age }\geq2
q" select Gender, f(Balance)
    from DEPOSITOR
    where Age }\geq2
    groupBy Gender
```

It should be noted that $\mathbf{q}^{\prime \prime}$ is equivalent to the couple $\left\{\mathbf{q}, \mathbf{q}^{\prime}\right\}$; therefore, without loss of generality, we can limit our considerations to statistical queries from which the groupBy clause is missing.
According to the terminology introduced in [9, 10], the aggregation functions sum and count are called additive, the aggregation functions min and max are called semiadditive, and the aggregation function average is called computed. In this thesis, as in [9, 10] we focus on the special class of additive aggregation functions that take on their values from a commutative group (e.g., the set of reals or the set of integers). In other words, we only consider sum-queries, which in our bank database are the statistical queries of the type sum(Balance). By the response of such a sumquery we mean exactly the total sum of the values of Balance reported in the records of the file DEPOSITOR that fall in the category specified by the logical formula contained in the where clause.

We address two issues concerning the processing of sum-queries in large statistical database system. The first one is concerning the privacy of the data stored in the database. Collecting and storing information about individuals raises concerns on the compromise of individual privacy. Insurance or employer could collect information to discriminate between who to insure or employ. For example suppose a medical database has a boolean attribute storing, for each individual, whether she or he has got or has not got a certain disease. Medical researcher could ask the sum of the boolean attribute over certain categories to assess the spreading of this disease. The risk is, if the category is small or, worse, is a singleton, that such statistic could lead to the disclosure of
confidential information. The problem here is to allow the query-system to answer statistical queries as long as no confidential information is, directly or indirectly, given to the users. We refer in this paper to this problem as the security problem.
The second issue we address in this thesis is related to the performance of processing of sumqueries in a large statistical database. As in the example above in a medical database a user could ask for the number of male people affected by a certain disease. To produce the answer require scanning exhaustively all the records falling in that category. Clearly this process can takes a lot of time if the database is very large. The idea to speed up this process is to pre-compute a set of statistics when the database is created and use these pre-computed statistics to find whole or part of the answer of a query $\mathbf{q}$ thus saving time. We refer to this problem as the performance problem.
We will show that this two problems are related each other. In fact technique used to solve the first problem can be used to solve the second.
The idea is that after answering a set $\mathbf{V}$ of queries or equivalently given a set $\mathbf{V}$ of pre-computed queries, one can combine the information conveyed by $\mathbf{V}$ to obtain further information, not explicitly given by the database. We also see that this information can be obtained in a very efficient manner.

## The security problem

Answering sum-queries (and, more in general, statistical queries) raises concerns on the compromise of individual privacy and protection of confidential data should be afforded. We call intrusive a sum-query asking for total of a sensitive statistic [17, 61, 62]. Let $\mathbf{q}$ be a sum-query of the type sum(Balance) on our bank database. If Balance is a confidential field and the response of $\mathbf{q}$ is sensitive (e.g., according to the threshold criterion), then $\mathbf{q}$ is intrusive. When an intrusive sum-query is asked, the query-answering system (QAS) should issue a "non-informative" response (see below). The statistical security of a database can also be attacked by a nonintrusive sum-query. In our bank database, this is the case if $\mathbf{q}$ is not intrusive, but its response combined with the responses to previously answered sum-queries of the type sum(Balance) can lead to the disclosure of the total balance for some sensitive category of depositors. Then, we call $\mathbf{q}$ tricky and the QAS should answer $\mathbf{q}$ as if $\mathbf{q}$ were intrusive. Finally, if a sum-query is neither intrusive nor tricky, the QAS can be safely answer it by releasing its value. The situation can be depicted as a competitive game played by the QAS, which has as its opponent a hypothetical user, henceforth referred to as the snooper, who at all times is well-informed of all answered sum-queries and is able to identify and compute the data that are derivable from their responses, that is, those data that are implicitly released. To beat the snooper, the QAS should control the amount of information released each time a new query is answered by auditing the whole set of answered sum-queries. More precisely, given a new sum-query $\mathbf{q}$, the auditing procedure should first find those data that are derivable from the responses to $\mathbf{q}$ and to previously answered sum-queries; next, if no derivable data is sensitive, then the QAS can safely answer $\mathbf{q}$, otherwise in response to $\mathbf{q}$ the QAS will issue a "non-informative" answer, e.g., the set of feasible values of $\mathbf{q}$ consistent with the values of previously answered sum-queries.

Example 0.1. Consider again the file called DEPOSITOR, where Balance is a field of real type, and the value-set of the field Age consists of the following three intervals: Age $<25,25 \leq$ Age $<$ 45 , Age $\geq 45$. We assume that Balance is a confidential field and that
q select sum(Balance)
from DEPOSITOR
where Gender $=$ Male and Age $<25$
is the only intrusive sum-query. Consider the four sum-queries
$\mathbf{q}_{1} \quad$ select sum(Balance)
from DEPOSITOR
where Gender $=$ Male and Age $<45$
$\mathbf{q}_{2} \quad$ select $\operatorname{sum}(B a l a n c e)$
from DEPOSITOR
where Age $<25$ or Gender $=$ Male and Age $\geq 45$
$\mathbf{q}_{3} \quad$ select $\mathbf{s u m}($ Balance $)$
from DEPOSITOR
where Age $\geq 45$ or Gender $=$ Male and $25 \leq$ Age $<45$
$\mathbf{q}_{4} \quad$ select $\mathbf{s u m}($ Balance)
from DEPOSITOR
where Gender $=$ Female and Age $<45$
and assume that the values of $\mathbf{q}_{1}, \mathbf{q}_{2}, \mathbf{q}_{3}$ and $\mathbf{q}_{4}$ are $24,29,18$ and 12 , respectively. If the values of the four sum-queries are all released, the amount of information conveyed by their answers is modelled by the following equation system

$$
\begin{cases}x_{1}+x_{2} & =24  \tag{0.1}\\ x_{1}+x_{3}+x_{4} & =29 \\ x_{2}+x_{3}+x_{6} & =18 \\ x_{4}+x_{5} & =12\end{cases}
$$

where the variables $x_{1}, x_{2}, x_{3}, x_{4}, x_{5}$ and $x_{6}$ stand for the total balances of the depositors belonging to the categories specified by the following six atomic formulae:
$V_{1}=($ Gender $=$ Male and Age < 25)
$V_{2}=($ Gender $=$ Male and $25 \leq$ Age $<45)$
$V_{3}=($ Gender $=$ Male and Age $\geq 45)$
$V_{4}=($ Gender $=$ Female and Age $<25)$
$V_{5}=($ Gender $=$ Female and $25 \leq$ Age $<45)$
$V_{6}=($ Gender $=$ Female and Age $\geq 45)$
Note that the value of the intrusive sum-query $\mathbf{q}$ is represented by $x_{1}$. Since the general solution of the equation system (0.1) is

$$
\left(x_{1}=\mathrm{a}, x_{2}=24-\mathrm{a}, x_{3}=29-\mathrm{a}-\mathrm{b}, x_{4}=\mathrm{b}, x_{5}=12-\mathrm{b}, x_{6}=-35+2 \mathrm{a}+\mathrm{b}\right)
$$

where a and b are two arbitrary real numbers, the value of $x_{1}$ is not determined and, hence, the response of $\mathbf{q}$ is protected. Suppose now that a new sum-query arrives:

```
q5 select sum(Balance)
    from DEPOSITOR
    where Gender = Female and Age }\geq2
```

and assume that the response of $\mathbf{q}_{5}$ is 7. If the QAS answers $\mathbf{q}_{5}$, then the amount of information conveyed by the answers to $\mathbf{q}_{1}, \ldots, \mathbf{q}_{5}$ is obtained by adding the equation $x_{5}+x_{6}=7$ to equation system (0.1). The general solution is now

$$
\left(x_{1}=15, x_{2}=9, x_{3}=14-\mathrm{b}, x_{4}=\mathrm{b}, x_{5}=12-\mathrm{b}, x_{6}=-5+\mathrm{b}\right)
$$

so that the response of $\mathbf{q}$ is disclosed. Therefore, the QAS should not answer $\mathbf{q}_{5}$ by releasing its response, but should issue the set of feasible values of $\mathbf{q}_{5}$ consistent with the answers to $\mathbf{q}_{1}, \ldots, \mathbf{q}_{4}$, that is, the whole set of real numbers.

Auditing sum-queries raises some computational problems (recognizing evaluable sum-queries, updating the information model), whose solutions depend on the data type of the response variable. If it is of real type, then standard algebraic methods can be used to solve all of them efficiently;
If it is of non negative real type then a natural approach for solving the security problem consists in resorting to standard linear-programming algorithms (e.g., the simplex method [13, 19]). Unfortunately, none of them is polynomial even if they are polynomial on the average and have good performances in practice [13, 19]. Therefore, in order to solve the computational problems raised by the security of the SDB, it is convenient to make a parsimonious use of standard linearprogramming algorithms and "there is considerable interest in finding alternative techniques" [22]. Accordingly we devise procedures and algorithms that minimise the use of linear programming and in a special case we see how to solve the security problem making use only of polynomial graphs and networks algorithms.

## The performance problem

When a sum-query about a numeric attribute selects a large number of records, the query-answering system should scan through a large portion of the database exhaustively, and thus inefficiently. A better approach consists in trying to answer the sum-query using materialised sum-views that correspond to more frequently asked sum-queries.
Previous approaches to planning the execution of sum-queries [9, 10, 14, 26, 28, 31, 56] aim at rewriting the query set of query in terms of the query sets of views using as "rewriting language" the very query language. For example, in $[9,10]$ a sum-query is called derivable from a list of views if the query set can be expressed by disjoint union and proper difference of the query sets of views. However, in general the situation is more complex and the choice of the very query language as rewriting language is poor as we can see in the following example

Example 0.1 (continued). Consider the file DEPOSITOR and suppose the query system has a set $\mathbf{V}=\left\{\mathbf{q}_{1}, \mathbf{q}_{2}, \mathbf{q}_{3}, \mathbf{q}_{5}\right\}$ of materialised sum-views. Then the amount of information conveyed by $\mathbf{V}$ is modelled by the following equation system

$$
\begin{cases}x_{1}+x_{2} & =24  \tag{0.2}\\ x_{1}+x_{3}+x_{4} & =29 \\ x_{2}+x_{3}+x_{6} & =18 \\ x_{4}+x_{5} & =12 \\ x_{5}+x_{6} & =7\end{cases}
$$

As stated before the general solution of system 0.2 is

$$
\left(x_{1}=15, x_{2}=9, x_{3}=14-\mathrm{b}, x_{4}=\mathrm{b}, x_{5}=12-\mathrm{b}, x_{6}=-5+\mathrm{b}\right)
$$

clearly the query $\mathbf{q}$ can be answered without accessing the database. Also the query asking for the value of the sum for category $V_{2}$ can be answered without accessing the database since the value of $x_{2}$ is uniquely determined under system 0.2 . Note that not only $x_{1}$ and $x_{2}$ are uniquely determined but also the value of $x_{3}+x_{6}$ and the value of $x_{3}+x_{4}$ are uniquely determined. It should be noted too
that $x_{1}, x_{2}, x_{3}+x_{6}$, and $x_{3}+x_{4}$ are uniquely determined no matter what was the response of the five query.
We see in the Example 0.1 that the contents of a given materialised sum-views can be modelled by a linear equation system, which naturally leads to the notions of "evaluability" of a sum-query (the answer is uniquely determined by the values of the materialised views) and of "derivability" (the answer is uniquely determined no matter which values the materialised views may assume). Accordingly, two query-execution plans for answering a sum-query are proposed and the connected computational aspects are discussed. One (called plan D), which is not sensitive to the values the materialised views, first checks if the sum-query is derivable and, if this is not the case, finds a "contained" sum-query that is derivable and accesses the database only to evaluate the residual part of the original sum-query. The other (called plan E), which is sensitive to the values the materialised views, first checks if the sum-query is evaluable from materialised views and, if this is not the case, finds a "contained" sum-query that is evaluable and accesses the database only to evaluate the residual part of the original sum-query. As to plan $D$, it is proven that (1) the problem for recognising derivable sum-queries is independent of the domain of the response variable and can be solved in polynomial time, and (2) the problem of finding a "maximally contained" sum-query is $N P$-hard. As to plan $E$, it is proven that (1) the problem for recognising evaluable sum-queries is dependent on the domain of the response variable, can be solved in polynomial time if the domain of the response variable is the set of reals, or of integers, or of nonnegative reals, but is coNP-hard if the domain of the response variable is the set of nonnegative integers, and (2) the problem of finding a "maximally contained" sum-query remains $N P$-hard. Finally we will show a special cases where the problem of finding a "maximally contained" sum-query can be solved in polynomial time.

## Organization of the work

The work is organised in the following manner: Chapter 1 discusses the information model called the inference model used to represent the amount of information conveyed by a set $\mathbf{V}$ of answered sum-queries. This mathematical model is used to solve both the performance and the security problems. Part of the work of this Chapter was used in the work made in collaboration with F. M. Malvestuto and Moscarini M. "Answering Statistical Sum-Queries Using Materialised Sum-Views: An Analytic Approach" submitted for publication in 2005 to TODS [51].
Chapter 2 discusses the performance problem. It is described how to use the set of $\mathbf{V}$ of answered queries for efficiently find the answer to new queries. In Chapter 3, the problem of answering sumqueries without disclosing, directly or indirectly, confidential information is addressed. Some original results described in this Chapter were used in the work "Auditing Sum-Queries to Make a Statistical Database Secure" [50] made in collaboration with Malvestuto F. M. and Moscarini M. and accepted for publication to TISSEC (2005). In Chapter 4, we start to deal with a graphical information model. The information model is said to be graphical when the coefficient matrix of the system of linear equations is the node-edge incidence matrix of a graph. So Chapter 4 is devoted to solve the important problem of finding the invariant edges of an edge-weighed graph. Almost the entire Chapter 4 comes from the work made in collaboration with Malvestuto F. M, "A Linear time algorithm for finding the invariant edges of edge-weighted graph" [41]. In section 4.7 of Chapter 4 we discuss the invariant edges problem for an edge-weighted graph where the weights of the edges take their values from a commutative (abelian) group. This section was derived from the work made in collaboration with Malvestuto F. M. "Privacy preserving and data mining in an on-line statistical database of additive type" [43]. In Chapter 5, we solve the problem of finding the feasible range of the sum of the weights of a set of edges of an edge-weighted graph. This Chapter is derived from the work made in collaboration with Malvestuto F. M. "Auditing sum-queries" $[42]$. Chapter 6 solve the problem of finding a "maximally contained" sum-query when the information model is graphical. This problem is proved (see Section 2.1.1) to be an $N P$-hard problem in the general case. Finally Chapther 7 a carachterization of algebraic edge sest on graphs is given.
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## Chapter 1

## The inference model

### 1.1 Introduction

Consider an ordinary database containing information on individuals (persons, households, companies, organizations et cetera), which either is static (e.g., a census database) or is updated periodically (e.g., daily, weekly, monthly, ...). Statistical queries ask for summary statistics over categories of individuals, possibly for "analytic processing" purposes. For example, consider a database which is monthly updated and contains a relation name Personnel with scheme \{NAME, SSN, GENDER, AGE, DEPT, SALARY\}. A statistical query may ask for the summary statistic on the attribute SALARY (using aggregate functions such as sum, count, ...) for some group of employees selected using the attributes GENDER, AGE and DEPT but not NAME and SSN which are private attributes. We focus on statistical sum-queries such as

```
\mp@subsup{\mathbf{q}}{1}{}: select sum(SALARY)
    from Personnel
    where AGE = young
\mp@subsup{\mathbf{q}}{2}{\prime}}\mathrm{ : select sum(SALARY)
    from Personnel
    where GENDER = male and AGE = young
```

(Sum-queries containing the group-by clause will not be taken into account explicitly since they are equivalent to sets of sum-queries that the group-by clause is missing from). In a sum-query $\mathbf{q}$ such as $\mathbf{q}_{1}$ or $\mathbf{q}_{2}$, the attribute SALARY is called the response variable and the attributes involved in the where clause are called the categorical variables of $\mathbf{q}$. The where clause specifies a relation over the set of categorical variables of $\mathbf{q}$, we call the target of $\mathbf{q}$ and denoted by $Q$, which is computed when $\mathbf{q}$ is compiled. Accordingly, the targets of $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$ are the one-tuple relation $\{($ young $)\}$ over $\{$ AGE $\}$ and the one-tuple relation $\{($ male, young $)\}$ over \{GENDER, AGE\}, respectively. If $I$ is the current database relation of name Personnel, then the answer to a sumquery such as $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$ is given by

$$
\sum_{t} t(\text { SALARY })
$$

the summation being extended over the tuples $t$ in $I$ that "fall" in the target of $\mathbf{q}$, that is, that are qualified by the condition involved in the where clause.
Suppose that at the beginning of a new life period of the database, in order to speed up the process of evaluating incoming sum-queries, the database administrator decides to create certain sum-views over SALARY, that is, named sum-queries with response variable SALARY such as

```
create view v}\mp@subsup{\mathbf{v}}{1}{}\mathrm{ as
select sum(SALARY)
from Personnel
where AGE in {middle,old}
create view v}\mp@subsup{\mathbf{v}}{2}{}\mathrm{ as
select sum(SALARY)
from Personnel
where AGE in {young,old}
```

```
create view v}\mp@subsup{\mathbf{v}}{3}{}\mathrm{ as
select sum(SALARY)
from Personnel
where AGE in {young, middle}
```

Also the database system can store all the answered queries for auditing purposes. The set of all answered queries can be seen as a set of sum-views.
Let $\mathbf{V}=\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right)$ and let $\mathbf{v}=\left(v_{1}, v_{2}, v_{3}\right)$, where $v_{1}, v_{2}$ and $v_{3}$ are the answers to $\mathbf{v}_{1}, \mathbf{v}_{2}$ and $\mathbf{v}_{3}$ computed on the current relation $I$ of name Personnel. When a user will submit a sum-query $\mathbf{q}$ with response variable SALARY, a question that naturally arises is whether the query-answering system can answer $\mathbf{q}$ from $\mathbf{v}$ without accessing the database.
Here we describe the inferential model (also called the information model) that allow us to evaluate query $\mathbf{q}$ from a set of sum-views or equivalently, from a set of previously answered sum-queries. Informally, we say that $\mathbf{q}$ is evaluable from $\mathbf{v}$ if the answer to $\mathbf{q}$ is uniquely determined by $\mathbf{v}$, and is derivable from $\mathbf{V}$ if it is evaluable from any $\mathbf{v}$. Accordingly, the sum-query $\mathbf{q}_{1}$ is derivable from $\mathbf{V}$ since, for every instance of the database relation of name Personnel, the answer to $\mathbf{q}_{1}$ can be obtained as

$$
\frac{1}{2}\left(-v_{1}+v_{2}+v_{3}\right)
$$

On the other hand, it is easily seen that the sum-query $\mathbf{q}_{2}$ is not derivable from $\mathbf{V}$ and that, under the realistic assumption that the attribute SALARY is of nonnegative type, $\mathbf{q}_{2}$ is evaluable from $\mathbf{v}$ only if $v_{1}=v_{2}+v_{3}$ for, then, the answer to $\mathbf{q}_{1}$ is 0 and, hence, also the answer to $\mathbf{q}_{2}$ must be 0 .

### 1.2 View bases

Let us assume that we are given a relation name Rel whose scheme contains a numeric attribute $\sigma$ with domain $d$. Typically, $d$ is the set R of reals, or the set Z of integers, or the set $\mathrm{R}^{+}$of nonnegative reals or the set $\mathrm{Z}^{+}$of nonnegative integers. Let $R$ be the set of attributes in the scheme of Rel that can be used to ask statistical queries on $\sigma$. The values of each attribute in $R$ are assumed to be mutually exclusive and globally exhaustive from a semantic viewpoint. Let $S$ be a nonempty subset of $R$. An element of the domain of $S$, written $\operatorname{dom}(S)$, is an $S$-cell, and a set of $S$-cells is an $S$ category; accordingly, every $S$-category is a relation over $S$. For any subset $S^{\prime}$ of $R$ that contains $S$, the extension of an $S$-category $Q$ to $S^{\prime}$ is the $S^{\prime}$-category $\operatorname{dom}\left(S^{\prime}-S\right) \times Q$ if $S^{\prime} \neq S$, and is the $S$ category $Q$ otherwise.
We will consider sum-queries with response variable $\sigma$ in "positive normal form" [44] such as

```
q: select sum(\sigma)
    from Rel
    where (}\mp@subsup{A}{1}{},\ldots,\mp@subsup{A}{r}{})\mathrm{ in }
```

where $Q$, the target of $\mathbf{q}$, is an $S$-category with $S=\left\{A_{1}, \ldots, A_{r}\right\} \subseteq R$. Thus, the condition involved in the where clause stands for the logical formula

$$
\vee_{c \in Q} A_{1}=c\left(A_{1}\right) \wedge \ldots \wedge A_{r}=c\left(A_{r}\right) .
$$

We also consider the sum-query

```
u: select sum(\sigma)
    from Rel
```

which has no categorical variables. By convention, we say that the target of $\mathbf{u}$ is the universal category and the extension of the universal category to any nonempty subset $S$ of $R$ is $\operatorname{dom}(S)$.

Such sum-queries with response variable $\sigma$ will be referred to as $\sigma$-queries.
Remark 1.1 If the target $Q$ of a $\sigma$-query $\mathbf{q}$ is an $S$-category which is the extension to $S$ of some $S^{\prime}$ category $Q^{\prime}, S^{\prime} \subset S$, then $\mathbf{q}$ is equivalent to the $\sigma$-query $\mathbf{q}^{\prime}$ with target $Q^{\prime}$ in that the answers to $\mathbf{q}$ and $\mathbf{q}^{\prime}$ computed on every instance of the database relation of name Rel do coincide.

Note that, owing to the assumptions of mutual exclusiveness and global exhaustiveness, every sumquery $\mathbf{q}$ with response variable $\sigma$ has associated with it exactly one $\sigma$-query which is equivalent to q.

An sum-view $\mathbf{v}$ over $\sigma$ (a $\sigma$-view, for short) is a named $\sigma$-query (over the scheme of Rel) whose answer is computed by the query-answering system as soon as the database is updated. A view base over $\sigma$ (a $\sigma$-view base, for short) is a nonempty list of $\sigma$-views. We can also see a view base as a set of answered $\sigma$-queries. Let $\mathbf{V}=\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right)$ be a $\sigma$-view base. Let $S_{i}$ be the set of categorical variables of $\mathbf{v}_{i}, 1 \leq i \leq n$, and let $S=\cup_{i=1, \ldots, n} S_{i}$ be the set of categorical variables of $\mathbf{V}$. Let $V_{i}$ be the extension to $S$ of the target of $\mathbf{v}_{i}$. Then, it is uniquely determined (e.g., see [38], pages 132-133]) the coarsest $\boldsymbol{X}$ of the partitions of $\Omega=\cup_{i=1, \ldots, n} V_{i}$. such that each $V_{i}$ can be recovered by taking the union of one or more classes of $\boldsymbol{X}$. The partition $\boldsymbol{X}$ is composed by the non empty elements, each one obtained as

$$
\cap_{i \in \mu} V_{i}-\cup_{i \notin \mu} V_{i} \quad \mu \in 2^{[n]}
$$

where by $[n]$ we denote the set $\{1, \ldots, n\}$ and $2^{[n]}$ is the set of all subset of $[n]$. We call $\boldsymbol{X}$ the classification system of $\mathbf{V}$.

Remark 1.2 A category $V_{i}$ is itself a class of $\boldsymbol{X}$ if and only if, for each $i^{\prime}$, either $V_{i} \subseteq V_{i^{\prime}}$ or $V_{i} \cap V_{i^{\prime}}=$ Ø.

Let $\boldsymbol{X}=\left\{X_{1}, \ldots, X_{m}\right\}$. Then, each $V_{i}$ can be expressed as

$$
V_{i}=\cup_{j \in J_{i}} X_{j} \quad(i \in[n])
$$

where $J_{i}=\left\{j \in[m]: X_{j} \subseteq V_{i}\right\}$. The set of these equalities defines the dictionary of $\mathbf{V}$. In what follows, we arbitrarily choose an ordering of the views in $\mathbf{V}$ and of the classes of $\boldsymbol{X}$. Thus, the dictionary of $\mathbf{V}$ is fully specified by the $n \times m$ dimensional $0-1$ matrix $\mathbf{H}$ with entries

$$
h_{i j}=\left\{\begin{array}{cc}
1 & \text { if } j \in J_{i} \\
0 & \text { else }
\end{array}\right.
$$

which will be referred to as the dictionary matrix of $\mathbf{V}$.
Example 1.1. Consider a database which is monthly updated and contains a relation name Personnel with scheme \{NAME, SSN, GENDER, AGE, DEPT, SALARY\}. We assume that domains of GENDER, AGE and DEPT are \{female, male\}, \{young, middle, old\} and \{A, B, C, D, E, F, G, H, I\}, respectively. Suppose that, at the beginning of a certain month, the database administrator decides to utilize the following eight views:

```
create view v
select sum(SALARY)
from Personnel
create view v3 as
select sum(SALARY)
from Personnel
where DEPT in {A,C,D,E}
create view v
select sum(SALARY)
from Personnel
where DEPT in {H,I}
create view v
select sum(SALARY)
from Personnel
where DEPT in {D,H}
```

```
create view v}\mp@subsup{\mathbf{v}}{2}{}\mathrm{ as
```

create view v}\mp@subsup{\mathbf{v}}{2}{}\mathrm{ as
select sum(SALARY)
select sum(SALARY)
from Personnel
from Personnel
where DEPT in {A,B}
where DEPT in {A,B}
create view v4 as
create view v4 as
select sum(SALARY)
select sum(SALARY)
from Personnel
from Personnel
where DEPT in {F,G}
where DEPT in {F,G}
create view v6
create view v6
select sum(SALARY)
select sum(SALARY)
from Personnel
from Personnel
where DEPT in {B,C,F}
where DEPT in {B,C,F}
create view v}\mp@subsup{\mathbf{8}}{8}{}\mathrm{ as
create view v}\mp@subsup{\mathbf{8}}{8}{}\mathrm{ as
select sum(SALARY)
select sum(SALARY)
from Personnel
from Personnel
where DEPT in {E,G,I}

```
where DEPT in {E,G,I}
```

The set of categorical variables of the view base $\mathbf{V}=\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{8}\right)$ is $S=\{$ DEPT $\}$ and the extensions $V_{1}, \ldots, V_{8}$ to $S$ of the targets of $\mathbf{v}_{1}, \ldots, \mathbf{v}_{8}$ are the following relations over $S$ :

```
\(V_{1}=\{\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}, \mathrm{E}, \mathrm{F}, \mathrm{G}, \mathrm{H}, \mathrm{I}\}\)
\(V_{2}=\{\mathrm{A}, \mathrm{B}\}\)
\(V_{3}=\{\mathrm{A}, \mathrm{C}, \mathrm{D}, \mathrm{E}\}\)
\(V_{4}=\{\mathrm{F}, \mathrm{G}\}\)
\(V_{5}=\{\mathrm{H}, \mathrm{I}\}\)
\(V_{6}=\{B, C, F\}\)
\(V_{7}=\{\mathrm{D}, \mathrm{H}\}\)
\(V_{8}=\{\mathrm{E}, \mathrm{G}, \mathrm{I}\}\)
```

The classes of the classification system of $\mathbf{V}$ are:

$$
\begin{array}{lll}
X_{1}=\{\mathrm{A}\} & X_{2}=\{\mathrm{B}\} & X_{3}=\{\mathrm{C}\} \\
X_{4}=\{\mathrm{D}\} & X_{5}=\{\mathrm{E}\} & X_{6}=\{\mathrm{F}\} \\
X_{7}=\{\mathrm{G}\} & X_{8}=\{\mathrm{H}\} & X_{9}=\{\mathrm{I}\}
\end{array}
$$

The dictionary of $\mathbf{V}$ is

$$
\begin{aligned}
& V_{1}=X_{1} \cup X_{2} \cup X_{3} \cup X_{4} \cup X_{5} \cup X_{6} \cup X_{7} \cup X_{8} \cup X_{9} \\
& V_{2}=X_{1} \cup X_{2} \\
& V_{3}=X_{1} \cup X_{3} \cup X_{4} \cup X_{5} \\
& V_{4}=X_{6} \cup X_{7} \\
& V_{5}=X_{8} \cup X_{9} \\
& V_{6}=X_{2} \cup X_{3} \cup X_{6} \\
& V_{7}=X_{4} \cup X_{8} \\
& V_{8}=X_{5} \cup X_{7} \cup X_{9}
\end{aligned}
$$

and the dictionary matrix of $\mathbf{V}$ is

$$
\mathbf{H}=\left|\begin{array}{lllllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1
\end{array}\right|
$$

Let $\mathbf{v}=\left(v_{1}, \ldots, v_{n}\right)$ be a vector of $d^{n}$, where $v_{i}$ stands for a possible value of $\mathbf{v}_{i}$. For each class $X_{j}$ of $\boldsymbol{X}, j \in[m]$, let us introduce a variable $x_{j}$ which stands for the (a priori unknown) answer to the $\sigma$ query with target $X_{j}$. Then, the amount of information conveyed by $\mathbf{v}$ can be described by the following linear equation system

$$
\sum_{j \in J_{i}} x_{j}=v_{i} \quad(i \in[n])
$$

which we denote by $\Sigma(\boldsymbol{X}, \mathbf{v})$ and re-write in compact form as

$$
\begin{equation*}
H_{x}=\mathbf{v} \tag{1.1}
\end{equation*}
$$

where $\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right)$. A solution $\mathbf{x}$ of $\Sigma(\boldsymbol{X}, \mathbf{v})$ is $d$-feasible if $x_{j} \in d$ for each $j \in[m]$, and the equation $\Sigma(\boldsymbol{X}, \mathbf{v})$ is $d$-consistent if it admits at least one $d$-feasible solution. If this is the case, then we call $\mathbf{v}$ an instance the $\sigma$-view base $\mathbf{V}$. Note that, if is $I$ be the current database relation of name Rel and each $v_{i}$ is the value of $\mathbf{v}_{i}$ computed on $I$, then $\mathbf{v}$ is definitely an instance of $\mathbf{V}$ and $I$ determines a $d$-feasible solution of $\Sigma(\boldsymbol{X}, \mathbf{v})$, we call the true solution for $I$.

Example 1.1 (continued). Consider the instance $\mathbf{v}=\left(v_{1}, \ldots, v_{8}\right)$ of $\mathbf{V}$ where

$$
\begin{array}{llll}
v_{1}=22 & v_{2}=4 & v_{3}=6 & v_{4}=8 \\
v_{5}=4 & v_{6}=10 & v_{7}=10 & v_{8}=4
\end{array}
$$

Then, $\Sigma(\boldsymbol{X}, \mathbf{v})$ reads

$$
\begin{cases}x_{1}+x_{2}+x_{3}+x_{4}+x_{5}+x_{6}+x_{7}+x_{8}+x_{9} & =22 \\ x_{1}+x_{2} & =4 \\ x_{1}+x_{3}+x_{4}+x_{5} & =6 \\ x_{6}+x_{7} & =8 \\ x_{8}+x_{9} & =4 \\ x_{2}+x_{3}+x_{6} & =10 \\ x_{4}+x_{8} & =10 \\ x_{5}+x_{7}+x_{9} & =4\end{cases}
$$

If the domain of SALARY is $R$ (or $Z$ ), then the general feasible solution of $\Sigma(\boldsymbol{X}, \mathbf{v})$ has

$$
x_{1}=0 \quad x_{2}=4 \quad x_{3}=\lambda
$$

$$
\begin{array}{lll}
x_{4}=6+\mu & x_{5}=-\lambda-\mu & x_{6}=4-\lambda \\
x_{7}=4+\lambda & x_{8}=4-\mu & x_{9}=\mu
\end{array}
$$

where $(\lambda, \mu)$ is any couple of reals (integers, respectively).
If the domain of SALARY is $\mathrm{R}^{+}$or $\mathrm{Z}^{+}$, then $\Sigma(\boldsymbol{X}, \mathbf{v})$ has exactly one feasible solution:

$$
\begin{array}{lll}
x_{1}=0 & x_{2}=4 & x_{3}=0 \\
x_{4}=6 & x_{5}=0 & x_{6}=4 \\
x_{7}=4 & x_{8}=4 & x_{9}=0
\end{array}
$$

Let $J$ be a subset of $[m]$, and let $\mathbf{b}$ be the characteristic vector of $J$, that is, the $m$-dimensional $0-1$ vector defined as

$$
b_{j}=\left\{\begin{array}{cc}
1 & \text { if } j \in J \\
0 & \text { else }
\end{array}\right.
$$

We say that the sum-expression

$$
\sum_{j \in J} x_{j}
$$

is a $d$-invariant of $\Sigma(\boldsymbol{X}, \mathbf{v})$ if it assumes the same value for every $d$-feasible solution of $\Sigma(\boldsymbol{X}, \mathbf{v})$ or, equivalently, if

$$
\begin{equation*}
\inf \left\{(\mathbf{b}, \mathbf{x}): \mathbf{H} \mathbf{x}=\mathbf{v}, \mathbf{x} \in d^{m}\right\}=\sup \left\{(\mathbf{b}, \mathbf{x}): \mathbf{H} \mathbf{x}=\mathbf{v}, \mathbf{x} \in d^{m}\right\} \tag{1.2}
\end{equation*}
$$

where ( $\mathbf{b}, \mathbf{x}$ ) denotes the inner product. We now introduce a special class of $d$-invariants. We say that $\mathbf{b}$ belongs to the row space of $\mathbf{H}$ if $\mathbf{b}$ can be expressed as a linear combination of rows of $\mathbf{H}$, that is, if the following equation system

$$
\begin{equation*}
\mathbf{H}^{\top} \mathbf{a}=\mathbf{b} \tag{1.3}
\end{equation*}
$$

where $\mathbf{H}^{\top}$ denotes the transpose of $\mathbf{H}$, admits a real-valued solution $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right)$. Equivalently, $\mathbf{b}$ belongs to the row space of $\mathbf{H}$ if and only if $\mathbf{b}$ is orthogonal to the null space of $\mathbf{H}$, that is, if and only if the inner product $(\mathbf{b}, \mathbf{z})=0$ for every solution $\mathbf{z}$ of the homogeneous equation system $\mathbf{H z}=$ 0.

Lemma 1.1 Let $\mathbf{V}=\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right)$ a $\sigma$-view base, $d$ the domain of $\sigma, \mathbf{H}$ the dictionary matrix of $\mathbf{V}$ and $J$ a subset of $[m]$. If $d \subseteq \mathrm{R}$ and the characteristic vector of $J$ belongs to the row space of $\mathbf{H}$ then, for every instance $\mathbf{v}$ of $\mathbf{V}$, the sum-expression $\sum_{j \in J} x_{j}$ is a $d$-invariant of $\Sigma(\boldsymbol{X}, \mathbf{v})$.
Proof. Assume that the characteristic vector of $J$ can be written as a linear combination of rows of the dictionary matrix $\mathbf{H}$ with coefficients $a_{1}, \ldots, a_{n}$. Then, for every instance $\mathbf{v}$ of $\mathbf{V}$ and for every real-valued solution $\mathbf{x}$ of $\Sigma(\boldsymbol{X}, \mathbf{v})$, one has

$$
(\mathbf{b}, \mathbf{x})=\left(\mathbf{H}^{\top} \mathbf{a}, \mathbf{x}\right)=(\mathbf{a}, \mathbf{H} \mathbf{x})=(\mathbf{a}, \mathbf{v})=\text { const. }
$$

The statement then follows from the fact that, for every $d \subseteq$ R, every $d$-feasible solution of $\Sigma(\boldsymbol{X}, \mathbf{v})$ is also a real-valued solution.

Example 1.1 (continued). Consider the two (elementary) sum-expressions $x_{1}$ and $x_{2}$ corresponding to $J=\{1\}$ and $J=\{2\}$. If $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$ denote the characteristic vectors of these two singletons, then $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$ belong to the row space of the dictionary matrix $\mathbf{H}$ since

$$
\begin{aligned}
& \mathbf{b}_{1}=\mathbf{h}_{1}-\mathbf{h}_{6}-\mathbf{h}_{7}-\mathbf{h}_{8} \\
& \mathbf{b}_{2}=-\mathbf{h}_{1}+\mathbf{h}_{2}+\mathbf{h}_{6}+\mathbf{h}_{7}+\mathbf{h}_{8}
\end{aligned}
$$

where $\mathbf{h}_{i}$ denotes the $i$-the row of $\mathbf{H}$. Moreover, it is easy to see that, for none of the remaining seven variables, the characteristic vector of the corresponding singleton belongs to the row space of H. By Lemma 1.1, both variables $x_{1}$ and $x_{2}$ are $d$-invariants of $\Sigma(\boldsymbol{X}, \mathbf{v})$ for every instance $\mathbf{v}$ and for every subset $d$ of R. Thus, for the instance $\mathbf{v}=(22,4,6,8,4,10,10,4)$ of $\mathbf{V}$, one has $x_{1}=0$ and $x_{2}=4$.

### 1.3 The updating procedure for a view base

Given a $\sigma$-view base $\mathbf{V}$, let $\mathbf{v}$ be a $\sigma$-view and let $v$ the value of $\mathbf{v}$. In this section, we see how to update the classification system, the dictionary matrix and its associated equation system when we add to $\mathbf{V}$ the new $\sigma$-view $\mathbf{v}$. In fact computing all the non empty set in the form of

$$
\cap_{i \in \mu} V_{i}-\cup_{i \notin \mu} V_{i} \quad \mu \in 2^{[n]}
$$

can be time consuming even when the value of $n$ is small. A better approach is to construct the classification system incrementally. Also we give some basic definition needed in the next Section.
Let $\mathbf{V}=\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right)$, let $S$ be the set of categorical variables of $\mathbf{V}$, let $\boldsymbol{X}=\left\{X_{1}, \ldots, X_{m}\right\}$ be the classification system of $\mathbf{V}$, and let $S^{\prime}$ be the union of $S$ with the set of categorical variables of $\mathbf{v}$. Let $X_{j}^{\prime}$ be the extension of $X_{j}$ to $S^{\prime}$, and let $Q$ be the extension to $S^{\prime}$ of the target of $\mathbf{v}$. Let $\Omega=\cup_{j=1, \ldots, m}$ $X_{j}^{\prime}$ (see Figure 1.1) and let:

$$
J_{\mathrm{O}}=\left\{j \in[m]: Q \cap X_{j}^{\prime}=\emptyset\right\} \quad J=\left\{j \in[m]: X_{j}^{\prime} \subseteq Q\right\} \quad J^{\prime}=[m]-\left(J_{\mathrm{O}} \cup J\right)
$$

The sets $J$ and $J^{\prime}$ will be referred to as the $\Omega$-support and the $\Omega$-cosupport of $\mathbf{v}$.


Figure 1.1
Let $p=\left|J^{\prime}\right|$ and, if $p>0$, let $J^{\prime}=\left\{j_{1}, \ldots, j_{p}\right\}$. Let $\Omega^{\prime}=\Omega \cup Q$ and let $\boldsymbol{Y}$ be the partition of $\Omega^{\prime}$ defined as follows (see Figure 1.1):

$$
\text { If } p>0 \text {, then set } Y_{m+h}:=X_{j_{h}}^{\prime}-Q \text { and } Y_{j_{h}}:=Q \cap X_{j_{h}}^{\prime} \quad \text { for } h=1, \ldots, p
$$

$$
\text { If } \Omega^{\prime} \neq \Omega \text {, then set } Y_{m+p+1}:=Q-\Omega
$$

Then $\boldsymbol{Y}$ is the classification system of $\mathbf{V}^{\prime}=\mathbf{V} \cup\{\mathbf{v}\}$.
Without loss of generality, henceforth we assume that $J^{\prime} \neq \varnothing$ and $\Omega^{\prime} \neq \Omega$. Let $\mathbf{y}$ be an $(m+p+1)$ dimensional variable, where $p=\left|J^{\prime}\right|$, and let $\Sigma\left(\boldsymbol{Y}, \mathbf{v}^{\prime}\right)$ be the equation system

$$
\mathbf{K} \mathbf{y}=\mathbf{v}^{\prime}
$$

obtained from $\Sigma(\boldsymbol{X}, \mathbf{v})$ as follows

- the variable $x_{j}$ is replaced by $y_{j}$ for $j \in J_{0} \cup J$, and
- if $J^{\prime}=\left\{j_{1}, \ldots, j_{p}\right\}$, then the variable $x_{j_{h}}$ is replaced by $y_{j_{h}}+y_{m+h}$ for $h \in[p]$.
- the equation $\sum_{j \in J J J^{\prime}} y_{j}+y_{m+p+1}=v$ is added to $\Sigma\left(\boldsymbol{Y}, \mathbf{v}^{\prime}\right)$ along with the variable $y_{m+p+1}$
where $\mathbf{v}^{\prime}=\left(v_{1}, \ldots, v_{n}, v\right)$. Accordingly, for $j \in J o \cup J$, the variable $y_{j}$ stands for the (a priori unknown) answer to the $\sigma$-query with target the category $Y_{j}$ and, for $h \in[p]$, the variables $y_{j_{h}}$ and $y_{m+h}$ stand for the (a priori unknown) answers to the $\sigma$-queries with targets $Y_{j_{h}}$ and $Y_{m+h}$, respectively. Finally the variable $y_{m+p+1}$ stands for the (a priori unknown) answer to the $\sigma$-query with target the category $Y_{m+p+1}$.

Example 1.1 (continued). Consider the $\sigma$-query

```
create view v as
select sum(SALARY)
from Personnel
where (GENDER=male and DEPT in {A,B,C}) or (DEPT in {D,E,I})
```

The set of categorical variables of $\mathbf{v}$ is $\{G E N D E R, D E P T\}$ and, hence, $S^{\prime}=\{G E N D E R, D E P T\}$. The extension to $S^{\prime}$ of $X_{j}$ is $X_{j}^{\prime}=\{$ male, female $\} \times X_{j},(j=1, \ldots, 9)$, and the extension to $S^{\prime}$ of the target of $\mathbf{v}$ is

| GENDER | DEPT |
| :--- | :--- |
| male | A |
| male | B |
| male | C |
| male | D |
| female | D |
| male | E |
| female | E |
| male | I |
| female | I |

Then, $J_{\mathrm{O}}=\{6,7,8\}, J=\{4,5,9\}$ and $J^{\prime}=\{1,2,3\}$. The partition $\boldsymbol{Y}$ of the domain of $S^{\prime}$ consists of the following twelve categories:

$$
\begin{aligned}
& Y_{1}=\{\text { male }\} \times X_{1}=\{(\text { male }, \mathrm{A})\} \\
& Y_{2}=\{\text { male }\} \times X_{2}=\{(\text { male }, \mathrm{B})\} \\
& Y_{3}=\{\text { male }\} \times X_{3}=\{(\text { male }, \mathrm{C})\}
\end{aligned}
$$

$$
\begin{aligned}
& Y_{4}=\{\text { male }, \text { female }\} \times X_{3}=\{(\text { male }, C),(\text { female }, C)\} \\
& \cdots \\
& Y_{9}=\{\text { male }, \text { female }\} \times X_{9}=\{(\text { male }, \mathrm{I}),(\text { female }, \mathrm{I})\} \\
& Y_{10}=\{\text { female }\} \times X_{1}=\{(\text { female }, \mathrm{A})\} \\
& Y_{11}=\{\text { female }\} \times X_{2}=\{(\text { female }, \mathrm{B})\} \\
& Y_{12}=\{\text { female }\} \times X_{3}=\{(\text { female }, \mathrm{C})\}
\end{aligned}
$$

After substituting $x_{1}$ by $y_{1}+y_{10}, x_{2}$ by $y_{2}+y_{11}, x_{3}$ by $y_{3}+y_{12}$ and $x_{j}$ by $y_{j}(4 \leq j \leq 9)$ in $\Sigma(\boldsymbol{X}, \mathbf{v})$, we obtain the equation system $\Sigma\left(\boldsymbol{Y}, \mathbf{v}^{\prime}\right)$

$$
\begin{cases}y_{1}+y_{2}+y_{3}+y_{4}+y_{5}+y_{6}+y_{7}+y_{8}+y_{9}+y_{4}+y_{10}+y_{11}+y_{12} & =22 \\ y_{1}+y_{2}+y_{10}+y_{11} & =4 \\ y_{1}+y_{3}+y_{4}+y_{5}+y_{10}+y_{12} & =6 \\ y_{6}+y_{7} & =8 \\ y_{8}+y_{9} & =4 \\ y_{2}+y_{3}+y_{6}+y_{11}+y_{12} & =10 \\ y_{4}+y_{8} & =10 \\ y_{5}+y_{7}+y_{9} & =4 \\ y_{1}+y_{2}+y_{3}+y_{4}+y_{5}+y_{9} & =6\end{cases}
$$

### 1.4 Evaluability and Derivability

In this section we want to establish the condition when a new query $\mathbf{q}$ can be evaluable or derivable from a set $\mathbf{V}$ of materialised views. Let $S$ be the set of categorical variables of $\mathbf{V}$, let $\boldsymbol{X}=\left\{X_{1}, \ldots\right.$, $\left.X_{m}\right\}$ be the classification system of $\mathbf{V}$, and let $S^{\prime}$ be the union of $S$ with the set of categorical variables of $\mathbf{q}$. Let $X_{j}^{\prime}$ be the extension of $X_{j}$ to $S^{\prime}$, and let $Q$ be the extension to $S^{\prime}$ of the target of $\mathbf{q}$. Let $\Omega=\cup_{j=1, \ldots, m} X_{j}^{\prime}$. As said in the previous Section let

$$
J_{\mathrm{O}}=\left\{j \in[m]: Q \cap X_{j}^{\prime}=\emptyset\right\} \quad J=\left\{j \in[m]: X_{j}^{\prime} \subseteq Q\right\} \quad J^{\prime}=[m]-\left(J_{\mathrm{O}} \cup J\right)
$$

We are interested in the (a priori unknown) total of $\sigma$ for the $S$-category $Q$. The tightest lower bound, the total of $\sigma$ for the $S$-category $Q$ denoted by lower $(Q)$, it is taken to be

$$
\operatorname{lower}(Q)=\inf \left\{\sum_{j \in J} x_{j}: \mathbf{H} \mathbf{x}=\mathbf{v}, \mathbf{x} \in d^{m}\right\}
$$

The tightest upper bound, denoted by $\operatorname{upper}(Q)$, is set to $+\infty$ if $Q$ is not contained in $\Omega$; otherwise, it is taken to be

$$
\operatorname{upper}(Q)=\sup \left\{\sum_{j \in J \cup J^{\prime}} x_{j}: \mathbf{H} \mathbf{x}=\mathbf{v}, \mathbf{x} \in d^{m}\right\}
$$

The interval $[\operatorname{lower}(Q)$, upper $(Q)]$ is called the feasibility range of the total of $\sigma$ for $Q$. If lower $(Q)$ $=\operatorname{upper}(Q)$, then the total for $Q$ is said to be evaluable .

Remark 1.3 If $Q-\Omega \neq \varnothing$ then $\mathbf{q}$ is neither evaluable nor derivable.

Recall from previous section that $\boldsymbol{Y}$ is the classification system obtained from $\boldsymbol{X}$ by adding $\mathbf{q}$ to $\mathbf{V}$ and $\Sigma\left(\boldsymbol{Y}, \mathbf{v}^{\prime}\right)$ the associated equation system.
If $Q$ is included in $\Omega$ we also will consider the equation system denoted by $\Sigma(\boldsymbol{Y}, \mathbf{v})$ obtained from $\Sigma\left(\boldsymbol{Y}, \mathbf{v}^{\prime}\right)$ by deleting the equation corresponding to the $\sigma$-view $\mathbf{q}$. In fact, observe that the sets of $d$ feasible solutions of $\Sigma(\boldsymbol{X}, \mathbf{v})$ and $\Sigma(\boldsymbol{Y}, \mathbf{v})$ are closely related to each other by the following obvious property: given a $d$-feasible solution $\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right)$ of $\Sigma(\boldsymbol{X}, \mathbf{v})$, we can obtain a $d$-feasible solution $\mathbf{y}=\left(y_{1}, \ldots, y_{m+p}\right)$ of $\Sigma(\boldsymbol{Y}, \mathbf{v})$ by taking

$$
\begin{array}{lll}
y_{j}=x_{j} & & \text { for } j \in J_{0} \cup J \\
y_{j_{h}}=\alpha_{h} & y_{m+h}=x_{j_{h}}-\alpha_{h} & \text { for } h \in[p]
\end{array}
$$

where $\alpha_{h}$ is any element of $d$ such that $x_{j_{h}}-\alpha_{h}$ also belongs to $d$. On the other hand, given a $d$ feasible solution $\mathbf{y}=\left(y_{1}, \ldots, y_{m+p}\right)$ of $\Sigma(\boldsymbol{Y}, \mathbf{v})$, we can obtain a $d$-feasible solution $\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right)$ of $\Sigma(\boldsymbol{X}, \mathbf{v})$ by taking

$$
\begin{array}{ll}
x_{j}=y_{j} & \text { for } j \in J_{0} \cup J \\
x_{j_{h}}=y_{j_{h}}+y_{m+h} & \text { for } h \in[p]
\end{array}
$$

Therefore $\mathbf{q}$ is evaluable from $\mathbf{V}$ if and only if

$$
\sum_{j \in J \cup J^{\prime}} x_{j}=\operatorname{lower}(Q)=\operatorname{upper}(Q)=\sum_{j \in J \cup J^{\prime}} y_{j}
$$

that is if and only if $\sum_{j \in J \cup J^{\prime}} y_{j}$ is a $d$-invariant of $\Sigma(\boldsymbol{Y}, \mathbf{v})$. Therefore we call

$$
\sum_{j \in J \cup J^{\prime}} y_{j}
$$

the sum expression associated to $\mathbf{q}$.
If $J^{\prime}=\emptyset$, then $\Sigma(\boldsymbol{Y}, \mathbf{v})$ is essentially the same as $\Sigma(\boldsymbol{X}, \mathbf{v})$ and $\mathbf{q}$ is evaluable from the instance $\mathbf{v}$ of $\mathbf{V}$ if and only if the sum-expression $\sum_{j \in J} x_{j}$ is a $d$-invariant of $\Sigma(\boldsymbol{X}, \mathbf{v})$. For $J^{\prime}=\left\{j_{1}, \ldots, j_{p}\right\}, p>0$, we now state a characterisation of evaluability.

Lemma 1.2 Let $\mathbf{V}$ be a $\sigma$-view base, and let $d \in\left\{\mathrm{R}, \mathrm{Z}, \mathrm{R}^{+}, \mathrm{Z}^{+}\right\}$be the domain of $\sigma$. Let $\mathbf{q}$ be a $\sigma-$ query and let $J$ and $J^{\prime}=\left\{j_{1}, \ldots, j_{p}\right\}, p \geq 1$, be the $\Omega$-support and the $\Omega$-cosupport of $\mathbf{q}$, respectively. Then, if the $\operatorname{target} Q$ of $\mathbf{q}$ is contained in $\Omega$
(i) if $d$ is R or Z, then $\mathbf{q}$ is evaluable from no instance $\mathbf{v}$ of $\mathbf{V}$;
(ii) if $d$ is $\mathrm{R}^{+}$or $\mathrm{Z}^{+}$, then $\mathbf{q}$ is evaluable from an instance $\mathbf{v}$ of $\mathbf{V}$ if and only if
(a) the sum-expression $\sum_{j \in J} x_{j}$ is a $d$-invariant of $\Sigma(\boldsymbol{X}, \mathbf{v})$, and
(b) for each $h \in[p]$, the variable $x_{j h}$ is a $d$-invariant of $\Sigma(\boldsymbol{X}, \mathbf{v})$ with value zero.

Proof. (i) Let $h^{*}$ be from $[p]$. Let $\boldsymbol{Y}$ be the classification system obtained adding $\mathbf{q}$ to $\mathbf{V}$. Let $\Sigma(\boldsymbol{Y}, \mathbf{v})$ be the system associated to $\boldsymbol{Y}$ obtained from $\Sigma\left(\boldsymbol{Y}, \mathbf{v}^{\prime}\right)$ by deleting the equation associated to $\mathbf{q}$.
Then, given an instance $\mathbf{v}$ of $\mathbf{V}$ and a $d$-feasible solution $\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right)$ of $\Sigma(\boldsymbol{X}, \mathbf{v})$, consider the following two $d$-feasible solutions $\mathbf{y}=\left(y_{1}, \ldots, y_{m+p}\right)$ and $\mathbf{y}^{\prime}=\left(y_{1}^{\prime}, \ldots, y_{m+p}^{\prime}\right)$ of $\Sigma(\boldsymbol{Y}, \mathbf{v})$ :

$$
y_{j}=x_{j} \quad \text { for } j \in[m]
$$

$$
y_{m+h}=0 \quad \text { for } h \in[p]
$$

and

$$
\begin{array}{ll}
y_{j}^{\prime}=x_{j} & \text { for } j \in[m]-\left\{j_{h^{*}}\right\} \\
y_{j_{h^{*}}}^{\prime}=x_{j_{h^{*}}}-1 \text { and } \quad y_{m+h^{*}}^{\prime}=+1 & \\
y_{m+h}^{\prime}=0 & \text { for } h \in[p]-\left\{h^{*}\right\}
\end{array}
$$

Then, the sum-expression associated with $\mathbf{q}$ assumes two distinct values

$$
\sum_{j \in J \cup J^{\prime}} x_{j} \quad \text { and } \quad \sum_{j \in J \cup J^{\prime}} x_{j}-1
$$

which proves that $\mathbf{q}$ is not evaluable from $\mathbf{v}$.
Part (if) of (ii). By condition (a) the sum-expression $\sum_{j \in J} x_{j}$ is a $d$-invariant of $\Sigma(\boldsymbol{X}, \mathbf{v})$. By condition (b), for each $h, x_{j_{h}}=0$ for every $d$-feasible solution $\mathbf{x}$ of $\Sigma(\boldsymbol{X}, \mathbf{v})$ so that, owing to the nonnegativity constraint, one has

$$
y_{j_{h}}=y_{m+h}=0
$$

for every $d$-feasible solution $\mathbf{y}$ of $\Sigma(\boldsymbol{Y}, \mathbf{v})$. Therefore, for every $d$-feasible solution $\mathbf{y}$ of $\Sigma(\boldsymbol{Y}, \mathbf{v})$, the sum-expression associated with $\mathbf{q}$ assumes the unique value of the sum-expression $\sum_{j \in J} x_{j}$, which proves that $\mathbf{q}$ is evaluable from $\mathbf{v}$.

Part (only if) of (ii). Suppose by contradiction that condition (a) does not hold. Then, there exist two $d$-feasible solutions $\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right)$ and $\mathbf{x}^{\prime}=\left(x_{1}^{\prime}, \ldots, x_{m}^{\prime}\right)$ of $\Sigma(\boldsymbol{X}, \mathbf{v})$ such that

$$
\sum_{j \in J} x_{j}<\sum_{j \in J} x_{j}^{\prime} .
$$

Let us consider the following two $d$-feasible solutions $\mathbf{y}=\left(y_{1}, \ldots, y_{m+p}\right)$ and $\mathbf{y}^{\prime}=\left(y_{1}^{\prime}, \ldots, y_{m+p}^{\prime}\right)$ of $\Sigma(\boldsymbol{Y}, \mathbf{v})$ defined as follows:

$$
\begin{array}{ll}
y_{j}=x_{j} & \text { for } j \in J_{\mathrm{o}} \cup J \\
y_{j_{h}}=0 \text { and } y_{m+h}=x_{j_{h}} & h \in[p]
\end{array}
$$

and

$$
\begin{array}{ll}
y_{j}^{\prime}=x_{j}^{\prime} & \text { for } j \in J_{0} \cup J \\
y_{j_{h}}^{\prime}=0 \text { and } y_{m+h}^{\prime}=x_{j_{h}}^{\prime} & \text { for } h \in[p]
\end{array}
$$

Then

$$
\sum_{j \in J \cup J^{\prime}} y_{j}=\sum_{j \in J} y_{j}=\sum_{j \in J} x_{j}<\sum_{j \in J} x_{j}^{\prime}=\sum_{j \in J} y_{j}^{\prime}=\sum_{j \in J \cup J^{\prime}} y_{j}^{\prime}
$$

which contradicts the evaluability of $\mathbf{q}$. Therefore, condition (a) must hold. Suppose by contradiction that condition $(b)$ does not hold. Then, there exist $h^{*} \in[p]$ such that either $x_{j_{h^{*}}}$ is not a
$d$-invariant or $x_{j_{h^{*}}}$ is a $d$-invariant but its value is greater than zero so that there is a $d$-feasible solution $\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right)$ of $\Sigma(\boldsymbol{X}, \mathbf{v})$ with $x_{j_{h^{*}}}>0$. Consider the following two $d$-feasible solutions $\mathbf{y}$ $=\left(y_{1}, \ldots, y_{m+p}\right)$ and $\mathbf{y}^{\prime}=\left(y_{1}^{\prime}, \ldots, y_{m+p}^{\prime}\right)$ of $\Sigma(\boldsymbol{Y}, \mathbf{v})$ :

$$
\begin{array}{ll}
y_{j}=x_{j} & \text { for } j \in[m] \\
y_{m+h}=0 & \text { for } h \in[p]
\end{array}
$$

and

$$
\begin{array}{lr}
y_{j}^{\prime}=x_{j} & \text { for } j \in[m]-\left\{j_{h^{*}}\right\} \\
y_{j_{h^{*}}}^{\prime}=0 \text { and } y_{m+h^{*}}^{\prime}=x_{j_{h^{*}}} & \\
y_{m+h}^{\prime}=0 & \text { for } h \in[p]-\left\{h^{*}\right\}
\end{array}
$$

Then, since $x_{j_{h^{*}}}>0$, the sum-expression associated with $\mathbf{q}$ assumes two distinct values

$$
\sum_{j \in J \cup J^{\prime}} x_{j} \quad \text { and } \quad \sum_{j \in J \cup J^{\prime}} x_{j}-x_{j h^{*}}
$$

which proves that $\mathbf{q}$ is not evaluable from $\mathbf{v}$.
Example 1.1 (continued). We saw that the $\sigma$-query $\mathbf{q}$ with $\Omega$-support $J=\{4,5,9\}$ and $\Omega$-cosupport $J^{\prime}=\{1,2,3\}$ is not evaluable from $\mathbf{v}$. If $d$ is R or Z , then Lemma $2(i)$ confirms that $\mathbf{q}$ is not evaluable from $\mathbf{v}$. If $d$ is $\mathrm{R}^{+}$or $\mathrm{Z}^{+}$, then we saw that there is exactly one $d$-feasible solution of $\Sigma(\boldsymbol{X}$, v)

$$
\begin{array}{lll}
x_{1}=0 & x_{2}=4 & x_{3}=0 \\
x_{4}=6, & x_{5}=0 & x_{6}=4 \\
x_{7}=4 & x_{8}=4 & x_{9}=0
\end{array}
$$

Therefore, condition (a) of Lemma 1.2(ii) holds but, since $x_{2}=4$, condition (b) of Lemma 1.2(ii) does not hold, which confirms that $\mathbf{q}$ is not evaluable from $\mathbf{v}$.

We can summarise the above results by the following evaluability criterion.
Theorem 1.1 (Evaluability Criterion) Let $\mathbf{V}$ be a $\sigma$-view base and let $d \in\left\{\mathrm{R}, \mathrm{Z}, \mathrm{R}^{+}, \mathrm{z}^{+}\right\}$be the domain of $\sigma$. Let $\mathbf{H}$ be the dictionary matrix of $\mathbf{V}$ and $\mathbf{q}$ a $\sigma$-query with $\Omega$-support $J$ and $\Omega$ cosupport $J^{\prime}$.
(i) The target $Q$ of $\mathbf{q}$ is contained in $\Omega$.
(ii) For $d=\mathrm{R}$ or $d=\mathrm{Z}, \mathbf{q}$ is evaluable from an instance of $\mathbf{V}$ if and only if the characteristic vector of $J$ belongs to the row space of $\mathbf{H}$, and $J^{\prime}=\emptyset$.
(iii) For $d=\mathrm{R}^{+}$or $d=\mathrm{Z}^{+}, \mathbf{q}$ is evaluable from an instance $\mathbf{v}$ of $\mathbf{V}$ if and only if the sumexpression $\sum_{j \in J} x_{j}$ is a $d$-invariant of $\Sigma(\boldsymbol{X}, \mathbf{v})$, and either $J^{\prime}=\emptyset$ or, for each $j \in J^{\prime}, x_{j}$ is a $d$ invariant of $\Sigma(\boldsymbol{X}, \mathbf{v})$ with value 0 .

Proof. Statement (i) is a necessary condition for Remark 1.3. For $d=\mathrm{R}$, statement (ii) is a wellknown result of linear algebra. Consider now the case that $d=\mathrm{z}$. By Lemma 1.1, it is sufficient to
prove the "only-if" part. By Lemma $1.2(i), J^{\prime}=\emptyset$. Suppose by contradiction that the characteristic vector of $J$, say $\mathbf{b}$, does not belong to the row space of $\mathbf{H}$. Then, $\mathbf{b}$ is not orthogonal to the null space of $\mathbf{H}$. It follows that $J \neq \varnothing$ (for, otherwise, $\mathbf{b}$ would belong to the row space of $\mathbf{H}$ ), and the dimension of the null space of $\mathbf{H}$ is not zero (for, otherwise, the null space of $\mathbf{H}$ would be equal to $\{\mathbf{0}\}$ and $\mathbf{b}$ would be orthogonal to the null space of $\mathbf{H})$. Since $\mathbf{b}$ is not orthogonal to the null space of $\mathbf{H}$ and $\mathbf{H}$ is a $0-1$ matrix, there is a rational-valued solution $\mathbf{z}$ of the homogeneous equation system $\mathbf{H z}=\mathbf{0}$ such that $(\mathbf{b}, \mathbf{z}) \neq 0$. Let $z_{j}=\frac{p_{j}}{q_{j}}$ with $q_{j} \geq 1(j=1, \ldots, m)$. Let $q$ be the least common multiple of $q_{1}, \ldots, q_{m}$. Let $\mathbf{x}$ be the true solution of $\Sigma(\boldsymbol{X}, \mathbf{v})$ for the current relation $I$ so that $\mathbf{x}$ is $Z$ valued. Consider the Z -valued solution $\mathbf{x}^{\prime}$ of $\Sigma(\boldsymbol{X}, \mathbf{v})$ defined as $\mathbf{x}^{\prime}=\mathbf{x}+q \mathbf{z}$. Indeed, $\mathbf{x}^{\prime}$ is a Z-valued solution since each $x_{j}^{\prime}$ is definitely an integer. Finally, the value of the sum-expression $\sum_{j \in J} x_{j}$ corresponding to $\mathbf{x}^{\prime}$ is

$$
\left(\mathbf{b}, \mathbf{x}^{\prime}\right)=(\mathbf{b}, \mathbf{x})+q(\mathbf{b}, \mathbf{z}) \neq(\mathbf{b}, \mathbf{x})
$$

since neither $q$ nor $(\mathbf{b}, \mathbf{z})$ is zero (contradiction). Therefore, $\mathbf{b}$ must belong to the row space of $\mathbf{H}$. Statement (ii) follows from Lemma 1.2(ii).

Remark 1.4 For $d=\mathrm{R}^{+}$or $d=\mathrm{Z}^{+}, x_{j}$ is a $d$-invariant of $\Sigma(\boldsymbol{X}, \mathbf{v})$ with value 0 if and only if

$$
\boldsymbol{\operatorname { s u p }}\left\{x_{j}: \mathbf{H} \mathbf{x}=\mathbf{v}, \mathbf{x} \in d^{m}\right\}=0 .
$$

Recall that a $\sigma$-query is derivable from a $\sigma$-view base $\mathbf{V}$ if it is evaluable from every instance of $\mathbf{V}$. The following derivability criterion characterises the $\sigma$-queries that are derivable from $\mathbf{V}$.

Theorem 1.2 (Derivability Criterion) Let $\mathbf{V}$ be a $\sigma$-view base. A $\sigma$-query $\mathbf{q}$ with $\Omega$-support $J$ and $\Omega$-cosupport $J^{\prime}$ is derivable from $\mathbf{V}$ if and only if
(a) the target $Q$ of $\mathbf{q}$ is contained in $\Omega$.
(b) the characteristic vector of $J$ belongs to the row space of the dictionary matrix of $\mathbf{V}$, and
(c) $J^{\prime}$ is empty.

Proof. (if) By Theorem 1.1 and Lemma 1.1.
(only if). Condition (a) is a necessary condition from Remark 1.3.
Proof of $(c)$. Theorem 1.1 must hold for every instance $\mathbf{v}$ of $\mathbf{V}$. Let $I$ be a base relation such that the true solution $\mathbf{x}$ of $\Sigma(\boldsymbol{X}, \mathbf{v})$ has $x_{j}=1$ for each $j$. Then, by Theorem 1.1, $J^{\prime}$ must be empty.
The proof of $(b)$ is similar to the proof of part $(i)$ of Theorem 1.1 for $d=\mathrm{z}$, with the following change. Let $p=\max \left\{\left|p_{1}\right|, \ldots,\left|p_{m}\right|\right\}$ and let $\mathbf{x}$ with $x_{j}=p q$ for each $j$ be the true solution of $\Sigma(\boldsymbol{X}, \mathbf{v})$ for some base relation. Then, $\mathbf{x}^{\prime}=\mathbf{x}+q \mathbf{z}$ is a $Z^{+}$-feasible solution of $\Sigma(\boldsymbol{X}, \mathbf{v})$ and, hence, a $d$ feasible solution of $\Sigma(\boldsymbol{X}, \mathbf{v})$ for each $d \in\left\{\mathrm{R}, \mathrm{Z}, \mathrm{R}^{+}, \mathrm{Z}^{+}\right\}$.

Let $\lambda(\mathbf{V})$ be the set of $S$-categories $Q$ such that the $\sigma$-query with target $Q$ is derivable from $\mathbf{V}$. By Theorem 1.2, a $\sigma$-query $\mathbf{q}$ is derivable from $\mathbf{V}$ if and only if $\mathbf{q}$ is equivalent to some $\sigma$-query whose target belongs to $\lambda(\mathbf{V})$, that is, if and only if the target of $\mathbf{q}$ is an extension of some $S$-category from $\lambda(\mathbf{V})$. We now state some useful properties of $\lambda(\mathbf{V})$. Of course, each $Q$ in $\lambda(\mathbf{V})$ can be obtained as union of zero or more classes of the classification system $\boldsymbol{X}$ of $\mathbf{V}$; so, $\lambda(\mathbf{V})$ is a subfamily of the set field generated by $\boldsymbol{X}$. Moreover, if $Q=\cup_{j \in J} X_{j}$ and $\mathbf{b}$ is the characteristic vector of $J$, then $Q$
belongs to $\lambda(\mathbf{V})$ if and only if equation system (1.1) is consistent. Therefore, $\lambda(\mathbf{V})$ contains the empty $S$-category, the extension to $S$ of the target of each view $\mathbf{v}_{i}$ in $\mathbf{V}$ and, if present, the universal $S$-category $\operatorname{dom}(S)$. It is also closed under disjoint union and proper difference [9, 10, 52]; that is,

- if $Q$ and $Q^{\prime}$ are in $\lambda(\mathbf{V})$ and $Q \cap Q^{\prime}=\emptyset$, then the disjoint union $Q \cup Q^{\prime}$ is in $\lambda(\mathbf{V})$;
- if $Q$ and $Q^{\prime}$ are in $\lambda(\mathbf{V})$ and $Q \subseteq Q^{\prime}$, then the proper difference $Q^{\prime}-Q$ is in $\lambda(\mathbf{V})$.

Note that, if $\lambda(\mathbf{V})$ contains the universal $S$-category then it is closed under proper difference and it is also closed under complementation, which makes $\lambda(\mathbf{V})$ a " $\lambda$-system" (see p. 41 in [4]). The minimal (with respect to the set-theoretic inclusion) nonempty $S$-categories in $\lambda(\mathbf{V})$ are called the atoms of $\lambda(\mathbf{V})$ so that, by the closure under proper difference, every nonempty category in $\lambda(\mathbf{V})$ is the disjoint union of atoms. Note that the number of atoms of $\lambda(\mathbf{V})$ may be exponential to $n$ [47].

Example 1.1 (continued). The atoms of $\lambda(\mathbf{V})$ are ten:

$$
\begin{aligned}
& X_{1}=\{\mathrm{A}\} \\
& X_{3} \cup X_{4} \cup X_{5}=\{\mathrm{C}, \mathrm{D}, \mathrm{E}\} \\
& X_{3} \cup X_{6}=\{\mathrm{C}, \mathrm{~F}\} \\
& X_{4} \cup X_{8}=\{\mathrm{D}, \mathrm{H}\} \\
& X_{6} \cup X_{7}=\{\mathrm{F}, \mathrm{G}\}
\end{aligned}
$$

$$
X_{2}=\{\mathrm{B}\}
$$

$$
X_{3} \cup X_{5} \cup X_{9}=\{\mathrm{C}, \mathrm{E}, \mathrm{I}\}
$$

$$
X_{4} \cup X_{5} \cup X_{7}=\{\mathrm{D}, \mathrm{E}, \mathrm{G}\}
$$

$$
X_{5} \cup X_{7} \cup X_{9}=\{\mathrm{E}, \mathrm{G}, \mathrm{I}\}
$$

$$
X_{8} \cup X_{9}=\{\mathrm{H}, \mathrm{I}\}
$$

### 1.4.1 Computational aspects

We now discuss the computational complexities of the problems of deciding whether a $\sigma$-query $\mathbf{q}$ is or is not evaluable from an instance $\mathbf{v}$ of $\mathbf{V}$ and, in the affirmative case, of computing the answer $q$ to $\mathbf{q}$ from $\mathbf{v}$. If $d$ is R or z then, by Theorem $1.1(a), \mathbf{q}$ is evaluable from $\mathbf{v}$ if and only if equation system (1.3) is consistent and $J^{\prime}=\emptyset$, which can be checked in $O\left(n^{3}\right)$ time using standard linearalgebra methods. Moreover, if $\mathbf{a}$ is a solution of equation system (1.3), then $q$ can be computed as

$$
\sum_{i=1, \ldots, n} a_{i} v_{i}
$$

Therefore, deciding if $\mathbf{q}$ is evaluable from $\mathbf{v}$ and, if this is the case, computing $q$ from $\mathbf{v}$ requires $O\left(n^{3}\right)$ time.
If $d$ is $\mathrm{R}^{+}$, then testing the evaluability of $\mathbf{q}$ from $\mathbf{v}$ and computing $q$ can be done using any polynomial-time algorithm for linear programming. However, we will see in Chapter 2 that it can be solved using the same cubic algorithm as for $d=\mathrm{R}$.
If $d=\mathrm{Z}^{+}$, then testing the evaluability of $\mathbf{q}$ from $\mathbf{v}$ may be hard since integer-linear-programming methods [55] are required. Indeed, as proven in Section 2.2.1, the problem of deciding if there exists some variable of $\Sigma(\boldsymbol{X}, \mathbf{v})$ that is $\mathrm{Z}^{+}$-invariant is co $N P$-complete. In practice, in the case $d=\mathrm{z}^{+}$ it is convenient to relax the integrality constraints and apply the evaluability test developed for the case $d=\mathrm{R}^{+}$. In other words, we will use a sound (and possibly incomplete) evaluability test for $d=$ $\mathrm{Z}^{+}$, but this is the best we can get since its possible incompleteness will be well compensated by its efficiency. However, it is well-known [55] that, if the dictionary matrix $\mathbf{H}$ is totally unimodular (that is, all squared submatrices of $\mathbf{H}$ have determinants $+1,-1$ or 0 ), then the evaluability test for $d$ $=\mathrm{R}^{+}$is also complete for $d=\mathrm{Z}^{+}$.
By Theorem 1.2, testing derivability requires $O\left(n^{3}\right)$ time; however, if $\mathbf{H}$ is the incidence matrix of a graph $G$, then a derivability test that runs in time linear in the size of $G$ can be found in [46].

### 1.5 Reduction procedure for a view base and for a view base instance

Let $\mathbf{v}$ be an instance of a $\sigma$-view base $\mathbf{V}$. Henceforth, we only consider the cases $d=\mathrm{R}, d=\mathrm{Z}$ and $d$ $=\mathrm{R}^{+}$since, as we said in Section 1.4.1, if $d=\mathrm{Z}^{+}$then we will relax the integrality constraints and apply the results that hold for $d=\mathrm{R}^{+}$.
It is convenient to work with a $\sigma$-view base equivalent to $\mathbf{V}$ and with the minimum storage requirement for its dictionary. The natural storage representation of $\Sigma(\boldsymbol{X}, \mathbf{v})$ consists of an edgelabelled and node-weighted hypergraph ( $H, \boldsymbol{X}, \mathbf{v}$ ), we call the map of $\Sigma(\boldsymbol{X}, \mathbf{v})$, which is obtained from $H, \boldsymbol{X}$ by weighting each node $i$ by the $i$-th component of $\mathbf{v}$ and. Thus, $H$ is a hypergraph with node set $[n]$ and $m$ edges

$$
e_{j}=\left\{i \in[n]: h_{i j}=1\right\} \quad(j \in[m])
$$

and the quantity $\sum_{j=1, \ldots, m}\left|e_{j}\right|$ its size. Moreover, each edge $e_{j}$ of $H$ is labelled by the class $X_{j}$ of the classification system $\boldsymbol{X}$ of $\mathbf{V}$. We leave open the problem of finding a $\sigma$-view base that is equivalent to $\mathbf{V}$ and whose dictionary has a minimum-size map. However, we will give a procedure to find a $\sigma$ view base that is equivalent to $\mathbf{V}$ and is such that the map of its dictionary has a size not greater than the size of the map of the dictionary of $\mathbf{V}$.
An edge $e_{j}$ of $H$ is $d$-invariant if $x_{j}$ is a $d$-invariant of $\Sigma(\boldsymbol{X}, \mathbf{v})$. If this is the case and $\alpha$ is the value of $x_{j}$, then the instance $\mathbf{v}^{\prime}$ of the $\sigma$-view base $\mathbf{V}^{\prime}=\left\{\mathbf{v}_{0}^{\prime}, \mathbf{v}_{1}^{\prime}, \ldots, \mathbf{v}_{n}^{\prime}\right\}$, where
$\mathbf{v}_{\mathrm{o}}^{\prime}$ is the $\sigma$-query with target $X_{j}$ and value $v_{\mathrm{o}}^{\prime}=\alpha$, and
$\mathbf{v}_{i}^{\prime}, i \in[n]$, is the $\sigma$-query with target $V_{i}-X_{j}$ and value

$$
v_{i}^{\prime}=\left\{\begin{array}{cc}
v_{i}-\alpha & \text { if } X_{j} \subseteq V_{i} \\
v_{i} & \text { else }
\end{array}\right.
$$

is definitely equivalent to the instance $\mathbf{v}$ of $\mathbf{V}$; furthermore, the size of the map of $\Sigma\left(\boldsymbol{X}, \mathbf{v}^{\prime}\right)$ is equal to the size of the map of $\Sigma(\boldsymbol{X}, \mathbf{v})$ minus $\left|e_{j}\right|-1$.
If an edge is $d$-invariant edges regardless of the instance of $\mathbf{v}$ of $\mathbf{V}$ then it is said to be algebraic. By Theorem 1.2 an edge is algebraic if and only if its characteristic vector can be expressed as a linear combination of row of H .
Given two $\sigma$-view bases $\mathbf{V}$ and $\mathbf{V}^{\prime}$ that have the same set of categorical variables and the same classification system, we say that an instance $\mathbf{v}$ of $\mathbf{V}$ and an instance $\mathbf{v}^{\prime}$ of $\mathbf{V}^{\prime}$ are equivalent with respect to evaluability, if each view in $\mathbf{V}^{\prime}$ is evaluable from $\mathbf{v}$ and each view in $\mathbf{V}$ is evaluable from $\mathbf{v}^{\prime}$. If this is the case, then a sum-query is evaluable from $\mathbf{v}$ if and only if it is evaluable from $\mathbf{v}^{\prime}$. Analogously we say that two $\sigma$-view bases $\mathbf{V}$ and $\mathbf{V}^{\prime}$ that have the same set of categorical variables and the same classification system are equivalent with respect to derivability, if each view in $\mathbf{V}^{\prime}$ is derivable from $\mathbf{V}$ and each view in $\mathbf{V}$ is derivable from $\mathbf{V}^{\prime}$. If this is the case, then a sum-query is derivable from $\mathbf{V}$ if and only if it is derivable from $\mathbf{V}^{\prime}$.

A node $i$ of the map $(H, \boldsymbol{X}, \mathbf{v})$ of $\Sigma(\boldsymbol{X}, \mathbf{v})$ is redundant, with respect to evaluability if the view $\mathbf{v}_{i}$ is evaluable from the instance $\mathbf{v}^{\prime}$ of $\mathbf{V}^{\prime}=\mathbf{V}-\left\{\mathbf{v}_{i}\right\}$, where $\mathbf{v}^{\prime}$ is obtained from $\mathbf{v}$ by ignoring $v_{i}$. If this is the case, then $\mathbf{v}^{\prime}$ is definitely equivalent to the instance $\mathbf{v}$ of $\mathbf{V}$ and the size of the map of $\Sigma\left(\boldsymbol{X}, \mathbf{v}^{\prime}\right)$ is equal to the size of the map of $\Sigma(\boldsymbol{X}, \mathbf{v})$ minus the number of edges containing the node $i$.
Analogously a node $i$ of the map $(H, \boldsymbol{X}, \mathbf{v})$ of $\Sigma(\boldsymbol{X}, \mathbf{v})$ is redundant, with respect to derivability, if the view $\mathbf{v}_{i}$ is derivable from $\mathbf{V}-\left\{\mathbf{v}_{i}\right\}$ or equivalently, by Theorem 1.2, if the $i$-th row of $\mathbf{H}$ can be
written as a linear combination of the other rows of $\mathbf{H}$. For example, if $H$ is a connected graph then, since the rank of $\mathbf{H}$ is $n-1$ or $n$ depending on whether $H$ is or is not bipartite [15,57], $H$ has exactly one redundant node if $H$ is bipartite, and no redundant nodes otherwise. If $i$ is a redundant node of the map of the dictionary of $\mathbf{V}$, then the $\sigma$-view base $\mathbf{V}^{\prime}=\mathbf{V}-\left\{\mathbf{v}_{i}\right\}$ is definitely equivalent to $\mathbf{V}$ and the size of the map of the dictionary of $\mathbf{V}^{\prime}$ is equal to the size of the map of the dictionary of $\mathbf{V}$ minus the number of edges containing the node $i$.

We say that the map of $\Sigma(\boldsymbol{X}, \mathbf{v})$ is reduced if it contains no $d$-invariant edges and no redundant nodes wit respect to derivability if the derivability criterion is used or with respect to evaluability otherwise. If the map of $\Sigma\left(\boldsymbol{X}, \mathbf{v}^{\prime}\right)$ is reduced, then $\Sigma\left(\boldsymbol{X}, \mathbf{v}^{\prime}\right)$ is called a reduced form of $\Sigma(\boldsymbol{X}, \mathbf{v})$.
The algorithm below, takes as input the map $(H, \boldsymbol{X}, \mathbf{v})$ of $\Sigma(\boldsymbol{X}, \mathbf{v})$, and yields a reduced map $\left(H^{*}, \boldsymbol{X}\right.$, $\left.\mathbf{v}^{*}\right)$ of $\Sigma\left(\boldsymbol{X}, \mathbf{v}^{*}\right)$ where $\mathbf{v}^{*}$ is a view-base instance equivalent to $\mathbf{v}$.
reduction procedure for a view base instance
Input: $(H, \boldsymbol{X}, \mathbf{v})$.
Output: ( $\left.H^{*}, \boldsymbol{X}, \mathbf{v}^{*}\right)$.
Step 1. $H^{*}=\emptyset, l:=0$.
Step 2. Find the set of $d$-invariant edges of $H$. If it is empty, then go to Step 3. Otherwise, set $l$ to its cardinality. Let $e_{j_{1}}, \ldots, e_{j_{l}}$ be the $d$-invariant edges of $H$ and let $\alpha_{1}, \ldots, \alpha_{l}$ be their values. For $k=1$, $\ldots, l$, do:
add to $H^{*}$ the node $k$ and set $v^{*} k:=\alpha_{k} ;$
add to $H^{*}$ the loop $\{k\}$ and label the loop by the label $\left(X_{j_{k}}\right)$ of $e_{j_{k}}$;
for each node $i$ of $H$ contained in $e_{j_{k}}$, set $v_{i}:=v_{i}-\alpha_{k}$;
delete $e_{j_{k}}$ from $H$.
If the edge set of $H$ is empty, then Exit.
Step 3. For each node $i$ of $H$, delete $i$ from $H$ if it is redundant. If the node set of $H$ is empty, then Exit.

Step 4. Let $\left\{i_{1}, \ldots, i_{r}\right\}$ be the node set of $H$. After renaming its nodes by $l+1, \ldots, l+r$, add $(H, \boldsymbol{X}, \mathbf{v})$ to $\left(H^{*}, \boldsymbol{X}, \mathbf{v}^{*}\right)$.

Example 1.1 (continued). If the domain of SALARY is R or Z , then the output of the reduction procedure is the map shown in Figure 1.2.


Figure 1.2
If the domain of SALARY is $R^{+}$, then we saw that each edge is invariant so that the output of the reduction procedure is the map shown in Figure 1.3.


Figure 1.3

When the criterion utilised is derivability the following algorithm, we call the reduction procedure for a view base, takes as input the map $(H, \boldsymbol{X})$ of the dictionary of $\mathbf{V}$ and yields the map $\left(H^{*}, \boldsymbol{X}\right)$ of the dictionary of a reduced $\sigma$-view base $\mathbf{V}^{*}$ equivalent to $\mathbf{V}$, we call a reduced form of $\mathbf{V}$. In what follows, an edge $e$ is said to be incident to node $i$ if $i \in e$, and is called a loop if $|e|=1$.
reduction procedure for a view base
Input: ( $H, \boldsymbol{X}$ )
Output: $\left(H^{*}, \boldsymbol{X}\right)$.
Step 1. $H^{*}=\emptyset, l:=0$.

Step 2. Find the set of algebraic edges of $H$. If it is empty, then go to Step 3. Otherwise, set $l$ to its cardinality. Let $e_{j_{1}}, \ldots, e_{j_{l}}$ be the algebraic edges of $H$. For $k=1, \ldots, l$, do:
add to $H^{*}$ the node $k$ and the loop $\{k\}$, and label the loop by the label $\left(X_{j_{k}}\right)$ of $e_{j k}$;
delete $e_{j_{k}}$ from $H$.
If the edge set of $H$ is empty, then Exit.
Step 3. For each node $i$ of $H$, delete $i$ from $H$ if it is redundant. If the node set of $H$ is empty, then Exit.

Step 4. Let $\left\{i_{1}, \ldots, i_{r}\right\}$ be the node set of $H$. After renaming its nodes by $l+1, \ldots, l+r$, add $(H, \boldsymbol{X})$ to ( $H^{*}, \boldsymbol{X}$ ).

Example 1.1 (continued). Let us apply the reduction procedure to the map $(H, \boldsymbol{X})$ of $\mathbf{V}=\left(\mathbf{v}_{1}, \ldots\right.$, $\mathbf{v}_{8}$ ).

Step 1. $H^{*}=\emptyset$.
Step 2 . We saw that the only algebraic edges of $H$ are $e_{1}$ and $e_{2}$. Therefore, two nodes 1 and 2 and two loops $\{1\}$ and $\{2\}$ are added to $H^{*}$ with labels $\{\mathrm{A}\}$ and $\{\mathrm{B}\}$, respectively. At this point, the edges $e_{1}$ and $e_{2}$ are deleted from $H$. So, $H$ has now eight nodes and seven edges (namely, $e_{3}, \ldots$, $e_{9}$ ), and the incidence matrix of $H$ is

$$
\left.\mathbf{H}=\left\lvert\, \begin{array}{lllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 \\
1 & 0 & 0 & 1 & 0 & 0 & 0 \\
\mathbf{h}_{1} \\
\mathbf{h}_{2} & \mathbf{h}_{3} \\
\mathbf{h}_{4} \\
\mathbf{h}_{5} \\
\mathbf{0} & 0 & 1 & 0 & 0 & 1 & 0 \\
\mathbf{h}_{6} \\
\mathbf{h}_{7}
\end{array}\right.\right] \begin{aligned}
& \mathbf{h}_{8}
\end{aligned}
$$

Step 3. Since $\mathbf{h}_{1}, \mathbf{h}_{2}$ and $\mathbf{h}_{3}$ are all linear combinations of $\mathbf{h}_{4}, \ldots, \mathbf{h}_{8}$ :

$$
\begin{aligned}
& \mathbf{h}_{1}=\mathbf{h}_{6}+\mathbf{h}_{7}+\mathbf{h}_{8} \\
& \mathbf{h}_{2}=\mathbf{0} \\
& \mathbf{h}_{3}=-\mathbf{h}_{4}-\mathbf{h}_{5}+\mathbf{h}_{6}+\mathbf{h}_{7}+\mathbf{h}_{8}
\end{aligned}
$$

the nodes 1,2 and 3 are redundant and are deleted. At this point, the nodes of $H$ are $4, \ldots, 8$, and the edges of $H$ are

$$
\begin{array}{lll} 
& & e_{3}=\{6\} \\
e_{4}=\{7\} & e_{5}=\{8\} & e_{6}=\{4,6\} \\
e_{7}=\{4,8\} & e_{8}=\{5,7\} & e_{9}=\{5,8\}
\end{array}
$$

Step 4. After renaming the nodes $4, \ldots, 8$ of $H$ as $3, \ldots, 7$, we add $H$ with the labels of its edges to $\left(H^{*}, \boldsymbol{X}\right)$.

The output of the reduction procedure is the map shown in Figure 1.4


Figure 1.4

## Chapter 2

## Efficiently Answering Statistical Sum-Queries

### 2.1 Introduction

When a user submit a sum-query $\mathbf{q}$ with response variable SALARY, a question that naturally arises is whether the query-answering system can answer $\mathbf{q}$ from $\mathbf{v}$ without accessing the database. We saw in Chapter 1 that $\mathbf{q}$ is evaluable from $\mathbf{v}$ if the answer to $\mathbf{q}$ is uniquely determined by $\mathbf{v}$, and is derivable from $\mathbf{V}$ if it is evaluable from any $\mathbf{v}$.
We propose two distinct query-execution plans, based on the notions of evaluability and derivability. Given

- the current database relation $I$ of name Rel whose scheme contains a numeric attribute $\sigma$,
- a list $\mathbf{V}$ of views over $\sigma$, which at least contains the $\sigma$-view $\mathbf{u}$, whose target is the universal category
- the tuple $\mathbf{v}$ containing the values of views in $\mathbf{V}$ computed on $I$,
- the target of a sum-query $\mathbf{q}$ with response variable $\sigma$ and defined over the scheme of Rel,
the query-execution plan based on derivability is as follows:


## Plan D

(1) If $\mathbf{q}$ is derivable from $\mathbf{V}$, then compute the answer to $\mathbf{q}$ from $\mathbf{v}$.
(2) Otherwise,
find a subset $Q^{\prime}$ (or a superset) of $Q$ such that the sum-query $\mathbf{q}^{\prime}$ with target $Q^{\prime}$ is derivable from $\mathbf{V}$, and compute the answer to $\mathbf{q}^{\prime}$ from $\mathbf{v}$;
evaluate the sum-query $\mathbf{q}^{\prime \prime}$ with target $Q-Q^{\prime}\left(Q^{\prime}-Q\right.$, respectively) on $I$;
answer $\mathbf{q}$ by issuing the sum (difference, respectively) of the answers to $\mathbf{q}^{\prime}$ and $\mathbf{q}^{\prime \prime}$.
The query-execution plan based on evaluability (Plan $E$ ) is obtained from Plan $D$ by changing (the two occurrences of) "derivable from $\mathbf{V}$ " to "evaluable from $\mathbf{v}$ ".

As to Plan $D$ we will show that:
(i) the implementation of Step 1 requires $O\left(n^{3}\right)$ time and is independent of the domain of the response variable $\sigma$;
(ii) Step 2 requires polynomial time, but the problem of finding a maximal subset (a minimal superset, respectively) of $Q$ such that sum-query with target $Q^{\prime}$ is derivable from $\mathbf{V}$ is $N P$-hard.

As to the query-execution plan $E$ we will show that:
(i) if the domain of the response variable $\sigma$ is the set of reals or the set of integers, then evaluability coincides with derivability so that the implementation of Step 1 still requires $O\left(n^{3}\right)$ time; if the domain of the response variable is the set of nonnegative reals, Step 1 requires solving a linearprogramming problem; however, if $\mathbf{v}$ is in a suitable form ("reduced form"), then the
implementation of Step 1 still requires $O\left(n^{3}\right)$ time; if the domain of the response variable is the set of nonnegative integers, Step 1 requires solving a co $N P$-hard problem.
(ii) Step 2 requires polynomial time, but the problem of finding a maximal subset (a minimal superset, respectively) of $Q$ such that sum-query with target $Q^{\prime}$ is evaluable from $\mathbf{v}$ is $N P$-hard.

### 2.1 The query-execution plan $D$

Let $\mathbf{V}$ be a reduced $\sigma$-view base, and let $(H, \boldsymbol{X}, \mathbf{v})$ be the map of the dictionary of $\mathbf{V}$. An edge set $\left\{e_{j}\right.$ : $j \in J\}, J \subseteq[m]$, in the map $(H, \boldsymbol{X}, \mathbf{v})$ ) of the dictionary of $\mathbf{V}$ is algebraic if the characteristic vector of $J$ belongs to the row space of $\mathbf{H}$. Accordingly, a single edge $e_{j}$ is algebraic if the characteristic vector of the singleton $\{j\}$ belongs to the row space of $\mathbf{H}$. For example, if $H$ is a connected graph, then an edge is algebraic if and only if either it lies in all odd cycles or it is a bridge with a bipartite end-graph (see Chapter 4).

Henceforth, we adopt the following notation:
$\left\{e_{j}: j \in L\right\}$ is the set algebraic edges of $H$
for each $j \in L, i(j)$ is the node of $H$ that the edge $e_{j}$ is incident to
$M$ is the complement of $L$, that is, $M=[m]-L$
$G=(N, E)$ is the subhypergraph of $H$ induced by $M$; that is, $E=\left\{e_{j}: j \in M\right\}$
$\mathbf{G}=\left(g_{i j}\right)_{i \in N, j \in M}$ is the incidence matrix of $G$.
It is easily seen that, for each connected component $G^{\prime}=\left(N^{\prime}, E^{\prime}\right)$ of $G$, one has

- $\quad E^{\prime}$ is an algebraic set, and
- no edge of $G^{\prime}$ is algebraic.

Moreover, observe that a set $F$ of edges of $H$ is algebraic if and only if, for each connected component $G^{\prime}=\left(N^{\prime}, E^{\prime}\right)$ of $G, F \cap E^{\prime}$ is an algebraic set. With the notation just introduced, the derivability criterion reads

Corollary 2.1 Let $\mathbf{V}$ be a reduced $\sigma$-view base. A $\sigma$-query $\mathbf{q}$ with support $J$ and co-support $J^{\prime}$ is derivable from $\mathbf{V}$ if and only if
(a) for each connected component $G^{\prime}=\left(N^{\prime}, E^{\prime}\right)$ of $G$, the intersection of $\left\{e_{j}: j \in J\right\}$ with $E^{\prime}$ is an algebraic set, and
(b) $J^{\prime}$ is empty.

Let $\mathbf{V}=\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right)$ be a reduced $\sigma$-view base. Without loss of generality, we assume that the subhypergraph $G=(N, E)$ of $H$ is connected. Let $I$ be the current database relation and $\mathbf{v}$ the instance of $\mathbf{V}$ associated with $I$. Given a $\sigma$-query $\mathbf{q}$ with $\Omega$-support $J$ and $\Omega$-cosupport $J^{\prime}$, we can decide whether $\mathbf{q}$ is or is not derivable from $\mathbf{V}$ using Corollary 2.1. If $\mathbf{q}$ is derivable from $\mathbf{V}$, then the characteristic vector $\mathbf{b}$ of $J \cap M$ can be expressed as a linear combination of rows of the incidence matrix $\mathbf{G}$ of $G$, say with coefficients $a_{i}(i \in N)$, so that the answer $q$ to $\mathbf{q}$ can be computed from $\mathbf{v}$ as

$$
q=\sum_{j \in J \cap L} a_{i} v_{i(j)}+\sum_{i \in N} a_{i} v_{i}
$$

Consider now the case that $\mathbf{q}$ is not derivable from $\mathbf{V}$. For the sake of simplicity, we assume that $J \cup J^{\prime} \subseteq M$. With slight obvious modifications, what we will say can be easily applied to the general case $J \cup J^{\prime}-M \neq \emptyset$. Let $S$ be the set of categorical variables of $\mathbf{V}, S^{\prime}$ the union of $S$ with the set of categorical variables of $\mathbf{q}$, and $Q$ the extension to $S^{\prime}$ of the target of $\mathbf{q}$. The execution plan looks for an $S^{\prime}$-category $Q^{\prime}$ that is contained in (or containing) $Q$ and is such that the $\sigma$-query $\mathbf{q}^{\prime}$ with target $Q^{\prime}$ is derivable from $\mathbf{V}$. By Theorem 1.2, $Q^{\prime}$ will be the extension to $S^{\prime}$ of some $S$-category with $\Omega$ support $K$ where $K \subseteq J\left(K \subseteq J \cup J^{\prime}\right.$, respectively). Once $Q^{\prime}$ has been determined, in order to find the answer $q$ to $\mathbf{q}$, the execution plan first computes the answer $q^{\prime}$ to $\mathbf{q}^{\prime}$ from $\mathbf{v}$; next, it will evaluate on $I$ the $\sigma$-query $\mathbf{q}^{\prime \prime}$ with target $Q^{\prime \prime}=Q-Q^{\prime}\left(Q^{\prime}-Q\right.$, respectively $)$ and, finally, set $q=q^{\prime}+q^{\prime \prime}\left(q=q^{\prime}-\right.$ $q^{\prime \prime}$, respectively) where $q^{\prime \prime}$ is the answer to $\mathbf{q}^{\prime \prime}$.

Example 1.1 (continued). Consider again the $\sigma$-query $\mathbf{q}$ with $\Omega$-support $J=\{4,5,9\}$ and $\Omega$ cosupport $J^{\prime}=\{1,2,3\}$. The $S$-category

$$
\cup_{j \in J} X_{j}=X_{4} \cup X_{5} \cup X_{9}
$$

contains no atoms of $\lambda(\mathbf{V})$, so that the empty $S$-category is the only subset of $\cup_{j \in J} X_{j}$ that belongs to $\lambda(\mathbf{V})$. The $S$-category

$$
\cup_{j \in J \cup J^{\prime}} X_{j}=X_{1} \cup X_{2} \cup X_{3} \cup X_{4} \cup X_{5} \cup X_{9}
$$

has two supersets that belong to $\lambda(\mathbf{V})$ :

$$
X_{1} \cup X_{2} \cup X_{3} \cup X_{4} \cup X_{5} \cup X_{8} \cup X_{9} \quad \operatorname{dom}(S)
$$

We now show how $Q^{\prime}$ can be optimally chosen if, for each view $\mathbf{v}_{i}$ in $\mathbf{V}$, we are also given the number of tuples $r_{i}$ in $I$ that fall in the category $V_{i}$. First of all, observe that, if the characteristic vector of the set $K$ is a linear combination of rows of the incidence matrix $\mathbf{G}$ of $G$ with coefficients $a_{i}(i \in N)$, then the number $r^{\prime}$ of tuples in $I$ that fall in $Q^{\prime}$ is given by

$$
\begin{equation*}
r^{\prime}=\sum_{i \in N} a_{i} r_{i} \tag{2.1}
\end{equation*}
$$

Let $r$ be the (unknown) numbers of tuples in $I$ that fall in the category $Q$. If $Q^{\prime}$ is required to be a subset of $Q$, then the number of additions required by the evaluation of $\mathbf{q}^{\prime \prime}$ on $I$ is given by $r-r^{\prime}$. If $Q^{\prime}$ is required to be a superset of $Q$, then the number of additions required by the evaluation of $\mathbf{q}^{\prime \prime}$ on $I$ is given by $r^{\prime}-r$. We now discuss the two cases separately.

Case 1: If $Q^{\prime}$ is required to be a subset of $Q$, then the set $K$ is to be chosen among the subsets of $J$. Thus, the number of additions required by the evaluation of $\mathbf{q}^{\prime \prime}$ on $I$ is $r-r^{\prime}$ and is minimum if and only if $K$ maximises the sum (2.1). So, the choice of $Q^{\prime}$ is optimal if and only if the pair $(\mathbf{a}, \mathbf{b})$, where $\mathbf{b}$ stands for the characteristic vector of $K$, is an optimal solution of the following mixed linear-programming problem:

$$
\begin{array}{lll}
\text { maximise } & \sum_{i \in N} a_{i} r_{i} &  \tag{2.2}\\
\text { subject to } & \sum_{i \in N} a_{i} g_{i j}=b_{j} & \text { for } j \in M \\
& a_{i} \in \mathrm{R} & \text { for } i \in N
\end{array}
$$

$$
\begin{array}{ll}
b_{j} \in\{0,1\} & \text { for } j \in J \\
b_{j}=0 & \text { for } j \in M-J
\end{array}
$$

Case 2: If $Q^{\prime}$ is required to be a superset of $Q$, then the set $K$ is to be chosen among the supersets of $J \cup J^{\prime}$. Thus, the number of additions required by the evaluation of $\mathbf{q}^{\prime \prime}$ on $I$ is $r^{\prime}-r$ and is minimum if and only if $K$ minimises the sum (2.1). So, the choice of $Q^{\prime}$ is optimal if and only if the pair $(\mathbf{a}, \mathbf{b})$, where $\mathbf{b}$ stands for the characteristic vector of $K$, is an optimal solution of the following mixed linear-programming problem:

$$
\begin{array}{lll}
\text { minimise } & \sum_{i \in N} a_{i} r_{i} &  \tag{2.3}\\
\text { subject to } & \sum_{i \in N} a_{i} g_{i j}=b_{j} & \text { for } j \in M \\
& a_{i} \in \mathrm{R} & \text { for } i \in N \\
& b_{j}=1 & \text { for } j \in J \cup J^{\prime} \\
& b_{j} \in\{0,1\} & \text { for } j \in M-\left(J \cup J^{\prime}\right)
\end{array}
$$

We now show that problem (2.3) is reducible to problem (2.2). Since the edge set $E$ of $G$ is algebraic, its characteristic vector (i.e., the vector $\mathbf{1}$ ) is a linear combination of rows of the incidence matrix of $G$, say

$$
\sum_{i \in N} c_{i} g_{i j}=1 \quad(j \in M)
$$

Hence, ( $\mathbf{a}, \mathbf{b}$ ) is an optimal solution of problem (2.3) if and only if $\left(\mathbf{a}^{\prime}, \mathbf{b}^{\prime}\right)$ where

$$
\mathbf{a}^{\prime}=\mathbf{c}-\mathbf{a} \quad \mathbf{b}^{\prime}=\mathbf{1}-\mathbf{b}
$$

is an optimal solution of the maximisation problem

$$
\begin{array}{cll}
\text { maximise } & \sum_{i \in N} r_{i} a_{i}^{\prime} & \\
\text { subject to } & \sum_{i \in N} a_{i}^{\prime} g_{i j}=b_{j}^{\prime} & \text { for } j \in M \\
& a_{i}^{\prime} \in \mathrm{R} & \text { for } i \in N \\
& b_{j}^{\prime}=0 & \text { for } j \in J \cup J^{\prime} \\
& b_{j}^{\prime} \in\{0,1\} & \text { for } j \in M-\left(J \cup J^{\prime}\right)
\end{array}
$$

which is the instance of the problem (2.2) where $J$ is instantiated by $M-\left(J \cup J^{\prime}\right)$. Therefore, we can limit our considerations to problem (2.2). Of course, it is not less hard than the problem of finding a nonempty subset $K$ of $J$ such that the set $\left\{e_{j}: j \in K\right\}$ of edges of $G$ is algebraic. In the next section, we will prove that the problem of finding a Nonempty Algebraic Subset of a given edge set in a connected hypergraph such as $G$ ( $N A S$ problem, for short) is $N P$-complete, which implies that the problem of finding an optimal solution of problem (2.2) is $N P$-hard. To sum up, if $J \cup J^{\prime} \subseteq M$ then $K:=\varnothing$ is the only choice that can be made efficiently. In the general case (that is, when $J \cup J^{\prime}-M \neq$ $\emptyset), K$ will be set to $J \cap L$.

### 2.1.1 Proving the NP-completeness of the NAS problem

In this section we prove that the NAS problem is $N P$-complete. First of all, we begin with the precise formulation the NAS problem:

Let $G=(N, E)$ be a connected hypergraph such that $E$ is an algebraic set and no edge of $G$ is algebraic. Given a nonempty subset $F$ of $E$, find a nonempty algebraic subset of $F$ (if any).

Our proof of its $N P$-completeness is obtained by providing a polynomial reduction of the $N P$ complete "Subset Sum" (SS) problem [25]. Before proving the statement, we first recall the SS problem and, then, sketch the proof lines.
(SS) Given a number $k \geq 2$, and an integer-valued vector $\mathbf{s}=\left(s_{1}, \ldots, s_{k}\right)$, where $s_{1}, \ldots, s_{k-1}$ are all positive and $s_{k}$ is negative, is there a nonnull binary vector $\mathbf{a}=\left(a_{1}, \ldots, a_{k}\right)$ such that

$$
\sum_{h=1, \ldots, k} a_{h} s_{h}=0 ?
$$

We now state a characteristic property of solutions of the SS problem which will be used to prove that the NAS problem is $N P$-complete.

Let $n \geq k$, let $F=\left\{i_{1}, \ldots, i_{k}\right\}$ be a subset of $[n]$, let $\mathbf{t}=\left(t_{1}, \ldots, t_{n}\right)$ be a vector such that $t_{i_{h}}=s_{h}$ for each $h \in[k]$, and let $\mathbf{R}$ be the $n \times(n+1)$ matrix obtained from the $n \times n$ identity matrix by adding one more column given by $\mathbf{t}$, that is,

$$
\mathbf{R}=\left|\begin{array}{ccccc}
1 & 0 & \ldots & 0 & t_{1} \\
0 & 1 & \ldots & 0 & t_{2} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & 1 & t_{n}
\end{array}\right|
$$

Note that $\mathbf{R}$ is a full row-rank matrix, that is, the rank of $\mathbf{R}$ (and, hence, the dimension of the row space of $\mathbf{R}$ ) is $n$. Then, the solutions of the SS problem can be characterised as follows.

Lemma 2.1 Let $\mathbf{a}=\left(a_{1}, \ldots, a_{k}\right)$ be a nonnull binary vector and let $\mathbf{b}=\left(b_{1}, \ldots, b_{n}, b_{n+1}\right)$ be the binary vector such that $b_{i_{h}}=a_{h}$ for each $h \in[k]$, and $b_{i}=0$ for each $i \in[n+1]-F$. The vector $\mathbf{a}$ is a solution of the SS problem if and only if the vector $\mathbf{b}$ belongs to the row space of $\mathbf{R}$.
Proof. Recall that $\mathbf{b}$ belongs to the row space of $\mathbf{R}$ if and only if $\mathbf{b}$ is orthogonal to the null space of $\mathbf{R}$. This space is the set of solutions $\mathbf{z}=\left(z_{1}, \ldots, z_{n}, z_{n+1}\right)$ of the homogenous equation system

$$
\mathbf{R} \mathbf{z}=\mathbf{0}
$$

which consists of the $n$ equations

$$
z_{i}+t_{i} z_{n+1}=0 . \quad(i=1, \ldots, n)
$$

Therefore, the null space of $\mathbf{R}$ has dimension 1 and is spanned by the vector $\left(t_{1}, \ldots, t_{n},-1\right)$ and $\mathbf{b}$ belongs to the row space of $\mathbf{R}$ if and only if $\mathbf{b}$ is orthogonal to $\left(t_{1}, \ldots, t_{n},-1\right)$, that is, if and only if

$$
\sum_{i=1, \ldots, n} b_{i} t_{i}-b_{n+1}=0
$$

On the other hand, $b_{i}=0$ for each $i \notin F$ so that $\mathbf{b}$ belongs to the row space of $\mathbf{R}$ if and only if

$$
\sum_{h=1, \ldots, k} b_{i_{h}} t_{i_{h}}=0 .
$$

Finally, since $b_{i_{h}}=a_{h}$ and $t_{i_{h}}=s_{h}$ for each $h \in[k]$, one has $\mathbf{b}$ belongs to the row space of $\mathbf{R}$ if and only if

$$
\sum_{h=1, \ldots, k} a_{h} s_{h}=0,
$$

that is, if and only if $\mathbf{a}$ is a solution of the SS problem.
In what follows, the matrix $\mathbf{R}$ and the vector $\mathbf{b}$ will be referred to as the matrix associated with $\mathbf{t}$ and the extension of a, respectively.

We will show that, given $n, F, \mathbf{t}$ and $\mathbf{R}$, there exists an invertible linear transformation of $\mathbf{R}$ into the incidence matrix $\mathbf{G}$ of a hypergraph $G$ with $n$ nodes and $n+1$ edges. Then, by Lemma 2.1, a is a solution of the SS problem if and only if the extension $\mathbf{b}$ of $\mathbf{a}$ belongs to the row space of $\mathbf{G}$ or, equivalently, if and only if in $G$ the set of edges with characteristic vector $\mathbf{b}$ is algebraic. Therefore, $\mathbf{a}$ is a solution of the SS problem if and only if in $G$ the edge set with characteristic vector $\mathbf{b}$ is a nonempty algebraic subset of the edge set corresponding to $F$.

We now show how, given the parameters $k$ and $\mathbf{s}$ of the SS problem, it is possible to construct in polynomial time (1) a vector $\mathbf{t}$, and (2) an invertible linear transformation of the matrix $\mathbf{R}$ associated with $\mathbf{t}$ into a binary matrix $\mathbf{G}$.
(1) The vector $\mathbf{t}$ is taken to be $\mathbf{t}=\left(\tau_{1}, \ldots, \tau_{k}, \tau_{k+1}\right)$ where the vectors $\tau_{1}, \ldots, \tau_{k}, \tau_{k+1}$ are defined as follows. We first state the procedure for $\tau_{1}, \ldots, \tau_{k-1}$, next for $\tau_{k}$ and, finally, for $\tau_{k+1}$.
— The vector $\tau_{l}$ for each $l \in[k-1]$. Let $m_{l}=\left\lfloor\log _{2} s_{l}\right\rfloor$, where $\lfloor x\rfloor$ denotes the highest integer that is not greater than $x$. If $m_{l}=0$ (that is, if $s_{l}=1$ ), then $\tau_{l}$ has one component which is equal to $s_{l}$, that is, $\tau_{l}=\left(s_{l}\right)$; otherwise, $\tau_{l}$ has $3 m_{l}+1$ components and is defined as follows:

$$
\left(\begin{array}{ll}
s_{l} & -\left\lfloor s_{l} / 2\right\rfloor-\left\lfloor s_{l} / 2\right\rfloor+\left\lfloor s_{l} / 2\right\rfloor \ldots
\end{array}-\left\lfloor s_{l} / 2^{m_{l}}\right\rfloor-\left\lfloor s_{l} / 2^{m_{l}}\right\rfloor+\left\lfloor s_{l} / 2^{m_{l}}\right\rfloor\right)
$$

— The vector $\tau_{k}$. Let $m_{k}=\left\lceil\log _{2}\left|s_{k}\right|\right\rceil$, where $\lceil x\rceil$ denotes the least integer that is not less than $x$. If $m_{k}=0$ (that is, if $s_{k}=-1$ ), then $\tau_{k}=\left(s_{k}, 1,1\right)$; otherwise (that is, if $s_{k}<-1$ ), $\tau_{k}$ has $3 m_{k}$ components and is defined as follows:

$$
\left(s_{k}+\left\lceil\left|s_{k}\right| / 2\right\rceil+\left\lceil\left|s_{k}\right| / 2\right\rceil-\left\lceil\left|s_{k}\right| / 2\right\rceil \ldots+\left\lceil\left|s_{k}\right| / 2^{m_{k}}\right\rceil+\left\lceil\left|s_{k}\right| / 2^{m_{k}}\right\rceil\right)
$$

— The vector $\tau_{k+1}$. Let $\left|\tau_{l}\right|$ denote the sum of components of $\tau_{l}, k \in[l]$. Let $r=\sum_{l=1, \ldots, k}\left|\tau_{l}\right|$ and let $\tau_{k+1}$ be the ( $r+1$ )-dimensional vector with components

$$
\left(\begin{array}{lllll}
-1 & -1 & \ldots & -1 & 1
\end{array}\right)
$$

So, $\left|\tau_{k+1}\right|=1-r$.
Accordingly, the matrix $\mathbf{R}$ associated with $\mathbf{t}$ has

$$
n=\left(\sum_{l=1, \ldots, k-1} 3 m_{l}+1\right)+3 m_{k}+r+1
$$

rows and $n+1$ columns.

Example 2.1. Consider the SS problem with $k=3$ and $s_{1}=s_{2}=1$ and $s_{3}=-2$. Trivially, it has exactly one solution: $\mathbf{a}=(1,1,1)$. Then $\tau_{1}=(1), \tau_{2}=(1)$ and $\tau_{3}=(-2,1,1)$. Since $\left|\tau_{1}\right|=\left|\tau_{2}\right|=1$ and $\left|\tau_{3}\right|=0$, one has $\tau_{4}=(-1,-1,1)$ and the matrix $\mathbf{R}$ associated with the vector $\mathbf{t}=\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)$ is

$$
\mathbf{R}=\left(\begin{array}{ccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & -2 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1
\end{array}\right)
$$

The null space of $\mathbf{R}$ is spanned by the 9 -dimensional vector $\mathbf{y}^{*}=(1,1,-2,1,1,-1,-1,1,-1)$ so that the extension $\mathbf{b}=(1,1,1,0,0,0,0,0,0)$ of $\mathbf{a}$ is orthogonal to the null space of $\mathbf{R}$ and hence, belongs to the row space of $\mathbf{R}$.

Lemma 2.2 The $(n+1)$-dimensional vector $(1,1, \ldots, 1)$ belongs to the row space of $\mathbf{R}$. Moreover, for each $j \in[n+1]$, the characteristic vector of the singleton $\{j\}$ does not belong to the row space of R.

Proof. For each column index $j \in[n]$ of $\mathbf{R}$, one has $\sum_{i=1, \ldots, n} r_{i, j}=1$; moreover, for $j=n+1$ one has

$$
\sum_{i=1, \ldots, n} r_{i, n+1}=\sum_{l=1, \ldots, k+1}\left|\tau_{l}\right|=\sum_{l=1, \ldots, k}\left|\tau_{l}\right|+\left|\tau_{k+1}\right|=r+(1-r)=1,
$$

which proves the first part of the statement. As to the second part, let a be the characteristic vector of the singleton $\{j\}$. We now prove that the equation in the unknowns $c_{1}, \ldots, c_{n}$

$$
\mathbf{a}=\sum_{i=1, \ldots, n} c_{i} \mathbf{r}_{i}
$$

has no solutions. We first consider the case $j \leq n$ and, then, the case $j=n+1$. In the former case, the equation above reads

$$
\begin{aligned}
& 0=c_{1} \\
& \ldots \\
& 0=c_{j-1} \\
& 1=c_{j} \\
& 0=c_{j+1} \\
& \ldots \\
& 0=c_{n} \\
& 0=\sum_{i=1, \ldots, n} \quad c_{i} t_{i}
\end{aligned}
$$

Replacing the values of $c_{1}, \ldots, c_{n}$ in the last equation, one obtains

$$
0=t_{j}
$$

which is impossible since, by construction, each $t_{i}$ is nonzero. Therefore, a does not belong to the row space of $\mathbf{G}$. In the latter case, the equation above reads

$$
\begin{aligned}
& 0=c_{1} \\
& \ldots \\
& 0=c_{n} \\
& 1=\sum_{i=1, \ldots, n \quad c_{i}} t_{i}
\end{aligned}
$$

Replacing the values of $c_{1}, \ldots, c_{n}$ in the last equation, we obtain

$$
1=0
$$

which is impossible. Therefore, a does not belong to the row space of $\mathbf{G}$.
(2) Consider the matrix $\mathbf{G}$ with rows $\mathbf{g}_{1}, \ldots, \mathbf{g}_{n}$, which results from the application of the following procedure to the matrix $\mathbf{R}$ associated with $\mathbf{t}$. We first partition the rows of $\mathbf{R}$ into groups, each of which contains rows of $\mathbf{R}$ ending with the components of one of the vectors $\tau_{1}, \ldots, \tau_{k}, \tau_{k+1}$. Let $\left\{\mathbf{r}_{p}\right.$, $\left.\ldots, \mathbf{r}_{q}\right\}$ be the group corresponding to the vector $\tau l$. We first consider the case $1 \leq l \leq k-1$, then the case $l=k$ and, finally, the case $l=k+1$.

- $(1 \leq l \leq k-1)$. The vectors $\mathbf{g}_{p}, \ldots, \mathbf{g}_{q}$ are obtained as follows

$$
i:=p
$$

$$
\text { if } q=p \text {, then } \mathbf{g}_{i}:=\mathbf{r}_{i}
$$

otherwise, while $i<q$ do
begin
$\mathbf{g}_{i}:=\mathbf{r}_{i}+\mathbf{r}_{i+1}+\mathbf{r}_{i+2}$
$\mathbf{g}_{i+1}:=\mathbf{r}_{i+1}+\mathbf{r}_{i+3}$
$\mathbf{g}_{i+2}:=\mathbf{r}_{i+2}+\mathbf{r}_{i+3}$
$i:=i+3$
end

- $(l=k)$. The vectors $\mathbf{g}_{p}, \ldots, \mathbf{g}_{q}$ are obtained as follows
$i:=p$
while $i<q$ do


## begin

$$
i:=i+3
$$

end
$-(l=k+1)$. The vectors $\mathbf{g}_{p}, \ldots, \mathbf{g}_{q}$ are obtained as follows
For $i=p$ to $q-1, \mathbf{g}_{i}:=\mathbf{r}_{i}+\mathbf{r}_{q}$;
$\mathbf{g}_{q}:=\mathbf{r}_{q}$.

$$
\begin{aligned}
& \mathbf{g}_{i}:=\mathbf{r}_{i}+\mathbf{r}_{i+1}+\mathbf{r}_{i+2} \\
& \text { if } i+3 \leq q \text { then do } \\
& \text { begin } \\
& \mathbf{g}_{i+1}:=\mathbf{r}_{i+1}+\mathbf{r}_{i+3} \\
& \mathbf{g}_{i+2}:=\mathbf{r}_{i+2}+\mathbf{r}_{i+3} \\
& \text { end }
\end{aligned}
$$

It is easy to check that the vectors $\mathbf{g}_{1}, \ldots, \mathbf{g}_{n}$ are all binary vectors and, hence, $\mathbf{G}$ is the incidence matrix of a hypergraph.

Example 2.1 (continued). Starting from R, we obtain the following matrix

$$
\mathbf{G}=\left(\begin{array}{lllllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1
\end{array}\right)
$$

Lemma 2.3 The matrices $\mathbf{R}$ and $\mathbf{G}$ have the same row space.
Proof. The matrix $\mathbf{G}$ is obtained form $\mathbf{R}$ by iterating an elementary matrix operation which consist in adding a row to another row. In fact the only case in which we add two rows on another row

$$
\mathbf{g}_{i}:=\mathbf{r}_{i}+\mathbf{r}_{i+1}+\mathbf{r}_{i+2}
$$

can be rewritten in two distinct steps as

$$
\begin{aligned}
& \mathbf{g}_{i}^{\prime}:=\mathbf{r}_{i}+\mathbf{r}_{i+1} \\
& \mathbf{g}_{i}:=\mathbf{g}_{i}^{\prime}+\mathbf{r}_{i+2}
\end{aligned}
$$

It is very well known, from linear algebra, that iterating such elementary matrix operation on a matrix $\mathbf{M}$ preserve the row space of $\mathbf{M}$.
In fact let $\mathbf{M}$ and $\mathbf{M}^{\prime}$ be two matrix with $n$ rows, where $\mathbf{M}^{\prime}$ is obtained from $\mathbf{M}$ by adding a row $\mathbf{m}_{a}$ to another row $\mathbf{m}_{b}$. So if $\mathbf{m}_{i}$ are the rows of $\mathbf{M}$ then the rows of $\mathbf{M}^{\prime}$ are

$$
\mathbf{m}_{i}^{\prime}= \begin{cases}\mathbf{m}_{i} & \text { if } i \neq b \\ \mathbf{m}_{a}+\mathbf{m}_{b} & \text { if } i=b\end{cases}
$$

Suppose that $\mathbf{x}$ is a vector in the row space of $\mathbf{M}$. Then there exist a linear combination of rows of $\mathbf{M}$ with real coefficients $c_{i}, i=1, \ldots, n$ such that

$$
\sum_{i=1, \ldots, n} c_{i} \mathbf{m}_{i}=\mathbf{x}
$$

Now let

$$
\sum_{i=1, \ldots, n} d_{i} \mathbf{m}_{i}^{\prime}=\mathbf{x}^{\prime}
$$

where $d_{i}=c_{i}$ if $i \neq a$ and $d_{i}=c_{a}-c_{b}$ if $i=a$. It is easy to check that $\mathbf{x}^{\prime}=\mathbf{x}$. So $\mathbf{x}$ is also in the row space of $\mathbf{M}^{\prime}$. On the other hand let $\mathbf{x}^{\prime}$ be a vector in the row space of $\mathbf{M}^{\prime}$. Then there exist a linear combination of rows of $\mathbf{M}^{\prime}$ with real coefficients $d_{i}, i=1, \ldots, n$ such that

$$
\sum_{i=1, \ldots, n} d_{i} \mathbf{m}_{i}^{\prime}=\mathbf{x}^{\prime}
$$

now let

$$
\sum_{i=1, \ldots, n} \quad c_{i} \mathbf{m}_{i}=\mathbf{x}
$$

where $c_{i}=d_{i}$ if $i \neq a$ and $c_{i}=d_{b}+d_{a}$ if $i=a$. Again it is easy to check that $\mathbf{x}^{\prime}=\mathbf{x}$. So $\mathbf{x}^{\prime}$ is also in the row space of $\mathbf{M}$. This proves that $\mathbf{G}$ and $\mathbf{R}$ have the same row space.

Corollary 2.2 The matrix $\mathbf{G}$ is the incidence matrix of a hypergraph which contains no algebraic edges and whose edge set is algebraic.
Proof. Let $G$ be the hypergraph with incidence matrix $\mathbf{G}$. By Lemma 2.3, the row spaces of $\mathbf{R}$ and $\mathbf{G}$ are the same. So, by Lemma 2.2, the edge set of $G$ is algebraic and no edge of $G$ is algebraic, which proves the statement.

Theorem 2.1 The NAS problem is $N P$-complete.
Proof. First of all, given an edge set $F$ of a hypergraph $G$, the problem of checking that another edge set is a nonempty algebraic subset of $F$ is polynomial since it requires (1) testing non emptiness and inclusion in $F$, and (2) checking the consistency of an equation system such as equation system (1.3). Therefore, the problem is in $N P$. Moreover, by Lemmas 2.1, 2.2 and 2.3 the SS problem can be reduced to the NAS problem. Finally, our reduction is polynomial since the sizes of $\mathbf{t}$ and $\mathbf{G}$ are polynomial in the size of the SS problem.

### 2.2 The query-execution plan $\mathbf{E}$

Let $\mathbf{V}$ be a $\sigma$-view base and $\mathbf{v}$ an instance of $\mathbf{V}$ such that the map $(H, \boldsymbol{X}, \mathbf{v})$ of $\Sigma(\boldsymbol{X}, \mathbf{v})$ is reduced with respect to evaluability, and let $\mathbf{q}$ be a $\sigma$-query. Recall that if V is a reduced $\sigma$-view base then the set of isolated loop of $H$ correspond to the $d$-invariant edges of $H$. In particular the set of loop incident to zero-weighted nodes of $H$ are also called the set of null edges. The set of variables of system $\Sigma(\boldsymbol{X}, \mathbf{v})$ associated to the set of null edges is called the set of null variables. We now provide a merely algebraic evaluability test, which reduces to the derivability test if $d$ is R or Z. Henceforth, we adopt the following notation:
$\left\{e_{j}: j \in L\right\}$ is the set of isolated loops of $H$
for each $j \in L, i(j)$ is the node of $H$ that the loop $e_{j}$ is incident to
$L_{\mathrm{O}}=\left\{j \in L: s_{i(j)}=0\right\}$ is the set of isolated loops incident to zero-weighted nodes of $H$
$M$ is the complement of $L$
$G=(N, M)$ is the subhypergraph of $H$ induced by $M$
$\mathbf{G}=\left(\mathbf{g}_{i}\right)_{i \in N}$ is the incidence matrix of $G$.
By re-phrasing Theorem 1.1, a $\sigma$-query $\mathbf{q}$ with $\Omega$-support $J$ and $\Omega$-cosupport $J^{\prime}$ is evaluable from $\mathbf{v}$ if and only if
(a) the sum-expression $\sum_{j \in J} x_{j}$ is a $d$-invariant of $\Sigma(\boldsymbol{X}, \mathbf{v})$, and
(b) if $d$ is R or Z, then $J^{\prime}=\emptyset$; if $d=\mathrm{R}^{+}$, then $J^{\prime}$ is a (possibly empty) subset of $L_{\mathrm{o}}$.

We now state an algebraic method for testing condition (a) for $d=\mathrm{R}^{+}$.

Affine Form of Farkas's Lemma (e.g., see [55], page 93). Let $\mathbf{H} \mathbf{x} \leq \mathbf{b}$ be a system of $n$ linear inequalities with $m$ unknowns such that the set $\mathbf{X}$ of its solutions is not empty. Suppose that the linear inequality $\sum_{j=1, \ldots, m} u_{j} x_{j} \leq d$ holds for each $\mathbf{x}$ in $\mathbf{X}$. If $c$ is the maximum value of the linear function $\sum_{j=1, \ldots, m} u_{j} x_{j}$ over $\mathbf{X}$, then there exist $n$ real nonnegative numbers $y_{1}, \ldots, y_{n}$, such that

$$
\begin{array}{ll}
u_{j}=\sum_{i=1, \ldots, n} y_{i} h_{i j} & (j=1, \ldots, m) \\
c=\sum_{i=1, \ldots, n} y_{i} b_{i} . &
\end{array}
$$

The following is a direct consequence of Farkas's Lemma.
Lemma 2.4 [39] Let $\mathbf{A} \mathbf{x}=\mathbf{q}$ be a system of $n$ linear equations with $m$ unknowns, such that the set $\mathbf{X}$ of its nonnegative solutions is not empty. If $c$ is the maximum value of the linear function $\sum_{j=1, \ldots, m}$ $u_{j} x_{j}$ over $\mathbf{X}$, then there exist $n$ real numbers $\lambda_{1}, \ldots, \lambda_{n}$, and $m$ nonnegative real numbers $v_{1}, \ldots, v_{m}$ such that

$$
\begin{array}{ll}
u_{j}=\sum_{i=1, \ldots, n} \lambda_{i} a_{i j}-v_{j} & (j=1, \ldots, m) \\
c=\sum_{i=1, \ldots, n} \lambda_{i} q_{i} . &
\end{array}
$$

Proof. First of all, we re-write the constrained equation system $\mathbf{A x}=\mathbf{q}, \mathbf{x} \geq \mathbf{0}$ as a system of linear inequalities: $\mathbf{A} \mathbf{x} \leq \mathbf{q},-\mathbf{A} \mathbf{x} \leq-\mathbf{q},-\mathbf{x} \leq \mathbf{0}$, whose coefficient matrix $\mathbf{H}$ and constant vector $\mathbf{b}$ are

$$
\mathbf{H}=\left[\begin{array}{c}
\mathbf{A} \\
-\mathbf{A} \\
-\mathbf{1}
\end{array}\right]
$$

$$
\mathbf{b}=\left[\begin{array}{c}
\mathbf{q} \\
-\mathbf{q} \\
-\mathbf{0}
\end{array}\right] .
$$

By the Affine Form of Farkas's Lemma, there exist $2 n+m$ real nonnegative numbers $y_{1}, \ldots, y_{2 n+m}$ such that

The statement follows from setting $\lambda_{i}=y_{i}-y_{n+i}, 1 \leq i \leq n$, and $v_{j}=y_{2 n+j}, 1 \leq j \leq m$.
Using Lemma 2.4, we can prove the following.
Lemma 2.5 Let $\mathbf{A} \mathbf{x}=\mathbf{q}$ be a system of $n$ linear equations with $m$ unknowns, such that the set $\mathbf{X}$ of its nonnegative solutions is not empty. If a linear function $\sum_{j=1, \ldots, m} u_{j} x_{j}$ is constant over $\mathbf{X}$ with value $c$, then there exist $n$ real numbers $\lambda_{1}, \ldots, \lambda_{n}$, and $m$ nonnegative real numbers $v_{1}, \ldots, v_{m}$ such that

$$
\begin{equation*}
u_{j}=\sum_{i=1, \ldots, n} \lambda_{i} a_{i j}-v_{j} \tag{i}
\end{equation*}
$$

$$
(j=1, \ldots, m)
$$

$$
\begin{equation*}
c=\sum_{i=1, \ldots, n} \lambda_{i} q_{i} \tag{ii}
\end{equation*}
$$

$$
\begin{align*}
& u_{j}=\sum_{i=1, \ldots, 2 n+m} y_{i} h_{i j}=\sum_{i=1, \ldots, n} y_{i} a_{i j}-\sum_{i=1, \ldots, n} y_{n+i} a_{i j}-y_{2 n+j}  \tag{i}\\
& =\sum_{i=1, \ldots, n}\left(y_{i}-y_{n+i}\right) a_{i j}-y_{2 n+j} \quad(j=1, \ldots, m) \\
& c=\sum_{i=1, \ldots, 2 n+m} y_{i} b_{i}=\sum_{i=1, \ldots, n} y_{i} q_{i}-\sum_{i=1, \ldots, n} y_{n+i} q_{i}=\sum_{i=1, \ldots, n}\left(y_{i}-y_{n+i}\right) q_{i}
\end{align*}
$$

(iii) for each $j$, if $v_{j} \neq 0$ then $x_{j}$ is a null variable.

Proof. (If) By Lemma 2.4, for every $\mathbf{x}$ in $\mathbf{X}$, one has that

$$
\begin{aligned}
\sum_{j=1, \ldots, m} u_{j} x_{j} & =\sum_{j=1, \ldots, m}\left(\sum_{j=1, \ldots, m} \lambda_{i} a_{i j}-v_{j}\right) x_{j}= \\
& =\sum_{j=1, \ldots, m} \lambda_{i}\left(\sum_{j=1, \ldots, m} a_{i j} x_{j}\right)-\sum_{j=1, \ldots, m} v_{j} x_{j}= \\
& =\sum_{i=1, \ldots, n} \lambda_{i} q_{i}
\end{aligned}
$$

(Only $i f$ ) Let $c$ be the constant value of the function $\sum_{j=1, \ldots, m} u_{j} x_{j}$. By Lemma 2.4, one has

$$
\begin{array}{ll}
u_{j}=\sum_{i=1, \ldots, n} \lambda_{i} a_{i j}-v_{j} & (j=1, \ldots, m) \\
c=\sum_{i=1, \ldots, n} \lambda_{i} q_{i} . &
\end{array}
$$

Then, for every $\mathbf{x}$ in $\mathbf{x}$, one has that

$$
c=\sum_{j=1, \ldots, m} u_{j} x_{j}=\sum_{i=1, \ldots, n} \lambda_{i} q_{i}-\sum_{j=1, \ldots, m} v_{j} x_{j}=c-\sum_{j=1, \ldots, m} v_{j} x_{j}
$$

and, hence,

$$
\sum_{i=1, \ldots, m} v_{j} x_{j}=0
$$

By the nonnegativity constraints, each term $v_{j} x_{j}=0$ for all $j$, which implies that it is not the case that for some $j$ there exists $\mathbf{x}$ in $\mathbf{X}$ for which $v_{j} \neq 0$ and $x_{j} \neq 0$.

Lemma 2.6 Let $\mathbf{A} \mathbf{x}=\mathbf{q}$ be a system of $n$ linear equations with $m$ unknowns, such that the set $\mathbf{X}$ of its nonnegative solutions is not empty. Let $\left\{x_{j}: j \in L_{0}\right\}$ be the set of null variables. Let $\mathbf{A}^{\prime} \mathbf{x}^{\prime}=\mathbf{q}$ be the equation system obtained from $\mathbf{A} \mathbf{x}=\mathbf{q}$ by deleting each occurrence of $x_{j}$, for all $j \in L_{0}$. A linear function $\sum_{j=1, \ldots, m} u_{j} x_{j}$ is constant over $\mathbf{X}$ if and only if the vector $\mathbf{u}=\left(u_{j}\right)_{j \in Z}$ is a linear combination of rows of $\mathbf{A}^{\prime}$. Furthermore, if $\mathbf{u}=\sum_{i=1, \ldots, n} \lambda_{i} \mathbf{a}_{i}^{\prime}$, then the value of the function is given by $\sum_{i=1, \ldots, n}$ $\lambda_{i} q_{i}$.

Proof. Let $\mathbf{X}^{\prime}$ be the set of nonnegative solutions $\mathbf{A}^{\prime} \mathbf{x}^{\prime}=\mathbf{q}$. Of course, the function $\sum_{j=1, \ldots, m} u_{j} x_{j}$ is constant over $\mathbf{X}$ if and only if the function $\sum_{j \in Z} u_{j} x_{j}^{\prime}$ is constant over $\mathbf{X}^{\prime}$. By parts ( $i$ ) and (iii) of Lemma 2.5, the function $\sum_{j \in Z} u_{j} x_{j}^{\prime}$ is constant over $\mathbf{X}^{\prime}$ if and only if there exist $n$ real numbers $\lambda_{1}$, $\ldots, \lambda_{n}$, and, for each $j \in L_{0}$, there exists a nonnegative real number $v_{j}$ such that

$$
u_{j}=\sum_{i=1, \ldots, n} \lambda_{i} a_{i j}-v_{j} \quad\left(j \in L_{0}\right)
$$

for each $j \in L_{\mathrm{o}}$, if $v_{j} \neq 0$ then $x_{j}^{\prime}$ is a null variable.
Since the equation system $\mathbf{A}^{\prime} \mathbf{x}^{\prime}=\mathbf{q}$ contains no null variables, one has that each $v_{j}$ is zero so that the function $\sum_{j \in L_{0}} u_{j} x_{j}^{\prime}$ is constant over $\mathbf{X}^{\prime}$ if and only if there exist $n$ real numbers $\lambda_{1}, \ldots, \lambda_{n}$ such that

$$
u_{j}=\sum_{i=1, \ldots, n} \lambda_{i} a_{i j} \quad\left(j \in L_{\mathrm{o}}\right)
$$

Finally, for every $\mathbf{x}$ in $\mathbf{X}$, one has that

$$
\begin{aligned}
\sum_{j=1, \ldots, m} u_{j} x_{j} & =\sum_{j \in L_{0}} u_{j} x_{j}^{\prime}=\sum_{j \in L_{\mathrm{O}}}\left(\sum_{i=1, \ldots, n} \lambda_{i} a_{i j}\right) x_{j}^{\prime}=\sum_{i=1, \ldots, n} \lambda_{i}\left(\sum_{j \in L_{\mathrm{O}}} a_{i j} x_{j}^{\prime}\right) \\
& =\sum_{i=1, \ldots, n} \lambda_{i} q_{i} .
\end{aligned}
$$

The following are two straightforward consequences of Lemma 2.6.
Corollary 2.3 Let $\mathbf{A} \mathbf{x}=\mathbf{q}$ be a system of $n$ linear equations with $m$ unknowns, such that the set $\mathbf{X}$ of its nonnegative solutions is not empty. Let $\left\{x_{j}: j \in L_{0}\right\}$ be the set of null variables. Let $\mathbf{A}^{\prime} \mathbf{x}^{\prime}=\mathbf{q}$ be the equation system obtained from $\mathbf{A} \mathbf{x}=\mathbf{q}$ by deleting each occurrence of $x_{j}$, for all $j \in L_{0}$. A variable $x_{j^{*}}$ is determined over $\mathbf{X}$ if and only if either $j^{*} \in L_{0}$ or the characteristic vector of the singleton $\left\{j^{*}\right\}$, that is, the ( $m-\left|L_{\mathrm{o}}\right|$ )-dimensional binary vector $\mathbf{u}$ with

$$
u_{j}=\left\{\begin{array}{cc}
1 & \text { if } j=j^{*} \\
0 & \text { else }
\end{array}\right.
$$

is a linear combination of rows of $\mathbf{A}^{\prime}$. In the latter case, if $\mathbf{u}=\sum_{i=1, \ldots, n} \lambda_{i} \mathbf{a}_{i}^{\prime}$ then the value of $x_{j^{*}}$ is $\sum_{i=1, \ldots, n} \lambda_{i} q_{i}$.

Corollary 2.4 Let $\mathbf{A} \mathbf{x}=\mathbf{q}$ be a system of $n$ linear equations with $m$ unknowns, such that the set $\mathbf{X}$ of its nonnegative solutions is not empty. Let $\mathbf{A}^{\prime} \mathbf{x}^{\prime}=\mathbf{q}$ be the equation system obtained from $\mathbf{A} \mathbf{x}=\mathbf{q}$ by deleting all null variables. An equation in $\mathbf{A} \mathbf{x}=\mathbf{q}$ is redundant if and only if its corresponding equation in $\mathbf{A}^{\prime} \mathbf{x}^{\prime}=\mathbf{q}$ is a linear combination of remaining equations.

We now turn to the problem of testing condition $(c)$ of Theorem 1.1 Since the equation system $\mathbf{G}$ $\mathbf{x}_{M}=\mathbf{w}$ has no null variables, by Lemma 2.6 the function $\sum_{j \in J \cap M} x_{j}$ is constant if and only if the characteristic vector $\mathbf{u}$ of $J \cap M$, that is, the vector $\mathbf{u}$ with

$$
u_{j}=\left\{\begin{array}{cc}
1 & \text { if } j \in J \cap H \\
0 & \text { else }
\end{array}\right.
$$

is a linear combination of rows of $\mathbf{G}$. If $r$ is the number of rows of the matrix $\mathbf{G}$, then we have to check the consistency of an equation system with $r$ unknowns, say $\lambda_{1}, \ldots, \lambda_{r}$ :

$$
\mathbf{u}=\sum_{i=1, \ldots, r} \lambda_{i} \mathbf{g}_{i}
$$

If a solution exists, then the function $\sum_{j \in J \cap M} x_{j}$ is constant with value

$$
\sum_{i=1, \ldots, r} \lambda_{i} w_{i}
$$

and the total for $K$ amounts to $\sum_{j \in J \cap L} c_{j}+\sum_{i=1, \ldots, r} \lambda_{i} w_{i}$. Finally, since a solution (if any) of an equation system of size $s$ can be found in $O\left(s^{3}\right)$ time [13], the following holds.

Lemma 2.7 Let $\mathbf{V}$ be a $\sigma$-view base and $\mathbf{v}$ an instance of $\mathbf{V}$ such that the map $(H, \boldsymbol{X}, \mathbf{v})$ of $\Sigma(\boldsymbol{X}, \mathbf{v})$ is reduced. A sum-expression $\sum_{j \in J} x_{j}$ is an $\mathrm{R}^{+}$-invariant of $\Sigma(\boldsymbol{X}, \mathbf{v})$ if and only if the set $\left\{e_{j}: j \in J \cap M\right\}$ of edges of $G$ is algebraic. If this is the case and the characteristic vector of $J \cap M$ can be written as

$$
\sum_{i \in N} a_{i} \mathbf{g}_{i}
$$

then the value of the sum-expression is given by

$$
\begin{equation*}
\sum_{j \in J \cap L} v_{i(j)}+\sum_{i \in N} a_{i} v_{i} \tag{2.4}
\end{equation*}
$$

Proof. The statement follows from Corollary 2.4.
By Lemma 2.7, the $\mathrm{R}^{+}$-invariance of the sum-expression $\sum_{j \in J} x_{j}$ can be decided simply by checking the consistency of the following equation system in the unknowns $a_{i}$ :

$$
\begin{equation*}
\sum_{i \in N} a_{i} \mathbf{g}_{i}=\mathbf{b} \tag{2.5}
\end{equation*}
$$

where $\mathbf{b}$ is the characteristic vector of the set $\left\{e_{j}: j \in J \cap M\right\}$ of edges of $G$. Combining Theorem 1.1 and Lemma 2.7, one has

Theorem 2.1 Let $\mathbf{V}$ be a $\sigma$-view base and $\mathbf{v}$ an instance of $\mathbf{V}$ such that the map $(H, \boldsymbol{X}, \mathbf{v})$ of $\Sigma(\boldsymbol{X}, \mathbf{v})$ is reduced. A $\sigma$-query $\mathbf{q}$ with $\Omega$-support $J$ and $\Omega$-cosupport $J^{\prime}$ is evaluable from $(\mathbf{V}, \mathbf{v})$ if and only if
(a) if $G$ is not empty, then the set $\left\{e_{j}: j \in J \cap M\right\}$ of edges of $G$ is algebraic, and
(b) either $J^{\prime}=\emptyset$ or $d=\mathrm{R}^{+}$and $J^{\prime} \subseteq L_{\mathrm{o}}$.

Moreover, if $\mathbf{q}$ is evaluable from $\mathbf{v}$ and the characteristic vector of the edge set $\left\{e_{j}: j \in J-L\right\}$ can be expressed by (2.4), then the answer to $\mathbf{q}$ is given by (2.5).

By Theorem 2.1 the query-execution plan can easily decide whether $\mathbf{q}$ is or is not evaluable from $\mathbf{v}$ and, if this is the case, compute the answer to $\mathbf{q}$ from $\mathbf{v}$. If $\mathbf{q}$ is not evaluable from $\mathbf{v}$, then as in Section 2.1 the query-execution plan looks for an $S^{\prime}$-category $Q^{\prime}$ such that the $\sigma$-query $\mathbf{q}^{\prime}$ with target $Q^{\prime}$ is evaluable from $\mathbf{v}$ and $Q^{\prime}$ is contained in (or contains) the extension $Q$ to $S^{\prime}$ of the target of $\mathbf{q}$.

Example 1 (continued). Consider again the $\sigma$-query $\mathbf{q}$ with support $J=\{4,5,9\}$ and co-support $J^{\prime}=$ $\{1,2,3\}$, and the map for $\mathbf{v}^{*}$ (see Figure 5) corresponding to the case that the domain of SALARY is $\mathrm{R}^{+}$. Thus, one has $L_{\mathrm{O}}=\{1,3,5,9\}$ and $M=\varnothing$. We saw that $\mathbf{q}$ is not evaluable from $\mathbf{v}^{*}$. An $S^{\prime}-$ category $Q^{\prime}$ that is (maximally) contained in the target of $\mathbf{q}$ and is the target of a $\sigma$-query $\mathbf{q}^{\prime}$ evaluable from $\mathbf{v}^{*}$ is given by the following relation over \{GENDER, DEPT \}

| GENDER | DEPT |
| :--- | :--- |
| male | A |
| male | C |
| male | D |
| female | D |
| male | E |
| female | E |
| male | I |
| female | I |

and the answer to $\mathbf{q}^{\prime}$ is 6 .
If $d$ is R or Z, then plan $E$ is like plan $D$ and we proved that finding an $S^{\prime}$-category that is maximally contained in $Q$ is an $N P$-hard problem. Of course, the case $d=\mathrm{R}^{+}$is at least hard as the case $d=\mathrm{R}$, so that

$$
Q^{\prime}:=\left(\cup_{j \in J^{\prime} \cap L_{0}} Y_{j}\right) \cup\left(\cup_{j \in J \cap L} Y_{j}\right)
$$

is the only choice for the target of $\mathbf{q}^{\prime}$ that can be made efficiently; then, the answer to $\mathbf{q}^{\prime}$ can be computed as

$$
\sum_{j \in J \cap L} v_{i(j)}
$$

### 2.2.1 Proving coNp-completeness of computing a $Z^{+}$-invariant sets.

As stated at the end of Section 1.4.1, the problem of deciding if there exists some variable of the equation system (1.1) that is a $Z^{+}$-invariant is co $N P$-complete and we now give its proof. Note that an analogous result holds for $\{0,1\}$-invariants and the result is known as the coNP-completeness of the Boolean Auditing Problem [37] (see Remark below).

Let $\mathbf{A}$ be an $r \times n$ dimensional binary matrix, where each row contains at most three 1 's. It is wellknown that deciding if the set

$$
\boldsymbol{Z}=\left\{\mathbf{z} \in\{0,1\}^{n}: \mathbf{A} \mathbf{z}=\mathbf{1}\right\}
$$

is not empty, is an $N P$-complete problem [25]. We now provide a polynomial reduction of this problem to an instance of the problem of deciding if no variable of $\mathbf{H} \mathbf{x}=\mathbf{v}$ is a $Z^{+}$-invariant.

For each $i \in[n]$, let us introduce fifteen $\mathrm{Z}^{+}$-valued variables $x_{i, 1}, \ldots, x_{i, 15}$ and the nine equations

$$
\begin{array}{lrl}
x_{i, 1}+x_{i, 2}+x_{i, 3}+x_{i, 7}+x_{i, 8}+x_{i, 15}=3 & \\
x_{i, 4}+x_{i, 5}+x_{i, 6}+x_{i, 9}+x_{i, 10}+x_{i, 15}=3 & \\
x_{i, 1}+x_{i, 4}=1 & x_{i, 2}+x_{i, 5}=1 & x_{i, 3}+x_{i, 6}=1 \\
x_{i, 7}+x_{i, 11}=1 & x_{i, 8}+x_{i, 12}=1 & \\
x_{i, 9}+x_{i, 13}=1 & x_{i, 10}+x_{i, 14}=1 & \tag{i}
\end{array}
$$

First of all, note that, by equations $3(i)$ - $5(i)$ in every $\mathrm{Z}^{+}$-valued solution $\mathbf{x}_{i}=\left(x_{i, 1}, \ldots, x_{i, 15}\right)$ of this equation system, $x_{i, 1}, \ldots, x_{i, 14}$ can only assume the values 0 and 1 and the sum-expression

$$
x_{i, 1}+x_{i, 2}+x_{i, 3}
$$

can only assume the values 1 and 2 for, otherwise, if $x_{i, 1}+x_{i, 2}+x_{i, 3}=0$, then one would have $x_{i, 4}+$ $x_{i, 5}+x_{i, 6}=3$ by $3(i), x_{i, 15}=0$ by $2(i)$ and equations $1(i)$ would be inconsistent, and if $x_{i, 1}+x_{i, 2}+$ $x_{i, 3}=3$, then one would have $x_{i, 15}=0$ by $1(i), x_{i, 4}+x_{i, 5}+x_{i, 6}=0$ by $3(i)$ and equations $2(i)$ would be inconsistent. Moreover, since the sum-expression $x_{i, 1}+x_{i, 2}+x_{i, 3}$ can only assume the value 1 and 2 , one has that also $x_{i, 15}$ can only assume the values 0 and 1 , so that every $\mathrm{Z}^{+}$-valued solution $\mathbf{x}_{i}$ is binary. Explicitly, there are twelve $\mathrm{Z}^{+}$-valued solutions with if $x_{i, 1}+x_{i, 2}+x_{i, 3}=1$ and twelve $Z^{+}-$ valued solutions with if $x_{i, 1}+x_{i, 2}+x_{i, 3}=2$. Explicitly, one has that

- if $x_{i, 1}+x_{i, 2}+x_{i, 3}=1$, then the $\mathrm{Z}^{+}$-valued solution set is the Cartesian product of

| $x_{i, 1}$ | $x_{i, 2}$ | $x_{i, 3}$ | $x_{i, 4}$ | $x_{i, 5}$ | $x_{i, 6}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 1 | 1 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 |


| 1 | 0 | 0 | 0 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |

with

| $x_{i, 7}$ | $x_{i, 8}$ | $x_{i, 9}$ | $x_{i, 10}$ | $x_{i, 11}$ | $x_{i, 12}$ | $x_{i, 13}$ | $x_{i, 14}$ | $x_{i, 15}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 |
| 1 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 |
| 0 | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 1 |
| 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |

- if $x_{i, 1}+x_{i, 2}+x_{i, 3}=2$, then the $\mathrm{Z}^{+}$-valued solution set is the Cartesian product of

| $x_{i, 1}$ | $x_{i, 2}$ | $x_{i, 3}$ | $x_{i, 4}$ | $x_{i, 5}$ | $x_{i, 6}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 1 | 0 | 0 |
| 1 | 0 | 1 | 0 | 1 | 0 |
| 1 | 1 | 0 | 0 | 0 | 1 |

with

| $x_{i, 7}$ | $x_{i, 8}$ | $x_{i, 9}$ | $x_{i, 10}$ | $x_{i, 11}$ | $x_{i, 12}$ | $x_{i, 13}$ | $x_{i, 14}$ | $x_{i, 15}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 0 |
| 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 1 |
| 0 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 1 |

Note that none of the fifteen variables is a $\mathrm{Z}^{+}$-invariant of the equation system $1(i)-5(i)$ even if the value of $x_{i, 1}+x_{i, 2}+x_{i, 3}$ is fixed.

At this point, for each $i \in[n]$, replace the binary variable $z_{i}$ in the equation system $\mathbf{A} \mathbf{z}=\mathbf{1}$ by the sum-expression $x_{i, 1}+x_{i, 2}+x_{i, 3}-1$ and add the nine equations $1(i)-5(i)$. Let

$$
\mathbf{B} \mathbf{x}^{\prime}=\mathbf{b}
$$

be the resulting equation system, where

$$
\begin{aligned}
& \mathbf{x}^{\prime}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right) \\
& \mathbf{b}=\left(b_{1}, \ldots, b_{m}\right) \quad(m=r+9 n) .
\end{aligned}
$$

Note that each $b_{h}$ is not greater than 4 . The set of $Z^{+}$-valued solutions of $\mathbf{B} \mathbf{x}^{\prime}=\mathbf{b}$ is the set of vectors $\mathbf{x}^{\prime}$ such that
(a) each $\mathbf{x}_{i}$ is a $Z^{+}$-valued solution of the equation system $1(i)-5(i)$, and
(b) the vector $\mathbf{z}=\left(z_{1}, \ldots, z_{n}\right)$, where $z_{i}=x_{i, 1}+x_{i, 2}+x_{i, 3}-1$, is a binary solution of
$\mathbf{A z}=1$.

Therefore, the set of $Z^{+}$-valued solutions of $\mathbf{B} \mathbf{x}^{\prime}=\mathbf{b}$ is empty if and only if $\boldsymbol{Z}=\varnothing$ and, if $\boldsymbol{Z} \neq \varnothing$, then no variable of $\mathbf{B} \mathbf{x}^{\prime}=\mathbf{b}$ is a $Z^{+}$-invariant.

Finally, let us introduce seven more $\mathrm{Z}^{+}$-valued variables: $x_{0,1}, \ldots, x_{0,7}$ and the six equations

$$
\begin{aligned}
& x_{\mathrm{o}, 1}+x_{\mathrm{o}, 5}=1 x_{\mathrm{o}, 2}+x_{\mathrm{o}, 5}=1 x_{\mathrm{o}, 2}+x_{\mathrm{o}, 6}=1 \\
& x_{\mathrm{o}, 3}+x_{\mathrm{o}, 6}=1 x_{\mathrm{o}, 3}+x_{\mathrm{o}, 7}=1 x_{\mathrm{o}, 4}+x_{\mathrm{o}, 7}=1
\end{aligned}
$$

Note that system of these six equations has exactly two $Z^{+}$-valued (and binary) solutions:

$$
\begin{array}{ll}
x_{\mathrm{o}, 1}=x_{\mathrm{o}, 2}=x_{\mathrm{o}, 3}=x_{\mathrm{o}, 4}=0 & x_{\mathrm{o}, 5}=x_{\mathrm{o}, 6}=x_{\mathrm{o}, 7}=1 \\
x_{\mathrm{o}, 1}=x_{\mathrm{o}, 2}=x_{\mathrm{o}, 3}=x_{\mathrm{o}, 4}=1 & x_{\mathrm{o}, 5}=x_{\mathrm{o}, 6}=x_{\mathrm{o}, 7}=0 .
\end{array}
$$

Finally, for each $h \in[m]$, add to the left-hand side of the $h$-th equation in $\mathbf{B} \mathbf{x}^{\prime}=\mathbf{b}$ the sumexpression

$$
\sum_{k=1, \ldots, b_{h}} x_{\mathrm{o}, k}
$$

and add the six equations above with unknowns $x_{0,1}, \ldots, x_{0}, 7$. Let $\mathbf{H} \mathbf{x}=\mathbf{v}$ be the resulting equation system where $\mathbf{x}=\left(\mathbf{x}_{0}, \mathbf{x}^{\prime}\right)$. A trivial $\mathrm{Z}^{+}$-valued solution of $\mathbf{H} \mathbf{x}=\mathbf{v}$ can be obtained by taking

$$
\mathbf{x}_{0}=\left(\begin{array}{lllllll}
1 & 1 & 1 & 1 & 0 & 0 & 0
\end{array}\right) \quad \mathbf{x}^{\prime}=\mathbf{0}
$$

Let $\mathcal{X}$ be the set of variables of $\mathbf{H} \mathbf{x}=\mathbf{v}$ that are $\mathrm{z}^{+}$-invariants. We now prove that $\boldsymbol{X}=\varnothing$ if and only if $\boldsymbol{Z} \neq \emptyset$, which implies that deciding if there exists some variable of $\mathbf{H} \mathbf{x}=\mathbf{v}$ that is a $Z^{+}$-invariant is a co $N P$-complete problem.
(if) If $\boldsymbol{Z} \neq \varnothing$ and $\mathbf{z} \in \boldsymbol{Z}$, then we can obtain at least $12^{n}$ nontrivial $Z^{+}$-valued solutions $\mathbf{x}=\left(\mathbf{x}_{0}, \mathbf{x}^{\prime}\right)$ of $\mathbf{H} \mathbf{x}=\mathbf{v}$ by taking $\mathbf{x}_{0}=\left(\begin{array}{llllll}0 & 0 & 0 & 0 & 1 & 1\end{array}\right)$ and setting $\mathbf{x}_{i}, 1 \leq i \leq n$, to each of the twelve $\mathrm{Z}^{+}$-valued solutions of the equation system $1(i)-5(i)$ having $x_{i, 1}+x_{i, 2}+x_{i, 3}$ equal to $z_{i}+1$. It follows that no variable of $\mathbf{H x}=\mathbf{v}$ is a $\mathrm{Z}^{+}$-invariant, that is, $\boldsymbol{X}=\varnothing$.
(only if) If $\boldsymbol{Z}=\emptyset$, then the trivial solution of $\mathbf{H} \mathbf{x}=\mathbf{v}$ is the only $\mathrm{z}^{+}$-valued solution so that each variable of $\mathbf{H} \mathbf{x}=\mathbf{v}$ is a $Z^{+}$-invariant, that is, $\boldsymbol{X} \neq \emptyset(|\mathcal{X}|=7+15 n)$.

Remark. We saw that the $\mathrm{Z}^{+}$-valued solutions of the equation system $\mathbf{H} \mathbf{x}=\mathbf{v}$ are all binary. It follows that the set of variables of $\mathbf{H} \mathbf{x}=\mathbf{v}$ that are $\{0,1\}$-invariants is empty if and only if $\boldsymbol{Z} \neq \varnothing$, which implies the coNP-completeness of the Boolean Auditing Problem [37]. (The proof of the coNP-completeness of the Boolean Auditing Problem in [37] contains a flaw and in a private communication the authors of [37] agreed with us on the above proof of their statement.)

## Chapter 3

## Auditing Sum-Queries to Make a Statistical Database Secure

### 3.1 Introduction

Consider a statistical database SDB containing a relation name Personnel with scheme \{NAME, SSN, GENDER, AGE, SALARY\}. The users of the SDB can ask for summary statistics on the attribute SALARY for groups of employees which at the conceptual level are specified by predicates involving the attributes GENDER, AGE and DEPARTMENT but not NAME and SSN which are private attributes.
Let $D$ be an instance of the SDB containing the relation $R$ of name Personnel. If SALARY is a confidential attribute, then answering $\mathbf{q}$ (and, more in general, answering a statistical query whose response variable is a confidential attribute) raises concerns on the compromise of individual privacy since releasing the value of $\mathbf{q}$ could lead to the ("exact" or "approximate") disclosure of the value of SALARY for some element of the query-set of $\mathbf{q}[17,18,61,62]$. Such a sum-query, which risks the confidentiality of the response variable and, hence, the security of the SDB , is called intrusive and the category $S$ specified by its "where"-clause is said to be sensitive in $D$. Typically, for a fixed positive integer $k, S$ is sensitive if the number of tuples in $R$ that fall in $S$ are less than $k$ (exact disclosure) or there are $k$ or fewer tuples in $R$ that give a dominant contribution to the value of $\mathbf{q}$ (approximate disclosure) [17, 18, 61, 62].
The confidentiality of a response variable $\sigma$ can be attacked either (in a directed way) by an intrusive sum-query or (in an indirect way) by a non-intrusive sum-query whose value on $D$, combined with the responses to previously-answered sum-queries on $D$, leads to an accurate estimate of the total of $\sigma$ for some category that is sensitive in $D$. In the latter case, we call the sumquery tricky.
In order to make an SDB secure, when a new instance $D$ is created, for each confidential attribute $\sigma$ the sensitive categories in $D$ are identified and each of them is assigned a fixed nonnegative number, called its protection level $[61,62]$. Such a category $S$ will be considered protected at a certain time if its protection level comes out to be less than the width of the interval, called the feasibility range [61, 62], of the feasible values for the total of $\sigma$ for $S$ that are permitted by the responses to previously answered sum-queries. In our proposal, if the current sum-query $\mathbf{q}$ is recognized to be intrusive or tricky, then the query system of the SDB will give a non-informative response to $\mathbf{q}$ by issuing the feasibility range for $\mathbf{q}$ determined by the responses to all previously answered sum-queries with response variable $\sigma$. Now, it is easy to decide whether $\mathbf{q}$ is or is not intrusive since it is sufficient to check the presence of the category specified by $\mathbf{q}$ in the list of the categories that are sensitive in $D$ for $\sigma$; but, deciding whether $\mathbf{q}$ is or is not tricky requires 'auditing' $[11,12,40,42,46]$ the previously answered sum-queries on $D$ with response variable $\sigma$ and, for each sensitive category $S$, comparing the protection level assigned to $S$ with the width of the feasibility range for the total of $\sigma$ for $S$ determined by the value of $\mathbf{q}$ and by the responses to the previously answered sum-queries on $\sigma$. If each sensitive category is protected, then we say that $\mathbf{q}$ can be safely answered and the value of $\mathbf{q}$ will be issued. A special case occurs when $\mathbf{q}$ is evaluable from previously answered sum-queries, that is, when the value of $\mathbf{q}$ is uniquely determined by them; then, $\mathbf{q}$ is neither intrusive nor tricky and it can be safely answered.
The scenario we are considering can be depicted as a competitive game played by the query system, which has as its opponent a hypothetical statistical user, henceforth referred to as the (data)
snooper, who (with no prior information) attempts to pry an accurate estimate of the total of a response variable $\sigma$ for some sensitive category out of the responses to all answered sum-queries on $D$ with response variable $\sigma$. This assumption is not unrealistic if the query system of an SDB (also in order to lighten its workload) allows every user to look into the archive of answered sum-queries on $D$.
In most previous work [1, 11, 12, 40, 42, 46], the technique of auditing was applied under the assumption that the snooper also knows the query-set of each answered sum-query. Thus, for each answered sum-query the snooper can write down an equation, whose unknowns represent the unknown values of the response variable for the tuples in its query-set. As a consequence, the size of the snooper's model comes out to be proportional to the size of the instance $D$ of the SDB, which may contain a very large number of tuples [1]. On the other hand, the hypothesis that the snooper knows the query-sets of answered sum-queries is not realistic. In order to make the snooper's model independent of the size of the instance of the SDB, some authors [9, 10, 11, 48] have suggested working with categories instead of query-sets. Accordingly, in order to model the information conveyed by a set of answered sum-queries, we shall introduce an equation system whose unknowns correspond to the classes of a suitable partition of the union of the categories specified by the answered sum-queries. Thus, typically (i.e., with a very large database) the size of our equation system comes out to be far less than the size of the equation system based on query-sets.
To repel the attacks of the snooper, the query system will make use of its own information model, which essentially is the same as the snooper's model and will be constructed incrementally as the value of a new-sum query is issued. Such an information model was described in Chapter 1. Finally, using a the information model, we shall address the question whether or not a new sum-query can be safely answered.
Answering this question raises some computational problems (recognizing evaluable sum-queries, updating the information model, computing a feasibility range), whose solutions depend on the data type of the response variable as seen in Section 1.4. If it is of real type, then standard algebraic methods can be used to solve all of them efficiently (see Section 1.4.1); moreover, if sum-queries contain all the "group-by" clause, that is, if they are table queries (or "cuboids" [58, 59]), then there also exist cardinality-based conditions that are sufficient for them to be inference free [58, 59, 63]. If it is of nonnegative type, then we can resort to linear-programming or integer linear-programming methods depending on the specific data type. In general, the case that the response variable is of nonnegative-integer type is extraordinarily difficult from a computational viewpoint as we seen in Section 2.2.1 where finding a in general computing a $\mathrm{Z}^{+}$-invariant set is an coNP-Complete problem and, a general theory has yet to be developed [22].
In this Chapter, we only consider the case that the response variable is of nonnegative real type. Then, a natural approach consists in resorting to standard linear-programming algorithms (e.g., the simplex method [13, 55]). Unfortunately, none of them is polynomial even if they are polynomial on the average and have good performances in practice [13, 55]; on the other hand, existing polynomial linear-programming algorithms (e.g., the ellipsoid method [13, 55]) have bad performances in practice. Therefore, in order to solve the computational problems raised by the security of the SDB, it is convenient to make a parsimonious use of standard linear-programming algorithms and "there is considerable interest in finding alternative techniques" [22]. Accordingly, using the techniques presented in Chapter 1 and Chapter 2, we will present a cubic evaluability test based on standard algebraic methods, and we shall show in Chapter 5 that, in the case that the current information model is "graphical", then also the problem of finding a feasibility range can be solved efficiently without resorting to linear programming at all.

### 3.2 Basic Definitions

Suppose we are given an instance $D$ of an SDB which contains a relation $R$. Let $a$ be an attribute in the schema of $R$ that is used by such a sum-query. Typically, if the domain of $a$ is large, then the "where"-clause of the sum-query will contain re-coded values in such a way that the size of the re-
coded domain of $a$ is made small [61,62]. For example, the re-coding of the attribute AGE may consist of year classes instead of numbers of years, or the re-coding of a geographic attribute with a hierarchical structure (e.g., country, state, county) may consist in 'chopping off' some digits of its values of precision [58, 62].
By $V_{\sigma}$ we denote the set of all categorical variables corresponding to the attributes in the schema of $R$ that can occur in the "where"-clauses of sum-queries with response variable $\sigma$.
In order to speed up the evaluation of sum-queries with response variable $\sigma$, the query system will make use of a materialized aggregate view on $\sigma$, which will be referred to as the summary table on $\sigma$; it is created initially and reports the total of $\sigma$ for each $V_{\sigma}$-cell $c$. As we said, a user can ask for the total of a statistic of $\sigma$ by submitting a sum-query $\mathbf{q}$, where the selection criterion is specified be an arbitrary (consistent) condition $P$ on a (possibly empty) subset $S$ of the set $V_{\sigma}$ of categorical variables built up with logical connectives. Owing to the assumptions of mutual exclusiveness and global exhaustiveness of cells, $P$ uniquely determines a category $Q$, we call the target of $\mathbf{q}$, such that $P$ is logically equivalent [44] to the formula (see also Section 1.2)

$$
\vee_{c \in Q}\left(\wedge_{a \in S} a=c(a)\right) .
$$

The value $q$ of $\mathbf{q}$ can then be computed by the query system from the summary table on $\sigma$ (without accessing the database relation $R$ ) simply as the total of $\sigma$ for $Q$.

Example 3.1. Consider an instance of an SDB containing a relation of name Personnel with schema \{NAME, GENDER, AGE, SALARY\}. Here, SALARY is assumed to be an attribute of nonnegative real type. A sum-query with response variable SALARY will take its categorical variables from the set $V_{\text {SALARY }}=\{$ GENDER, AGE $\}$. We assume that the domains of GENDER and AGE are $\{\mathrm{M}, \mathrm{F}\}$ and $\{$ young, middle, old\}, respectively, and that the summary table on SALARY contains the following data.

| GENDER | AGE | SALARY |
| :--- | :--- | :--- |
| M | young | 15.0 |
| M | middle | 9.0 |
| M | old | 7.5 |
| F | young | 6.5 |
| F | middle | 1.5 |
| F | old | 0.0 |

Consider the following four sum-queries with response variable SALARY:
$\mathbf{q}_{1}: \quad$ select $\operatorname{sum}(S A L A R Y)$
from Personnel
where GENDER $=\mathrm{M}$ and $\mathrm{AGE} \neq \mathrm{old}$
q2: select sum(SALARY)
from Personnel
where $(G E N D E R=M$ and $A G E \neq y o u n g)$ or $(G E N D E R=F$ and $A G E=$ middle $)$
93: select $\operatorname{sum}(S A L A R Y)$
from Personnel
where $(G E N D E R=M$ and $A G E \neq$ middle $)$ or $(G E N D E R=F$ and $A G E=y o u n g)$
q4: select sum(SALARY)
from Personnel
where $G E N D E R=F$ and $A G E \neq$ middle.

Their targets are the following relations with schema $\{$ GENDER, AGE $\}$ :

| $V_{1}$ | $V_{2}$ | $V_{3}$ | $V_{4}$ |
| :--- | :--- | :--- | :--- |
| $(\mathrm{M}$, young $)$ | (M, middle) | (M, young) | (F, young) |
| (M, middle) | (M, old) | (M, old) | (F, old) |
|  | (F, middle) | (F, young) |  |

Using the summary table on SALARY, the query system is able to compute the values

$$
v_{1}=24 \quad v_{2}=18 \quad v_{3}=29 \quad v_{4}=6.5
$$

$\mathbf{q}_{1}, \mathbf{q}_{2}, \mathbf{q}_{3}$ and $\mathbf{q}_{4}$ without accessing the relation of name Personnel.
In the next section, we shall see how the snooper can use the information released by the query system in response to sum-queries to get a more-or-less detailed information on the total of $\sigma$ for a (possibly sensitive) category of interest.

### 3.3 The snooper's model

Let $\mathbf{V}=\left(\mathbf{q}_{1}, \ldots, \mathbf{q}_{n}\right)$ be answered sum-queries whose response variable $\sigma$ is of nonnegative real type. Recalling the terminology used in Chapter $1, \mathbf{V}$ can be seen as a set of $\sigma$-views. The amount of information conveyed by the answers to $\mathbf{V}$ will be defined in such a way to capture all the snooper's knowledge about them (that is, their targets and their values). The snooper's information model consists of a set of variables, each of which is interpreted as the total of $\sigma$ for a certain category, and of a system of linear constraints (1.1).
From now on, for simplicity, we assume that $V_{i}$ is the extension to $V_{\sigma}$ of the target of $\mathbf{q}_{i}$. Also let $v_{i}$, $i=1, \ldots, n$, be the value of $\mathbf{q}_{i}$. By $\Omega \subseteq \operatorname{dom}\left(V_{\sigma}\right)$ we denote the set of cells contained in the categories $V_{i}$, that is, $\Omega=\cup_{i=1, \ldots, n} V_{i}$. Let $\boldsymbol{X}=\left\{X_{1}, \ldots, X_{m}\right\}$ be the classification system of $\Omega$. The snooper's information model is described by the system of $n$ linear equations (1.1) where, each variable $x_{j}$ stands for a feasible value of the total of $\sigma$ for $X_{j}$ and, hence, is subject to the nonnegativity constraint: $x_{j} \geq 0$.

To sum up, the information model has a semantic component, given by the classification system $\boldsymbol{X}$, and an analytical component, given by system (1.1).

Example 3.1 (continued). Consider again the four sum-queries $\mathbf{q}_{1}, \ldots, \mathbf{q}_{4}$. Then $\Omega=\operatorname{dom}(\{\operatorname{AGE}$, GENDER $\}$ ) and the classification system $\boldsymbol{X}$ of $\mathbf{V}$ is formed by the following six elementary categories (i.e., singletons):

$$
\begin{array}{lll}
X_{1}=\{(\mathrm{M}, \text { young })\} & X_{2}=\{(\mathrm{M}, \text { middle })\} & X_{3}=\{(\mathrm{M}, \text { old })\} \\
X_{4}=\{(\mathrm{F}, \text { young })\} & X_{5}=\{(\mathrm{F}, \text { middle })\} & X_{6}=\{(\mathrm{F}, \text { old })\}
\end{array}
$$

The targets of $\mathbf{q}_{1}, \ldots, \mathbf{q}_{4}$ can be written as

$$
\begin{aligned}
& V_{1}=X_{1} \cup X_{2} \\
& V_{2}=X_{2} \cup X_{3} \cup X_{5} \\
& V_{3}=X_{1} \cup X_{3} \cup X_{4} \\
& V_{4}=X_{4} \cup X_{6}
\end{aligned}
$$

and system (1.1) reads

$$
\left\{\begin{array}{c}
x_{1}+x_{2}=24  \tag{3.1}\\
x_{2}+x_{3}+x_{5}=18 \\
x_{1}+x_{3}+x_{4}=29 \\
x_{4}+x_{6}=6.5
\end{array}\right.
$$

Of course, system (3.1) has at least one nonnegative solution. Suppose now that the snooper is interested in the total of $\sigma$ for a (possibly sensitive) category $K$ of interest. He can obtain the tightest lower bound and the tightest upper bound on the total $\sigma$ for $K$ as follows. Let (see Figure 3.1)

$$
\begin{aligned}
& J=\left\{j \in[m]: X_{j} \subseteq K\right\}, \\
& J^{\prime}=\left\{j \in[m]: X_{j} \cap K \neq \emptyset \text { and } X_{j}-K \neq \varnothing\right\} .
\end{aligned}
$$


$\Omega$

Figure 3.1. Overlap of category $K$ with basis $\boldsymbol{X}$
As stated in Section 1.4 the tightest lower bound, denoted by $\operatorname{lower}(K)$, is set to zero if $J=\varnothing$; otherwise, it is taken to be

$$
\operatorname{lower}(K)=\boldsymbol{\operatorname { m i n }}\left\{\sum_{j \in J} x_{j}: \mathbf{H} \mathbf{x}=\mathbf{v}, \mathbf{x} \geq \mathbf{0}\right\} .
$$

The tightest upper bound, denoted by $\operatorname{upper}(K)$, is set to $+\infty$ if $K$ is not contained in $\Omega$; otherwise, it is taken to be

$$
\operatorname{upper}(K)=\boldsymbol{\operatorname { m a x }}\left\{\sum_{j \in J \cup J^{\prime}} x_{j}: \mathbf{H} \mathbf{x}=\mathbf{q}, \mathbf{x} \geq \mathbf{0}\right\} .
$$

The interval $[\operatorname{lower}(K)$, upper $(K)]$ is called the feasibility range of the total for $K$. Recall that if lower $(K)=\operatorname{upper}(K)$, then the total for $K$ is evaluable in the information model.

Example 3.1 (continued). The general solution of system (3.1) is

$$
\left(x_{1}=24-x_{2}, x_{2}, x_{3}, x_{4}=5+x_{2}-x_{3}, x_{5}=18-x_{2}-x_{3}, x_{6}=1.5-x_{2}+x_{3}\right) .
$$

By the nonnegativity constraints, the couple $\left(x_{2}, x_{3}\right)$ is any point of the region shown in Figure 3.2.


Figure 3.2. The set of nonnegative solutions of system (3.1)
Thus, if the snooper is interested in the total of SALARY for the category

$$
\begin{aligned}
& \quad K \\
& (\mathrm{~F}, \text { middle) } \\
& (\mathrm{F}, \text { old) }
\end{aligned}
$$

then, after computing the minimum and the maximum of the function $x_{5}+x_{6}$ using a standard linear-programming method, he can find that the feasibility range for the total of SALARY for $K$ is [0,19.5].

### 3.4 How to beat the snooper

To repel the attacks of the snooper to the confidentiality of the response variable, the query system will make use of its own information model, which will be constructed incrementally as the value of a new-sum query is issued. Suppose that, after a certain number of answered sum-queries, every sensitive category is protected in the query system's model and a new sum-query $\mathbf{q}$ is submitted. We call the query system's model the prior model. As said in Section 3.1, if $\mathbf{q}$ is intrusive or tricky, then $\mathbf{q}$ should be answered by issuing the feasibility range of its value given by the prior model; otherwise, the value of $\mathbf{q}$ should be issued. Since recognizing intrusive sum-queries is a matter of routine, the most demanding task that the query system is called to carry out is how to decide whether or not $\mathbf{q}$ is tricky. Of course, if $\mathbf{q}$ is evaluable in the prior model, then $\mathbf{q}$ is not tricky. Let us assume that $\mathbf{q}$ is not evaluable. Then, the query system should add to the prior model the piece of information conveyed by the value of $\mathbf{q}$, and in the "augmented" information model, we call the posterior model, it should check that each sensitive category is still protected. If this is the case, then (and only then) $\mathbf{q}$ is not tricky. The posterior model is constructed from the prior model given the target $K$ and the value $v$ of $\mathbf{q}$ as described in Section 1.3 of Chapter 1.
After constructing the posterior model, each sensitive category $V$ contained in $\Omega^{\prime}$ is examined by computing the feasibility range of the total for $V$ in the posterior model which is, then, compared with the protection level assigned to $V$. If all the sensitive categories contained in $\Omega^{\prime}$ are protected in the posterior model, then (and only then) $\mathbf{q}$ is not tricky.

Example 3.2. Consider again the database instance of Example 3.1. Suppose there are only two sensitive categories for SALARY:

| $V_{1}$ | $V_{2}$ |
| :---: | :---: |
| (M, young) | (M, young) |
|  | $(\mathrm{F}$, old) |

both of which have been assigned the protection level 3.0. Assume that the four sum-queries $\mathbf{q}_{1}$, $\ldots, \mathbf{q}_{4}$ of Example 3.1 are submitted in this order. We now show that each of them can be safely answered. The following are the four information models resulting from answering the sum-queries $\mathbf{q}_{1}, \ldots, \mathbf{q}_{4}$ respectively, and the feasibility ranges for the sensitive categories. Note that answering $\mathbf{q}_{1}, \mathbf{q}_{2}$ and $\mathbf{q}_{3}$ risks $V_{1}$ only, but answering $\mathbf{q}_{4}$ risks $V_{2}$ too.

$$
\begin{aligned}
& \left\{x_{1}=24\right. \\
X_{1}= & \{(\mathrm{M}, \text { young }),(\mathrm{M}, \text { middle })\}
\end{aligned}
$$

feasibility range for $V_{1}:[0,24]$

$$
\begin{aligned}
& \quad\left\{\begin{array}{l}
x_{1}+x_{2}=24 \\
x_{2}+x_{3}=18
\end{array}\right. \\
& X_{1}=\{(\mathrm{M}, \text { young })\} \quad X_{2}=\{(\mathrm{M}, \text { middle })\} \\
& X_{3}=\{(\mathrm{M}, \text { old }),(\mathrm{F}, \text { middle })\} \\
& \text { feasibility range for } V_{1}:[6,24]
\end{aligned}
$$

$$
\begin{aligned}
& x_{1}+x_{2}=24 \\
& \left\{\begin{array}{l}
x_{2}+x_{3}+x_{5}=18 \\
x_{1}+x_{3}+x_{4}=29
\end{array}\right. \\
& X_{1}=\{(\mathrm{M}, \text { young })\} \quad X_{2}=\{(\mathrm{M}, \text { middle })\} \quad X_{3}=\{(\mathrm{M}, \mathrm{old})\} \\
& X_{4}=\{(\mathrm{F}, \text { young })\} \quad X_{5}=\{(\mathrm{F}, \text { middle })\} \\
& \text { feasibility range for } V_{1}:[6,24] \\
& \left\{\begin{array}{c}
x_{1}+x_{2}=24 \\
x_{2}+x_{3}+x_{5}=18 \\
x_{1}+x_{3}+x_{4}=29 \\
x_{4}+x_{6}=6.5
\end{array}\right. \\
& X_{1}=\{(\mathrm{M}, \text { young })\} \quad X_{2}=\{(\mathrm{M}, \text { middle })\} X_{3}=\{(\mathrm{M}, \text { old })\} \\
& X_{4}=\{(\mathrm{F}, \text { young })\} \quad X_{5}=\{(\mathrm{F}, \text { middle })\} \quad X_{6}=\{(\mathrm{F}, \text { old })\} \\
& \text { feasibility range for } V_{1} \text { : }[14.25,24] \\
& \text { feasibility range for } V_{2} \text { : }[14.25,30.5]
\end{aligned}
$$

Suppose now that the following sum-query is submitted after $\mathbf{q}_{4}$ :
q5: select sum(SALARY)
from Personnel
where GENDER $=F$ and $A G E \neq$ young.
The target of $\mathbf{q}_{5}$ is

$$
\begin{aligned}
& \quad K_{5} \\
& \text { (F, middle) } \\
& \text { (F, old) }
\end{aligned}
$$

and the value of $\mathbf{q}_{5}$ is $v_{5}=1.5$ (obtained from the summary table). Neither the category $K_{5}$ is sensitive nor the total for $K_{5}$ is evaluable in the prior model. The posterior model consists of the following equation system

$$
\left\{\begin{array}{c}
x_{1}+x_{2}=24  \tag{3.2}\\
x_{2}+x_{3}+x_{5}=18 \\
x_{1}+x_{3}+x_{4}=29 \\
x_{4}+x_{6}=6.5 \\
x_{5}+x_{6}=1.5
\end{array}\right.
$$

with the same meaning of the variables as in the prior model. The general solution of system (3.2) is

$$
\left(x_{1}=15, x_{2}=9, x_{3}, x_{4}=14-x_{3}, x_{5}=9-x_{3}, x_{6}=-7.5+x_{3}\right)
$$

By the nonnegativity constraints, $x_{3}$ is any number in the interval [7.5, 9]. Note that the sensitive category $V_{1}$ is exactly the category associated with $x_{1}$ and, since the value of $x_{1}$ is uniquely determined, $V_{1}$ would not be protected if the value of $V_{5}$ were released. Therefore, $V_{5}$ is tricky and, in response to $V_{5}$, the query system will issue the feasibility range [ $0,19.5$ ] for $K_{5}$ given by the prior model (see Example 3.1).

To sum up, a procedure for answering a sum-query $\mathbf{q}$ with target $K$ and value $v$ should work as follows:
(i) If $K$ is sensitive, then the answer to $\mathbf{q}$ will be the feasibility range of the total for $K$ in the prior model.
(ii) If the total for $K$ is evaluable in the prior model, then the answer to $\mathbf{q}$ will be $v$.
(iii) If neither $K$ is sensitive nor the total for $K$ is evaluable in the prior model, then the posterior model will be constructed, and for each sensitive category $V$ contained in $\Omega^{\prime}=$ $\Omega \cup K$, the feasibility range of the total for $V$ in the posterior model will be computed and compared with the protection level associated with $V$ so that, if $V$ is not protected, then the answer to $\mathbf{q}$ will be the feasibility range of the total for $K$ in the prior model.
(iv) If each sensitive category $V$ contained in $\Omega^{\prime}$ is protected in the posterior model, then the answer to $\mathbf{q}$ will be $v$, and the posterior model will serve as the prior model for processing the next sum-query.

From a computational point of view, tasks (i), (ii) and (iii) require computing the feasibility range of the total for $K$ and for each sensitive category contained in $\Omega^{\prime}$. Accordingly, we propose the following answering procedure.

## Answering Procedure

Step 1. If $K$ is sensitive, then
compute lower $(K)$ and upper $(K)$ in the prior model, answer $\mathbf{q}$ by issuing the feasibility range for the total for $K$, and Exit.

Step 2. If the total for $K$ is evaluable in the prior model, then answer $\mathbf{q}$ by releasing its value, and Exit.

Step 3. Construct the posterior model and find a normal form.
Step 4. For each sensitive category $V$ contained in $K \cup \Omega$,
if the total for $V$ is evaluable in the posterior model, then compute lower $(K)$ and $\operatorname{upper}(K)$ in the prior model, answer $\mathbf{q}$ by issuing the feasibility range of the total for $K$, and Exit; otherwise
compute the feasibility range $[\operatorname{lower}(V), \operatorname{upper}(V)]$ in the posterior model,
compare its width with the protection level associated with $V$, if $V$ is not protected, then compute lower $(K)$ and $\operatorname{upper}(K)$ in the prior model, answer $\mathbf{q}$ by issuing the feasibility range of the total for $K$, and Exit.

Step 5. Answer $\mathbf{q}$ by issuing its value.

### 3.5 A polynomial test for evaluability

The cost of the storage representation of an information model such as system (1.1) depends on the size of its equation system, by which we mean the sum of the numbers of occurrence of its variables. A storage representation of the information model proposed in Chapter 1 is the hypergraph of which the coefficient matrix $\mathbf{H}$ of system (1.1) is the (node-hyperedge) incidence matrix, where the $i$-th node is "weighted" by $v_{i}$ and the $j$-th hyperedge is "labelled" by $X_{j}$. Such a storage representation is called the map of $\mathbf{V}$. In Section 1.5 we saw a method to reduce the dimension of the map of $\mathbf{V}$. Here on the assumption that $d=\mathrm{R}^{+}$we see how further reduce the size of the system (1.1) and, hence, the storage cost of the information model.
Let $\mathbf{V}$ be a $\sigma$-view base and $\mathbf{v}$ an instance of $\mathbf{V}$ such that the map $(H, \boldsymbol{X}, \mathbf{v})$ of $\Sigma(\boldsymbol{X}, \mathbf{v})$ is reduced with respect to evaluability. Henceforth, we adopt the following notation:
$L$ is the set of isolated loops incident to nonzero-weighted nodes of $H$
$L_{\mathrm{o}}$ is the set of isolated loops incident to zero-weighted nodes of $H$
$M$ is the complement of $L \cup L_{\mathrm{o}}$
$G=(N, M)$ is the subhypergraph of $H$ induced by $M$

$$
\mathbf{G}=\left(\mathbf{g}_{i}\right)_{i \in N} \text { is the incidence matrix of } G .
$$

Let us consider its determined variables of system (1.1) whose values are zero. They will be referred to as null variables. If $L_{0} \neq \emptyset$, then system (1.1) contains the set of equations

$$
x_{j}=0 \quad\left(j \in L_{\mathrm{o}}\right)
$$

which, by the nonnegativity constraints, is equivalent to the single equation

$$
\sum_{j \in L_{\mathrm{o}}} x_{j}=0 .
$$

Let us introduce a new variable $x_{0}$ which stands for the sum $\sum_{j \in L_{o}} x_{j}$ and is to be interpreted as the total for the category $X_{0}=\cup_{j \in L_{0}} X_{j}$. Then, we can replace the equations $x_{j}=0, j \in L_{0}$, in system (1.1) by the single equation $x_{0}=0$ so that the resulting equation system has $\left|L_{0}\right|-1$ variables less and $\left|L_{\mathrm{O}}\right|-1$ equations less. If $L_{\mathrm{O}} \neq \emptyset$ and $L \neq \varnothing$, then, the resulting equation system is like

$$
\left\{\begin{array}{c}
x_{0}=0  \tag{3.3}\\
\mathbf{x}_{L}=\mathbf{c} \\
\mathbf{G} \mathbf{x}_{M}=\mathbf{w}
\end{array}\right.
$$

System (3.3) with the interpretation of its variables given by the following partition of $\Omega$

$$
\left\{X_{0}\right\} \cup\left\{X_{j}: j \in L \cup M\right\}
$$

defines what we call a normal form of the information model. Given system (3.3) and a category $K$, the feasibility range of the total for $K$ can be obtained as follows (see Figure 3.3).


Figure 3.3. Overlap of the target with the category basis of a normal model
Let

$$
J=\left\{j \in L \cup M: X_{j} \subseteq K\right\} \quad J^{\prime}=\left\{j \in L \cup M: X_{j} \cap K \neq \emptyset \text { and } X_{j}-K \neq \emptyset\right\} .
$$

Since the total of the response variable for the category $X_{0} \cap K$ is definitely zero, the tightest lower bound for $K$ is equal to

$$
\begin{equation*}
\text { lower }(K)=\sum_{j \in J \cap L} c_{j}+\min \left\{\sum_{j \in J \cap M} x_{j}: \mathbf{G} \mathbf{x}_{M}=\mathbf{w}, \mathbf{x}_{M} \geq \mathbf{0}\right\} \tag{3.4}
\end{equation*}
$$

and, if $K$ is contained in $\Omega$, then the tightest upper bound for $K$ is equal to

$$
\begin{equation*}
\operatorname{upper}(K)=\sum_{j \in\left(J J J^{\prime}\right) \cap L} c_{j}+\max \left\{\sum_{j \in\left(J \cup J^{\prime}\right) \cap M} x_{j}: \mathbf{G} \mathbf{x}_{M}=\mathbf{w}, \mathbf{x}_{M} \geq \mathbf{0}\right\} \tag{3.5}
\end{equation*}
$$

Remark 3.1 Since $c_{j}>0$ for $j \in L$, then one has that

- $\quad \sum_{j \in J \cap L} c_{j} \geq 0$ where the equality holds if and only if $J \cap L=\varnothing$, and
- $\quad \sum_{j \in J \cap L} c_{j} \leq \sum_{j \in\left(J \cup J^{\prime}\right) \cap L} c_{j}$ where the equality holds if and only if $J^{\prime} \cap L=\emptyset$.

The following is a characterization of evaluability.
Theorem 3.1 Let system (3.3) be the equation system of an information model in reduced form. The total for a category $K$ is evaluable if and only if
(a) $K$ is contained in $\Omega$,
(b) $J^{\prime}=\emptyset$, and
(c) the function $\sum_{j \in J \cap M} x_{j}$ is constant over the set of nonnegative solutions of the equation system $\mathbf{G} \mathbf{x}_{M}=\mathbf{w}$.

Proof. The "if"-part trivially follows from equations (3.4) and (3.5). On the other hand, if the total for $K$ is evaluable, then by Remark 1.3 condition (a) must hold and from Remark 3.1 it follows that $J^{\prime} \cap L$ must be empty. Suppose by contradiction that condition (b) does not hold. Then, $J^{\prime} \cap M \neq \varnothing$ and

$$
\boldsymbol{\operatorname { m a x }}\left\{\sum_{j \in J \cap M} x_{j}: \mathbf{G} \mathbf{x}_{M}=\mathbf{w}, \mathbf{x}_{M} \geq \mathbf{0}\right\}<\boldsymbol{\operatorname { m a x }}\left\{\sum_{j \in(J \cup J) \cap M} x_{j}: \mathbf{G} \mathbf{x}_{M}=\mathbf{w}, \mathbf{x}_{M} \geq \mathbf{0}\right\}
$$

for, otherwise,

$$
\max \left\{\sum_{j \in J^{\prime} \cap M} x_{j}: \mathbf{G} \mathbf{x}_{M}=\mathbf{w}, \mathbf{x}_{M} \geq \mathbf{0}\right\}=0
$$

and each $x_{j}, j \in J^{\prime} \cap M$ would be a null variable (contradiction). So, condition (b) must hold. As to condition (c), suppose by contradiction that

$$
\min \left\{\sum_{j \in J \cap M} x_{j}: \mathbf{G} \mathbf{x}_{M}=\mathbf{w}, \mathbf{x}_{M} \geq \mathbf{0}\right\}<\boldsymbol{\operatorname { m a x }}\left\{\sum_{j \in J \cap M} x_{j}: \mathbf{G} \mathbf{x}_{M}=\mathbf{w}, \mathbf{x}_{M} \geq \mathbf{0}\right\} .
$$

Then, the following contradiction would arise

$$
\begin{aligned}
& \text { lower }(K)=\sum_{j \in J \cap L} c_{j}+\min \left\{\sum_{j \in J \cap M} x_{j}: \mathbf{G} \mathbf{x}_{M}=\mathbf{w}, \mathbf{x}_{M} \geq \mathbf{0}\right\}< \\
& \quad<\sum_{j \in J \cap L} c_{j}+\boldsymbol{\operatorname { m a x }}\left\{\sum_{j \in J \cap M} x_{j}: \mathbf{G} \mathbf{x}_{M}=\mathbf{w}, \mathbf{x}_{M} \geq \mathbf{0}\right\}=\operatorname{upper}(K) .
\end{aligned}
$$

From a computational point of view, conditions (a) and $(b)$ are easy to test and require $O(|\Omega|)$ and $O(1)$ time, respectively. As to condition (c), it can be tested by comparing

$$
\min \left\{\sum_{j \in J \cap H} x_{j}: \mathbf{G} \mathbf{x}_{H}=\mathbf{w}, \mathbf{x}_{H} \geq \mathbf{0}\right\}
$$

and

$$
\max \left\{\sum_{j \in J \cap H} x_{j}: \mathbf{G} \mathbf{x}_{H}=\mathbf{w}, \mathbf{x}_{H} \geq \mathbf{0}\right\},
$$

whose computation requires solving two linear-programming problems. However, as seen in Chapter 2 we can do better since we don't need to resort to linear-programming methods but can use the result of Theorem 2.1.

Example 3.3. Consider an instance of an SDB containing a relation of name Personnel with schema \{NAME, GENDER, AGE, DEPT, SALARY\}, where SALARY is assumed to be of nonnegative real type. Let $\{A, B, C, D, \ldots\}$ be the domain of DEPT.
Consider fourteen sum-queries $\mathbf{q}_{1}, \ldots, \mathbf{q}_{14}$ with response variable SALARY whose targets ( $V_{i}$ ) are as follows:

| $V_{1}$ <br> (M, young, D) | $V_{2}$ <br> (M, middle, B) | $V_{3}$ <br> (M, middle, D) | $V_{4}$ <br> (F, young, A) |
| :---: | :---: | :---: | :---: |
| $V_{5}$ | $V_{6}$ | $V_{7}$ | $V_{8}$ |
| (F, young, D) | (F, middle, A) | (F, middle, B) | (F, middle, C) |
| $V_{9}$ | $V_{10}$ | $V_{11}$ | $V_{12}$ |
| (M, young, A) | (M, middle, A) | (F, young, A) | (M, young, A) |
| (M, young, B) | (M, middle, B) | (F, young, B) | (M, middle, A) |
| (M, young, C) | (M, middle, C) | (F, young, C) | (F, young, A) |
| (M, young, D) | (M, middle, D) | (F, young, D) | (F, middle, A) |
| $V_{13}$ |  |  |  |
| (M, young, B) | (M, young, C) |  |  |
| (M, middle, B) | (M, middle, C) |  |  |
| (F, young, B) | (F, young, C) |  |  |
| (F, middle, B) | (F, middle, C) |  |  |

Let us assume that the values of $\mathbf{q}_{1}, \ldots, \mathbf{q}_{14}$ are as follows:
$q_{1}=0$
$q_{2}=5$
$q_{3}=10$
$q_{4}=10$
$q_{5}=10$
$q_{6}=15$
$q_{7}=20$
$q_{8}=10$
$q_{9}=30$
$q_{10}=25$
$q_{11}=25$
$q_{12}=30$
$q_{13}=60$
$q_{14}=15$

Note that $q_{1}, \ldots, q_{14}$ can be viewed as being the entries in an incomplete two-dimensional table (see Figure 3.4), where $q_{1}, \ldots, q_{8}$ are the internal entries, $q_{9}, \ldots, q_{11}$ are the row totals and $q_{12}, \ldots, q_{14}$ are the column totals.


Figure 3.4. An incomplete two-dimensional table
The basis of $\left\{V_{1}, \ldots, V_{14}\right\}$ is formed by the following fifteen elementary categories:

$$
\begin{array}{ll}
X_{1}=\{(\mathrm{M}, \text { young, })\} & X_{2}=\{(\mathrm{M}, \text { young, })\} \\
X_{3}=\{(\mathrm{M}, \text { young, C) }\} & X_{4}=\{(\mathrm{M}, \text { young, })\} \\
X_{5}=\{(\mathrm{M}, \text { middle } \mathrm{A})\} & X_{6}=\{(\mathrm{M}, \text { middle } \mathrm{B})\} \\
X_{7}=\{(\mathrm{M}, \text { middle })\} & \left.X_{8}=\{(\mathrm{M}, \text { middle }) \mathrm{D})\right\} \\
X_{9}=\{(\mathrm{F}, \text { young, } \mathrm{A})\} & X_{10}=\{(\mathrm{F}, \text { young }, \mathrm{B})\} \\
X_{11}=\{(\mathrm{F}, \text { young } \mathrm{C})\} & X_{12}=\{(\mathrm{F}, \text { young } \mathrm{D})\} \\
X_{13}=\{(\mathrm{F}, \text { middle } \mathrm{A})\} & X_{14}=\{(\mathrm{F}, \text { middle })\} \\
\left.X_{15}=\{(\mathrm{F}, \text { middle }) \mathrm{C})\right\} &
\end{array}
$$

and system (1.1) reads

$$
\left\{\begin{array}{c}
x_{4}=0, x_{6}=5, x_{8}=10, x_{9}=10, x_{12}=10, x_{13}=15, x_{14}=20, x_{15}=10  \tag{3.6}\\
x_{1}+x_{2}+x_{3}+x_{4}=30 \\
x_{5}+x_{6}+x_{7}+x_{8}=25 \\
x_{9}+x_{10}+x_{11}+x_{12}=25 \\
x_{1}+x_{5}+x_{9}+x_{13}=30 \\
x_{2}+x_{6}+x_{10}+x_{14}=60 \\
x_{3}+x_{7}+x_{11}+x_{15}=15
\end{array}\right.
$$

Using standard linear-programming methods, we find that each variable $x_{j}$ is determined:
$x_{1}=0$
$x_{2}=30$
$x_{3}=0$
$x_{4}=0$
$x_{5}=5$
$x_{6}=5$
$x_{7}=5$
$x_{8}=10$
$x_{9}=10$
$x_{10}=5$
$x_{11}=0$
$x_{12}=10$
$x_{13}=15$
$x_{14}=20$
$x_{15}=10$

The set of these fifteen equalities is the reduced form of system (1.1), and its normal form is
$x_{0}=0$
$x_{9}=10$
$x_{2}=30$
$x_{5}=5$
$x_{6}=5$
$x_{7}=5$
$x_{8}=10$
$x_{10}=5$
$x_{12}=10$
$x_{13}=15$
$x_{14}=20$
$x_{15}=10$
where $x_{0}$ stands for the total of SALARY for the category

$$
\begin{gathered}
X_{0} \\
\text { (M, young, A) } \\
\text { (M, young, C) } \\
\text { (M, young, D) } \\
\text { (F, young, C) }
\end{gathered}
$$

It follows that the total for a category $K$ is evaluable if and only if $K-X_{0}$ is the union of zero or more categories from $\left\{X_{2}, X_{5}, X_{6}, X_{7}, X_{8}, X_{9}, X_{10}, X_{12}, X_{13}, X_{14}, X_{15}\right\}$.

### 3.6 Management of the normal form

In our Answering Procedure of Section 3.4, at Step 3, when the posterior model is constructed, it should be reduced in normal form because it becomes the next prior model if Step 5 is executed. This also allows to test the evaluability of each sensitive category (Step 4) in cubic time. In this section, we present a procedure for getting the posterior model in reduced form (Step 3). We start with the prior model, which is assumed to be in reduced form and to consist of system (3.3) with the interpretation of its variables given by the partition $\mathbf{X}=\left\{X_{0}, X_{1}, \ldots, X_{m}\right\}$ of $\Omega$ where the categories $X_{1}, \ldots, X_{m}$ are partitioned into the two groups $\left\{X_{j}: j \in L\right\}$ and $\left\{X_{j}: j \in M\right\}$ as shown in Figure 3.4. Let

$$
J=\left\{j \in L \cup M: X_{j} \subseteq K\right\} \quad J^{\prime}=\left\{j \in L \cup M: X_{j} \cap K \neq \emptyset \text { and } X_{j}-K \neq \emptyset\right\}
$$

Let $p=\left|J^{\prime}\right|$ and, if $p>0$, let $J^{\prime}=\left\{j_{1}, \ldots, j_{p}\right\}$. The procedure first constructs the semantic part of the posterior model using the partition $X^{\prime}=\left\{X_{0}^{\prime}, X_{1}^{\prime}, \ldots, X_{m}^{\prime}, \ldots, X_{m+p+1}^{\prime}\right\}$ of $\Omega^{\prime}=\Omega \cup K$ defined as follows (see Figure 3.6):

$$
\begin{aligned}
& \text { If } p>0 \text {, then set } X_{m+h}^{\prime}:=X_{j_{h}}-K \text { and } X_{j_{h}}:=K \cap X_{j_{h}} \text { for } h=1, \ldots, p . \\
& \text { If } \Omega^{\prime} \neq \Omega \text {, then set } C_{m+p+1}:=K-\Omega
\end{aligned}
$$



Figure 3.5. Updating the basis of a normal model
Without loss of generality, we assume that $J^{\prime} \neq \emptyset$ and $\Omega^{\prime} \neq \Omega$. For $h=1, \ldots, p$, associate with the variable $x_{j_{h}}$ the category $X_{j_{h}}$ from $\boldsymbol{X}^{\prime}$, and introduce the variable $x_{m+h}$ and associate with $x_{m+h}$ the category $X_{m+h}$ from $\boldsymbol{X}^{\prime}$. Next, introduce the variable $x_{m+p+1}$ and associate with $x_{m+p+1}$ the category
$X_{m+p+1}$ from $X^{\prime}$. The equation system of the posterior model is then obtained from system (3.3) as follows. Re-write system (3.3) as

$$
\left\{\begin{array}{cc}
x_{0}=0 & \\
x_{j}=c_{j} & (j \in L) \\
\sum_{j \in M} g_{i j} x_{j}=w_{i} & (i=1, \ldots, n)
\end{array}\right.
$$

For $h=1, \ldots, p$, replace each occurrence of the variable $x_{j_{h}}$ by the expression $x_{j_{h}}+x_{m+h}$. Finally, since the total for the category $X_{0} \cap K$ is always zero, add the equation

$$
\sum_{j \in J \cap L} c_{j}+\sum_{j \in J \cap M} x_{j}+\sum_{h=1, \ldots, p} x_{j_{h}}+x_{m+p+1}=q
$$

which we re-write as

$$
\sum_{j \in J \cap M} x_{j}+\sum_{h=1, \ldots, p} x_{j_{h}}+x_{m+p+1}=q^{\prime}
$$

where $q^{\prime}=q-\sum_{j \in J \cap L} c_{j}$.
Thus, the equation system of the posterior model reads

$$
\left\{\begin{array}{cc}
x_{0}=0 &  \tag{3.7}\\
x_{j}=c_{j} & \left(j \in L-J^{\prime}\right) \\
x_{j_{h}}+x_{m+h}=c_{j_{h}} & \left(j_{h} \in J^{\prime} \cap L\right) \\
\sum_{j \in M-J^{\prime}} g_{i j} x_{j}+\sum_{j_{h_{n} \in J^{\prime} \cap M} g_{i j_{h}}\left(x_{j_{h}}+x_{m+h}\right)=w_{i}} & (i=1, \ldots, n) \\
\sum_{j \in J \cap M} x_{j}+\sum_{h=1, \ldots, p, p} x_{j_{h}}+x_{m+p+1}=q^{\prime} &
\end{array}\right.
$$

At this point, in order to get a normal form of the posterior model, we need a reduced form of system (3.7), that is, to find its determined variables and its redundant equations. Preliminarily, note that $x_{0}$ is a null variable of system (3.7) and that each $x_{j}, j \in L-J^{\prime}$, is a nonnull determined variable of system (3.7). Moreover, for each $j_{h} \in J^{\prime} \cap L$, the variables $x_{j_{h}}$ and $x_{m+h}$ appear only in the equation $x_{j_{h}}+x_{m+h}=c_{j_{h}}$ and are undetermined since the feasibility range for both is [ $\left.0, c_{j_{h}}\right]$. Let us consider the remaining variables and their equation system

$$
\left\{\begin{array}{l}
\sum_{j \in M-J^{\prime}} g_{i j} x_{j}+\sum_{j_{h} \in J^{\prime} \cap M} g_{i j_{h}}\left(x_{j_{h}}+x_{m+h}\right)=w_{i} \quad(i=1, \ldots, n)  \tag{3.8}\\
\quad \sum_{j \in J \cap M} x_{j}+\sum_{h=1, \ldots, \ldots p} x_{j_{h}}+x_{m+p+1}=q^{\prime}
\end{array}\right.
$$

Finding a determined variable or a redundant equation in system (3.8) can be done using linearprogramming methods. We can do better by exploiting Corollaries 2.3 and 2.4. Thus, if we first find the set of null variables of system (3.8) using a standard linear-programming algorithm, then we can decide in cubic time if a nonnull variable in equation system (3.8) is determined or if an equation in equation system (3.8) is redundant. Indeed, the search for null variables can be restricted to the variables corresponding to categories for which the summary table gives a zero total; analogously, the search for nonnull determined variables can be restricted to the variables corresponding to categories for which the summary table gives a nonzero total. Suppose that we have already found a reduced form of system (3.8), say

$$
\left\{\begin{array}{cl}
x_{j}=0 & \left(j \in Z^{\prime}\right)  \tag{3.9}\\
x_{j}=c_{j} & \left(j \in L^{\prime}\right) \\
\mathbf{G}^{\prime} \mathbf{x}^{\prime}=\mathbf{w}^{\prime} &
\end{array}\right.
$$

Finally, we are in a position to get a normal form of the posterior model. Its equation system is obtained by combining system (3.7) and system (3.9):

$$
\left\{\begin{array}{cc}
x_{0}=0 & \\
x_{j}=c_{j} & \left(j \in\left(L-J^{\prime}\right) \cup L^{\prime}\right) \\
x_{j_{h}+x_{m+h}=c_{j_{h}}} & \left(j_{h} \in J^{\prime} \cap L\right) \\
\mathbf{G}^{\prime} \mathbf{x}^{\prime}=\mathbf{w}^{\prime} &
\end{array}\right.
$$

where the variable $x_{0}$ has now associated the category

$$
\left(\cup_{j \in Z^{\prime}} X_{j}\right) \cup X_{0} .
$$

Example 3.2 (continued). Consider again the posterior model constructed when the sum-query $Q_{5}$ is processed.
$\left.\begin{array}{|l} \\ \left\{\begin{array}{c}x_{1}+x_{2}=24 \\ x_{2}+x_{3}+x_{5}=18 \\ x_{1}+x_{3}+x_{4}=29 \\ x_{4}+x_{6}=6.5 \\ x_{5}+x_{6}=1.5\end{array}\right. \\ \\ X_{1}=\{(\mathrm{M}, \text { young })\} \\ X_{4}=\{(\mathrm{F}, \text { young })\} \\ X_{2}=\{(\mathrm{M}, \text { middle })\} X_{3}=\{(\mathrm{M}, \text { old })\}\end{array}\right\}$

Since $X_{6}$ is the only category for which the summary table on SALARY gives a zero total, the only candidate for a null variable is the variable $x_{6}$. Using the simplex method, we find that the maximum value of $x_{6}$ is 1.5 so that $x_{6}$ is not a null variable. At this point, the nonnull determined variables are found by exploiting Corollary 2.3. The variables that are candidates for nonnull determined variables are $x_{1}, \ldots, x_{5}$, and one finds that the only determined variables are $x_{1}$ and $x_{2}$ with values 15 and 9 , respectively. For example, the characteristic vector

$$
\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 0
\end{array}\right]
$$

of the singleton $\{1\}$ can be written as a linear combination of the rows of the coefficient matrix of the equation system above

$$
\left\lceil\left[\left.\begin{array}{llllll}
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 1 & 0
\end{array} \right\rvert\,\right.\right.
$$

with coefficients equal to $\frac{1}{2}$ for the odd rows and $-\frac{1}{2}$ for the even rows. So, $x_{1}$ is determined with value $\frac{1}{2}(24-18+29-6.5+1.5)=15$.
After deleting the two determined variables and adding the two equations $x_{1}=15$ and $x_{2}=9$, we obtain the following equation system

$$
\begin{aligned}
& \left\{\begin{array}{c}
x_{1}=15, x_{2}=9 \\
x_{3}+x_{5}=9 \\
x_{3}+x_{4}=14 \\
x_{4}+x_{6}=6.5 \\
x_{5}+x_{6}=1.5
\end{array}\right.
\end{aligned}
$$

At this point, the redundant equations are found by exploiting Corollary 2.4. If the equation $x_{3}+x_{5}$ $=9$ is first examined, then it comes out to be redundant and none of the remaining equations is redundant. Explicitly, for the left-hand side and the right-hand side of the equation $x_{3}+x_{5}=9$ one has

$$
\begin{aligned}
x_{3}+x_{5} & =\left(x_{3}+x_{4}\right)-\left(x_{4}+x_{6}\right)+\left(x_{5}+x_{6}\right) \\
9 & =(14)-(6.5)+(1.5)
\end{aligned}
$$

Thus, we have obtained the following reduced form of the equation system of the posterior model:

$$
\left\{\begin{array}{c}
x_{1}=15, x_{2}=9 \\
x_{3}+x_{4}=14 \\
x_{4}+x_{6}=6.5 \\
x_{5}+x_{6}=1.5
\end{array}\right.
$$

Since there are no null variables, this is also the equation system of the normal form of the posterior model.

## Chapter 4

## Finding The Invariant Edges In An Edge Weighted Graph

### 4.1. Introduction

We saw in Section 2.2 and in the Answering Procedure given in Section 3.5, that testing the evaluability of a query needs to resort to the linear-programming methods only to solve the following two problems:
(P1) given the equation system of an arbitrary information model, find the set of its null variables;
(P2) given the equation system of an information model in normal form, find the feasibility range for a given sum of variables.

However, some special instances of those problems can be very efficiently solved. For example, if the information model represents a "decomposable" set of marginals of an unknown multidimensional table, then the feasibility range for a single variable (corresponding to a cell entry) can be computed using closed formulas [20]. Also we see that the problem
(P3) given the dictionary matrix $H$ and a nonempty subset $A$ of column of $H$ find a nonempty algebraic subset of $A$
is an $N P$-Complete problem. We will see in the next three Chapters that the three problems can be efficiently solved for a graphical information model, that is, for an information model where the dictionary matrix $\mathbf{H}$ can be viewed as the incidence matrix of a graph $G$. Note that this is the case whenever the information model represents the contents of internal and marginal cells of a (possibly incomplete) two-dimensional table (see Section 4.6 and Example 4.3).

Also it is possible to chose a set $\mathbf{V}=\left\{\mathbf{q}_{1}, \mathbf{q}_{2}, \ldots, \mathbf{q}_{n}\right\}$ of materialised views such that the dictionary matrix of $\mathbf{V}$ is the incidence matrix of a graph $G$.
The choice of such $\mathbf{V}$ can be possible by limiting the amount of overlapping between the targets of the views in $\mathbf{V}$. Let $S$ be the set of categorical variables of $\mathbf{V}$. Let $V_{j}$ be the extension of the target of the query $\mathbf{q}_{j}$ to $S$. Let $\boldsymbol{X}=\left\{X_{1}, \ldots, X_{m}\right\}$ be the classification system of $\mathbf{V}$. If $P$ is a subset of $\{1, \ldots, n\}$ then we say that the set $\left\{V_{1}, \ldots, V_{n}\right\}$ has overlapping of order $r$ if for any $P$ such that $|P|>\mathrm{r}$ we have $\cap_{i \in P} V_{i}=\varnothing$. Suppose the set $\left\{V_{1}, \ldots, V_{n-1}\right\}$ has an overlapping of order $r$ and suppose that we want to add query (or view) $\mathbf{q}_{n}$ to $\mathbf{V}$. Then to enforce that $\left\{V_{1}, \ldots, V_{n}\right\}$ has overlapping of order $r$, simply check that for all subsets $P$ of $\{1, \ldots, n\}$ with $|P|>r$, we have $\cap_{i \in P} V_{i}=\varnothing$. If this not the case we discard $\mathbf{q}_{n}$. Now if we take $r=2$, then the dictionary matrix $\mathbf{H}$ of $\mathbf{V}$ is the incidence matrix of a graph where loops are allowed.
Finally suppose the set $\left\{V_{1}, \ldots, V_{n-1}\right\}$ has an overlapping of order two. Let $\mathbf{H}$ be the dictionary matrix of $\mathbf{V}$. Then $\mathbf{H}$ is the node-edge incidence matrix of a graph $G$ where loops are allowed. Given a new query $\mathbf{q}_{n}$ to ensure that $\left\{V_{1}, \ldots, V_{n}\right\}$ has an overlapping of order two simply check that $V_{n}$ has a non empty intersection only with element $X_{j}$ where $j$ is a loop of $G$. This can be done by checking that $V_{n} \cap X_{j}$ is empty for all $j$ where $j$ is not a loop of $G$.

Example. A given database consists in a relation R that reports the sales of products and country. The schema of R in this example is $\{$ sales, product, country \} where sales is the response variable of nonnegative real type. Suppose we have the following materialised views

```
q}\mp@subsup{\mathbf{q}}{1}{:}\mathrm{ select sum (sales)
    from R
    where product in ("wine" ,"beer")
q( select sum (sales)
    from R
    where product in ("wine" ,"liquor")
q}\mp@subsup{\mathbf{3}}{3}{:}\mathrm{ select sum (sales)
    from R
    where product ="wine" and country ="Italy"
q4: select sum (sales)
    from R
    where product in ("beer" ,"liquor")
```

and let $\left\{V_{1}, V_{2}, V_{3}, V_{4}\right\}$ be the target of each query. The set $\left\{V_{1}, V_{2}, V_{3}\right\}$ has an overlapping of order three since $V_{1} \cap V_{2} \cap V_{3} \neq \varnothing$. On the other hand $\left\{V_{1}, V_{2}, V_{4}\right\}$ has an overlapping of order two and its dictionary matrix is the incidence matrix of a graph.

As of problem (P1) if $G$ is bipartite, then Gusfield [27] proved that, given a nonnegative solution of system (1.1), the set of null variables can be found in strongly linear time [27]. In this Chapter we will prove that the same holds for an arbitrary graph. We also see that the problem of finding all the determined variables of system (1.1) can be solved in time linear in the size of system (1.1). Finally in section 4.7, we also solve problem P1 in the case that the variables of system $(1,1)$ take their values from a commutative (abelian) group.
As for the problem P2, we will prove in the Chapter 5 that can be efficiently solved if the information model is graphical. Finally problem P3 is solved when $\mathbf{H}$ is the incidence matrix of a graph in Chapter 6.

Let $G=(V, E)$ be a graph without isolated vertices (where self-loops and parallel edges may exist), and let $\boldsymbol{w}=(w(e))_{e \in E}$ be a vector of nonnegative reals. The pair $\Gamma=(G, \boldsymbol{w})$ is referred to as an edge-weighted graph (an EWG, for short). Let A be the incidence matrix of $G$ and let $\boldsymbol{b}=(b(v))_{v \in V}$ be the vector of nonnegative reals such that, for each vertex $v$ of $G, b(v)$ equals the sum of the weights of the edges incident to $v$. Consider the following system of linear equations

$$
\begin{equation*}
\mathbf{A} \boldsymbol{x}=\boldsymbol{b} \tag{4.1}
\end{equation*}
$$

For every edge $e$ of $G$, let $L[x(e)]$ and $U[x(e)]$ denote the minimum and the maximum of the variable $x(e)$ over the nonnegative solutions of equation system (4.1), respectively. An edge $e$ of $G$ is an invariant edge of $\Gamma$ if $L[x(e)]=U[x(e)]$. Thus, an edge $e$ of $G$ is an invariant edge of $\Gamma$ if and only if $x(e)=w(e)$ for every nonnegative solution of equation system (4.1). The following two examples show two EWGs which have all and no invariant edges, respectively.

Example 4.1. Consider the EWG $\Gamma=(G, \boldsymbol{w})$ shown in Figure 4.1 where $\alpha, \beta$ and $\gamma$ are any positive reals. By making use of standard algebraic methods, one finds there is no nonnegative solution of equation system (4.1) other than $\boldsymbol{w}$. Therefore, each edge of $G$ is an invariant edge of $\Gamma$.
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Example 4.2. Consider the EWG $\Gamma=(G, \boldsymbol{w})$ shown in Figure 4.2.
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The general expression of a nonnegative solution of equation system (4.1) is

$$
x(1,1)=1-2 \lambda \quad x(1,2)=x(1,3)=\lambda \quad x(2,3)=1-\lambda
$$

where the parameter $\lambda$ ranges from 0 to $1 / 2$. Therefore, one has

$$
\begin{array}{ll}
L[x(1,1)]=0 & U[x(1,1)]=1 \\
L[x(1,2)]=L[x(1,3)]=0 & U[x(1,2)]=U[x(1,3)]=1 / 2 \\
L[x(2,3)]=1 / 2 & U[x(2,3)]=1
\end{array}
$$

and, hence, no edge of $G$ is an invariant edge of $\Gamma$.
The problem addressed in this Chapter consists in finding the set of invariant edges of an arbitrary EWG. The following obvious fact allows us to limit our considerations to EWGs with underlying simple graphs (i.e., graphs without parallel edges).

Fact 4.1. Let $\Gamma=(G, \boldsymbol{w})$ be an EWG where $G=(V, E)$ is a nonsimple graph. Let $S$ be a set of two or more parallel edges and let $e_{\mathrm{O}}$ be an arbitrarily chosen element of $S$. Let $G^{\prime}=\left(V, E^{\prime}\right)$ be the graph with edge set $E^{\prime}=(E-S) \cup\left\{e_{0}\right\}$. Consider the EWG $\Gamma^{\prime}=\left(G^{\prime}, \boldsymbol{w}^{\prime}\right)$ where $\boldsymbol{w}^{\prime}$ is defined as follows

$$
w^{\prime}(e)=\left\{\begin{array}{cc}
w(e) & e \notin S \\
\sum_{e^{\prime} \in S} w\left(e^{\prime}\right) & e=e_{0}
\end{array}\right.
$$

Then, an edge not in $S$ is an invariant edge of $\Gamma$ if and only if it is an invariant edge of $\Gamma^{\prime}$, and an edge in $S$ is an invariant edge of $\Gamma$ if and only if $w^{\prime}\left(e_{0}\right)=0$ and $e_{\mathrm{O}}$ is an invariant edge of $\Gamma^{\prime}$.

Here we present a linear-time algorithm which finds the set of invariant edges of an arbitrary EWG.

### 4.2. Background

Let $G=(V, E)$ be a simple graph with vertex-edge incidence matrix $\mathbf{A}$. For any vector $\boldsymbol{x}=$ $(x(e))_{e \in E}$, the support of $\boldsymbol{x}$ is the set $S=\{e \in E: x(e) \neq 0\}$, and the signed support of $\boldsymbol{x}$ is the ordered set pair $\left(S^{+}, S^{-}\right)$, where $S^{+}=\{e \in E: x(e)>0\}$ and $S^{-}=\{e \in E: x(e)<0\}$; moreover, the set $E-S$ is called the zero set of $\boldsymbol{x}$. The non-zero solutions of the homogeneous equation system $\mathbf{A} \boldsymbol{y}=\mathbf{0}$ are referred to as circulations in $G$ and the linear space of the solutions of the homogeneous equation system A $\boldsymbol{y}=\mathbf{0}$ is referred to as the circulation space. Thus, a nonempty subset $S$ of $E$ corresponds to a set of columns of $\mathbf{A}$ that are linearly dependent (over the field of reals) if and only if $S$ contains the support of a circulation in $G$. A minimal circulation in $G$ is a circulation in $G$ with inclusionminimal support. The following is a well-known result of linear algebra.

Proposition 4.1 (e.g., see page 107 in [6]). Let $S$ and ( $S^{+}, S^{-}$) be the support and the signed support of a circulation in $G$, respectively. For each edge $e$ in $S$, there is a minimal circulation in $G$ with support $C$ and signed support $\left(C^{+}, C^{\llcorner }\right)$such that $e$ is in $C, C^{+} \subseteq S^{+}$and $C^{-} \subseteq S^{-}$.

The set of supports of minimal circulations in $G$ can be viewed as the family of circuits of a matroid [60], we denote by $\mathcal{M}(G)$, whose rank (i.e., the rank of $\mathbf{A}$ ) is given by $|V|-q$ where $q$ is the number of connected components of $G$ that are bipartite (in that they contain no odd cycles) (see Theorem 1, page 421 in [19], or [57]). Explicitly, a subset of $E$ is a circuit of $\boldsymbol{\mathcal { M }}(G)$ if and only if it is the edge set of either an even simple cycle or a pair of two edge-disjoint odd simple cycles that either have exactly one vertex in common or are vertex-disjoint and are connected by a simple path (see Figure 4.3) [15].
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Let $Z$ be a (proper or improper) subset of $E$. We say that a circuit of $\mathcal{M}(G)$ is $Z$-traversable if it is the support of a (minimal) circulation whose signed support $\left(C^{+}, C^{-}\right)$is such that $Z \cap C^{-}=\varnothing$.

Consider now the vectors that are linear combinations of rows of $\mathbf{A}$. The inclusion-minimal supports of these vectors are the co-circuits of $\mathcal{M}(G)$; that is, they are minimal edge sets whose removal decreases the rank of $\boldsymbol{\mathcal { M }}(G)$ [60]. Moreover, an edge $e$ of $G$ is a co-loop of $\mathcal{M}(G)$ if the singleton $\{e\}$ is a co-circuit of $\mathcal{M}(G)$. In other words, an edge $e$ of $G$ is a co-loop of $\mathcal{M}(G)$ if and
only if the incidence vector of $\{e\}$ is a linear combination of rows of $\mathbf{A}$ or, equivalently, if and only if $e$ is not in any circuit of $\boldsymbol{\mathcal { M }}(G)$ [60].

### 4.3. Invariant Edges

In this section, we state a few characteristic properties of invariant edges of an arbitrary EWG which will be used later on. We need some preliminary definitions and results.
Let $\Gamma=(G, \boldsymbol{w})$ be an EWG with $G=(V, E)$ and let $Z$ be the zero set of $\boldsymbol{w}$. A circulation in $G$ with signed support $\left(S^{+}, S^{-}\right)$is said to be legal in $\Gamma$ if $Z \cap S^{-}=\emptyset$. Accordingly, a circuit of $\mathcal{M}(G)$ is $Z$ traversable if and only if it is the support of a (minimal) circulation in $G$ which is legal in $\Gamma$. It should be noted that, if the weights of the edges of $G$ are all positive, then $Z$ is empty so that each circulation in $G$ is legal in $\Gamma$.

Theorem 4.1. Let $\Gamma=(G, \boldsymbol{w})$ be an EWG. An edge of $G$ is not an invariant edge of $\Gamma$ if and only if it belongs to the support of a circulation in $G$ which is legal in $\Gamma$.
Proof. ("only if") Let $e$ be an edge of $G$ that is not an invariant edge of $\Gamma$. Then, there exists a nonnegative solution $\boldsymbol{x}$ of eq. (1) with $x(e) \neq w(e)$. The vector $\boldsymbol{y}=\boldsymbol{x}-\boldsymbol{w}$ is then a circulation in $G$. Let $S$ and $\left(S^{+}, S^{-}\right)$be the support and the signed support of $\boldsymbol{y}$, respectively, and let $Z$ be the zero set of $\boldsymbol{w}$. Then $e$ is in $S$ and, since $y\left(e^{\prime}\right)=x\left(e^{\prime}\right) \geq 0$ for each $e^{\prime}$ in $Z$, one has $Z \cap S^{-}=\emptyset$; that is, $e$ belongs to the support of a circulation which is legal in $\Gamma$.
("if") Let $\boldsymbol{y}$ be a legal circulation with support $S$ and signed support ( $S^{+}, S^{-}$), and let $e$ be in $S$. Consider the solution $\boldsymbol{x}=\boldsymbol{w}+\boldsymbol{y}$ of equation system (1). If $\boldsymbol{x}$ is nonnegative everywhere, then the statement follows from the fact that $e$ in $S$ which implies $x(e) \neq w(e)$. Otherwise, let

$$
S^{\prime}=\left\{e^{\prime}: x\left(e^{\prime}\right)<0\right\} \quad \text { and } \quad \lambda=\min \left\{-w\left(e^{\prime}\right) / y\left(e^{\prime}\right): e^{\prime} \in S^{\prime}\right\}
$$

Since $S^{\prime}$ is a subset of $S^{-}$and $\boldsymbol{y}$ is a legal circulation, $\lambda$ is positive. Then the vector $\boldsymbol{y}^{\prime}=\lambda \boldsymbol{y}$ is a circulation in $G$ having the same support and the same signed support as $\boldsymbol{y}$. Consider the solution $\boldsymbol{x}^{\prime}$ $=\boldsymbol{w}^{+} \boldsymbol{y}^{\prime}$ of equation system (1). It is easily seen that $\boldsymbol{x}^{\prime}$ is nonnegative everywhere since, for each $e^{\prime}$ not in $S^{\prime}$, then one has trivially $x^{\prime}\left(e^{\prime}\right) \geq 0$ and, for each $e^{\prime}$ in $S^{\prime}$, one has

$$
x^{\prime}\left(e^{\prime}\right)=w\left(e^{\prime}\right)+\lambda y\left(e^{\prime}\right)=-y\left(e^{\prime}\right)\left(-w\left(e^{\prime}\right) / y\left(e^{\prime}\right)-\lambda\right) \geq 0 .
$$

Finally, since $e$ is in the support $S$ of $y$, one has

$$
x^{\prime}(e)=w(e)+\lambda y(e) \neq w(e),
$$

which proves the statement.
Theorem 4.2. Let $\Gamma=(G, \boldsymbol{w})$ be an EWG and let $Z$ be the zero set of $\boldsymbol{w}$. An edge of $G$ is not an invariant edge of $\Gamma$ if and only if it belongs to some $Z$-traversable circuit of $\mathcal{M}(G)$.
Proof. ("if") It follows from the "if" part of Theorem 4.1.
("only if") If $e$ is not an invariant edge of $\Gamma$, then by the "only-if" part of Theorem 4.1 there is a circulation in $G$ with support $S$ and signed support $\left(S^{+}, S^{-}\right)$such that $e$ is in $S$ and $Z \cap S^{-}=\emptyset$. But, by Proposition 4.1, there is a minimal circulation in $G$ such that its support contains $e$ and its signed support ( $C^{+}, C^{-}$) is such that $C^{\llcorner } \subseteq S^{\llcorner }$. Therefore, one has $Z \cap C^{-} \subseteq Z \cap S^{-}=\emptyset$ which proves the statement.

Example 4.1 (continued). The zero set of $\boldsymbol{w}$ is $Z=\{(2,3),(2,5),(4,5)\}$. The minimal circulations in $G$ are summarized in Figure 4.4 by taking $\lambda$ to be any nonzero real. So, $\boldsymbol{\mathcal { N }}(G)$ contains one circuit which is not $Z$-traversable. By Theorem 4.2, each edge of $G$ is an invariant edge of $\Gamma$.
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Example 4.2 (continued). The zero set of $\boldsymbol{w}$ is $Z=\{(1,2),(1,3)\}$. The minimal circulations in $G$ are summarized in Figure 4.5 by taking $\lambda$ to be any nonzero real. So, $\boldsymbol{\mathcal { M }}(G)$ contains one circuit which is $Z$-traversable. By Theorem 4.2, no edge of $G$ is an invariant edge of $\Gamma$.


Figure 4.5

Note that, if the zero set $Z$ of $\boldsymbol{w}$ is empty then, by Theorem 4.2, an edge of $G$ is an invariant edge of $\Gamma$ if and only if it is not in any circuit of $\mathcal{M}(G)$, that is, if and only if it is a co-loop of $\boldsymbol{\mathcal { M }}(G)$. We now prove that the same holds in a more general case. In what follows, by the kernel of $\Gamma$ [45] we mean the intersection of $Z$ with the set of invariant edges of $\Gamma$.

Lemma 4.1. Let $\Gamma=(G, \boldsymbol{w})$ be an EWG whose kernel is empty. An edge of $G$ is an invariant edge of $\Gamma$ if and only if it is a co-loop of $\boldsymbol{\mathcal { M }}(G)$.
Proof. ("if") If an edge of $G$ is a co-loop of $\boldsymbol{\mathcal { M }}(G)$, then it is an invariant edge of $\Gamma$ by the "only-if" part of Theorem 4.2.
("only if") Let $e$ be an invariant edge of $\Gamma$. Suppose by contradiction that $e$ is in some circuit of $\boldsymbol{\mathcal { M }}(G)$. Then, as is shown below, $e$ should belong to the support of a legal circulation in $\Gamma$ which contradicts Theorem 4.1. To show that, suppose that $e$ is in the circuit $C_{\mathrm{O}}$ of $\mathcal{M}(G)$. By the "only-if" part of Theorem 4.2, $C_{\mathrm{O}}$ cannot be $Z$-traversable, where $Z$ is the zero set of $\boldsymbol{w}$. Thus, if $\boldsymbol{c}_{\mathrm{O}}$ is any minimal circulation in $G$ with support $C_{\mathrm{o}}$ and signed support ( $C_{\mathrm{o}}{ }^{+}, C_{\mathrm{o}}{ }^{-}$), one has $Z \cap C_{\mathrm{o}}{ }^{-} \neq \emptyset$. Let $Z \cap C_{0}{ }^{-}=\left\{e_{1}, \ldots, e_{p}\right\}$. Since the kernel of $\Gamma$ is empty, no edge in $Z$ is an invariant edge of $\Gamma$. Then, by the "only-if" part of Theorem 4.1, for each $e_{i}, 1 \leq i \leq p$, there is a legal circulation $\boldsymbol{y}_{i}$ of $\Gamma$ such that, if $S_{i}$ is the support of $\boldsymbol{y}_{i}, e_{i}$ is in $S_{i}$; moreover, if $\left(S_{i}^{+}, S_{i}^{-}\right)$is the signed support of $\boldsymbol{y}_{i}$, then $y_{i}\left(e_{i}\right)>0$ since $Z \cap S_{i}^{-}=\emptyset$. Consider now the circulation

$$
\boldsymbol{c}_{i}=\left[-c_{0}\left(e_{i}\right) / y_{i}\left(e_{i}\right)\right] \boldsymbol{y}_{i}
$$

Since $c_{\mathrm{O}}\left(e_{i}\right)<0$ (recall that $e_{i} \in C_{\mathrm{O}}{ }^{-}$) and $y_{i}\left(e_{i}\right)>0, c_{i}$ has the same support and the signed support as $\boldsymbol{y}_{i}$, and hence is legal in $\Gamma$. Let

$$
\boldsymbol{y}=\boldsymbol{c}_{\mathrm{O}}+\sum_{i=1, \ldots, p} c_{i}
$$

Since the circulation space of $\mathbf{A}$ is a linear space, $\boldsymbol{y}$ is still a circulation in $G$. Let $S$ and $\left(S^{+}, S^{-}\right)$be the support and signed support of $\boldsymbol{y}$, respectively. Finally, we now prove that ( $i$ ) $e$ is in $S$, and (ii) the circulation $\boldsymbol{y}$ is legal in $\Gamma$.

Proof of $(i)$. Since $e$ is an invariant edge of $\Gamma$, by the "if" part of Theorem 4.2, $e$ is in the support of none of the legal circulations $c_{i}$ so that $c_{i}(e)=0$ for each $i, 1 \leq i \leq p$. Therefore, $y(e)=c_{0}(e)$ and, since $e$ is in $C_{\mathrm{O}}$, one has that $e$ is also in $S$.

Proof of (ii). In order to prove that the intersection of $Z$ with $S^{-}$is empty, we separately examine the edges $e_{1}, \ldots, e_{p}$ in $Z \cap C_{0^{-}}$and the edges in $Z-C_{0}{ }^{-}$. For each $i$ and $j, 1 \leq i, j \leq p, c_{j}\left(e_{i}\right) \geq 0$ since $Z \cap S_{j}^{-}=\emptyset$. Moreover, for each $i, 1 \leq i \leq p$, one has

$$
c_{i}\left(e_{i}\right)=-c_{0}\left(e_{i}\right)
$$

and hence

$$
y\left(e_{i}\right)=c_{0}\left(e_{i}\right)+c_{i}\left(e_{i}\right)+\sum_{j \neq i} c_{j}\left(e_{i}\right)=\sum_{j \neq i} c_{j}\left(e_{i}\right) \geq 0 .
$$

Therefore, each $e_{i}$ is not in $S^{-}$.
We now consider the edges in $Z-C_{0}{ }^{-}$. If $e^{\prime}$ is such an edge, then $c_{0}\left(e^{\prime}\right) \geq 0$. Moreover, since $Z \cap S_{i}{ }^{-}$ $=\emptyset, 1 \leq i \leq p$, one has $c_{i}\left(e^{\prime}\right) \geq 0$. Therefore

$$
y\left(e^{\prime}\right)=c_{0}\left(e^{\prime}\right)+\sum_{i=1, \ldots, p} c_{i}\left(e^{\prime}\right) \geq 0
$$

and, hence, $e^{\prime}$ is not in $S^{-}$.
After proving ( $i$ ) and (ii), by the "if" part of Theorem 4.1 one has that $e$ is not an invariant edge of $\Gamma$ (contradiction).

As a consequence of Lemma 4.1, we obtain the following characterization of invariant edges of an EWG.

Theorem 4.3. Let $\Gamma=(G, \boldsymbol{w})$ be an EWG with kernel $K$. The set of invariant edges of $\Gamma$ is the union of $K$ with the set of co-loops of $\boldsymbol{\mathcal { M }}(G-K)$.
Proof. Let $\Gamma^{\prime}=\left(G^{\prime}, \boldsymbol{w}^{\prime}\right)$ where $G^{\prime}=G-K$, and let $\boldsymbol{w}^{\prime}$ be the restriction of $\boldsymbol{w}$ to the edge set of $G^{\prime}$. It is clear that an edge of $G$ is an invariant edge of $\Gamma$ if and only if it either is in $K$ or it is an invariant edge of $\Gamma^{\prime}$. On the other hand, the kernel of $\Gamma^{\prime}$ is empty so that, by Lemma 4.1, the invariant edges of $\Gamma^{\prime}$ are exactly the co-loops of $\boldsymbol{\mathcal { M }}\left(G^{\prime}\right)$.

By Theorem 4.3, the set of invariant edges of $\Gamma=(G, \boldsymbol{w})$ can be found by first determining the kernel $K$ of $\Gamma$ and, then, the set of co-loops of $\boldsymbol{\mathcal { M }}(G-K)$. We shall solve the problem of the kernel of an EWG in Section 4.5 and, in the next section, we shall give a linear algorithm for finding the set of co-loops of the matroid on a graph.

### 4.4. Finding The Co-Loop Set

Let $G=(V, E)$ be a simple graph. Bearing in mind that a subset of $E$ is a co-circuit of $\mathcal{M}(G)$ if and only if it is a minimal edge set whose removal decreases the rank of $\boldsymbol{\mathcal { M }}(G)$, one easily obtains the following

Proposition 4.2 [15]. An edge of $G$ is a co-loop of $\boldsymbol{\mathcal { N }}(G)$ if and only if its removal creates one more bipartite connected component.

Let $e$ be a co-loop of $\mathcal{M}(G)$. The graph $G-e$ has or has not one more connected component than $G$. By Proposition 4.2, in the former case $e$ must be a bridge, we call an algebraic bridge of $G$, and in the latter case, as is shown below, $e$ is an odd edge, by which we mean that $e$ is common to all odd cycles of $G$.

Lemma 4.2. An edge of a simple graph $G$ is a co-loop of $\boldsymbol{\mathcal { M }}(G)$ if and only if it is either an algebraic bridge or an odd edge.
Proof. The statement is trivial if the graph is bipartite since, by Proposition 4.2, each co-loop of $\boldsymbol{\mathcal { M }}(G)$ is a bridge and vice versa. Consider now a graph $G$ which is not bipartite. Without loss of generality, we assume $G$ is connected. It is sufficient to prove that a co-loop $e$ of $\mathcal{M}(G)$ is not a bridge if and only if it is an odd edge. If $e$ is not a bridge, then, by Proposition 4.2, $G-e$ is bipartite and connected and, hence, every odd cycle of $G$ must contain $e$; that is, $e$ is an odd edge of $G$. On the other hand, if $e$ is an odd edge of $G$, then $G-e$ is connected and contains no odd cycles so that, by Proposition 4.2, $e$ is a co-loop of $\boldsymbol{\mathcal { M }}(G)$.

Example 4.1 (continued). The co-loops of $\boldsymbol{\mathcal { M }}(G)$ are the two edges missing from the even simple cycle supporting the minimal circulations shown in Figure 4.4. Both of them are odd edges.

Example 4.2 (continued). $\mathcal{M}(G)$ has no co-loops (see Figure 4.5).
Let $G=(V, E)$ be a simple graph which without loss of generality we assume to be connected. We first show that the problem of finding the set of co-loops of $\boldsymbol{\mathcal { M }}(G)$ is polynomial; next, we shall give a linear algorithm based on Lemma 4.2.
In $[39,46,49]$ an $O(|E|)$ algorithm is given to decide whether the incidence vector of a given subset of $E$ is orthogonal to the space of circulations in $G$. By applying that algorithm to each singleton, one can determine the set of co-loops of $\mathcal{M}(G)$ in $O\left(|E|^{2}\right)$ time. In the next two subsections, we give two linear algorithms for finding the algebraic bridges and the odd edges of $G$; so, by Lemma 4.2, determining the whole set of co-loops of $\mathcal{M}(G)$ requires $O(|E|)$ time.

### 4.4.1 Algebraic bridges

Let $G=(V, E)$ be a connected simple graph, and let $B$ be the set of bridges of $G$. Consider the tree $T$ $=(N, A)$ whose nodes represent the connected components of $G-B$ and whose arcs represent the bridges of $G$. A node $n$ of $T$ is marked if the corresponding connected component of $G-B$ is not bipartite. If no node of $T$ is marked, then $G$ is bipartite and the bridges of $G$ are all and the only algebraic bridges. Otherwise, there is at least one marked node of $T$; then, arbitrarily choose a marked node $r$ of $T$ and let $T_{r}$ be the directed tree obtained by rooting $T$ at $r$. For each node $n$ of $T_{r}$, $n \neq r$, let $\operatorname{par}(n)$ be the parent of $n$ in $T_{r}$. Of course, a bridge of $G$ is algebraic if and only if the (directed) $\operatorname{arc}<\operatorname{par}(n), n>$ of $T_{r}$ is such that the subtree of $T_{r}$ rooted at $n$ contains no marked nodes. Thus, in order to get the algebraic bridges of $G$, it is sufficient to perform a postorder traversal of $T_{r}$ [1]: when node $n$ is examined, $n \neq r$, if $n$ is marked then the edge of $G$ corresponding to the arc $<\operatorname{par}(n), n>$ is removed from $B$ and the vertex $\operatorname{par}(n)$ is marked if it was unmarked. So, the ultimate
value of $B$ is exactly the set of algebraic edges of $G$. Now, since the construction of $T$ and $B$ and the postorder traversal of $T_{r}$ require $O(|E|)$ time, we have

Theorem 4.4. The set of algebraic bridges of a connected simple graph can be found in time linear in the number of its edges.

### 4.4.2 Odd edges

Let $G=(V, E)$ be a connected simple graph. Trivially, if $G$ is bipartite, then $G$ contains no odd edges. In the case that $G$ is not bipartite, we shall show that the set of odd edges of $G$ can be found in $O(|E|)$. To achieve this, we need the following technical lemmas, the first two of which refer to general properties of the symmetric difference $(\oplus)$ of cycles.

Lemma 4.3 (see, e.g., [2]). The symmetric difference of two distinct nondisjoint cycles is a set of edge-disjoint cycles.

Lemma 4.4. If the symmetric difference of two or more cycles contains an odd number of edges, then the number of such cycles having odd lengths is odd.
Proof. It easily follows from the fact that, for every two sets $C$ and $C^{\prime},\left|C \oplus C^{\prime}\right|$ is odd if and only if $|C|$ and $\left|C^{\prime}\right|$ have different parities.

Let $T$ be the edge set of a spanning tree of $G$. For each back-edge $e$ (i.e., $e$ not in $T$ ), the set $T \cup\{e\}$ contains exactly one simple cycle; such simple cycles, one for each back-edge, are called the fundamental cycles of $G$ with respect to $T$ [54].

Lemma 4.5 (see, e.g., page 251 in [2]). Let $T$ be the edge set of a spanning tree of a simple graph $G$. Every cycle of $G$ can be expressed as symmetric difference of fundamental cycles of $G$ with respect to $T$.

Lemma 4.6. Let $G$ be a nonbipartite connected simple graph, and $T$ a spanning tree of $G$. An edge of $G$ is an odd edge of $G$ if and only if it is in all odd fundamental cycles with respect to $T$ and in no even fundamental cycle with respect to $T$.
Proof. ("if") Let $e$ be an edge of $G$ that is in all odd fundamental cycles with respect to $T$ and in no even fundamental cycle with respect to $T$. Let $C$ be any odd cycle. By Lemma 4.5, $C$ can be expressed as symmetric difference of fundamental cycles with respect to $T$ and, by Lemma 4.4, the number of odd fundamental cycles in its expression is odd so that, since $e$ is in all of them and in no even fundamental cycle with respect to $T, e$ belongs to $C$.
("only if") Let $e$ be an odd edge of $G$. Of course $e$ is in all odd fundamental cycles with respect to $T$. Suppose by contradiction there is an even fundamental cycle $C^{\prime}$ with respect to $T$ that contains $e$. Let $C$ be an odd cycle containing $e$. By Lemma 4.3, $C \oplus C^{\prime}$ contains an odd cycle, say $C^{\prime \prime}$, because the lengths of $C$ and $C^{\prime}$ have different parities. So, since $e$ is in both $C$ and $C^{\prime}, e$ is not in $C^{\prime \prime}$ which contradicts the hypothesis that $e$ is in all odd cycles of $G$.

From a computational point of view, the fundamental cycles of $G$ with respect to a given spanning tree can be constructed using an $O\left(|V|^{3}\right)$ algorithm (see, e.g., Algorithm 8.10 in [54]). So, by Lemma 4.6 one can resort to that algorithm to find the set of odd edges of $G$ in $O\left(\mid V^{3}\right)$ time. However, we shall use Lemma 4.6 to work out an algorithm which runs in $O(|E|)$ time. It consists of two phases.

PHASE I. Arbitrarily choose a vertex $r$ of $G$ and perform a traversal of $G$ with the depth-first search (DFS) technique to produce

- the edge set $T$ of a directed spanning tree of $G$,
— the set $B$ of back-edges that create odd fundamental cycles of $G$ with respect to $T$,
- a vertex table which, for each vertex $v$, reports the following information items:
- the DFS number of $v$, denoted by $n(v)$;
- a label, denoted by $\operatorname{col}(v)$, which is set to 'white' or 'black' depending on whether the length of the path from $r$ to $v$ in the spanning tree is even or odd;
- if $v \neq r$, the parent of $v$, denoted by $\operatorname{par}(v)$;
- if $v \neq r$, the tree-edge $\langle\operatorname{par}(v), v\rangle$, denoted by $\operatorname{arc}(v)$.

PHASE II. First of all, join a back-edge to $O d d$ if it is the unique element of $B$. Next, in order to decide if a tree-edge $e$ can be joined to $O d d$, compute

- the number of the even fundamental cycles that contain $e$, denoted by NEC[ $e]$, and
- the number of the odd fundamental cycles that contain $e$, denoted by NOC $[e]$
as follows. For each vertex $u$, let $N(u)$ be the set of neighbours of $u$ in $G$ and let $C(u)$ be the set of children of $u$ in $T$. Then, set (see Figure 4.6)

$$
\begin{equation*}
\operatorname{NEC}[\operatorname{arc}(u)]:=\left|P_{\text {even }}(u)\right|+\sum_{v \in C(u)} \text { NEC }[\operatorname{arc}(v)]-\left|S_{\text {even }}(u)\right| . \tag{4.2}
\end{equation*}
$$

where

$$
\begin{aligned}
& \operatorname{Peven}(u)=\{v \in N(u): \operatorname{par}(u) \neq v \text { and } \operatorname{col}(v) \neq \operatorname{col}(u) \text { and } n(v)<n(u)\} \\
& S_{\text {even }}(u)=\{v \in N(u): \operatorname{par}(v) \neq u \text { and } \operatorname{col}(v) \neq \operatorname{col}(u) \text { and } n(v)>n(u)\},
\end{aligned}
$$

and

$$
\begin{equation*}
\operatorname{NOC}[\operatorname{arc}(u)]:=\left|P_{o d d}(u)\right|+\sum v \in C(u) \text { NOC }[\operatorname{arc}(v)]-\left|S_{o d d}(u)\right| . \tag{4.3}
\end{equation*}
$$

where

$$
\begin{aligned}
& P_{\text {odd }}(u)=\{v \in N(u): \operatorname{par}(u) \neq v \text { and } \operatorname{col}(v)=\operatorname{col}(u) \text { and } n(v)<n(u)\} \\
& S_{O d d}(u)=\{v \in N(u): \operatorname{par}(v) \neq u \text { and } \operatorname{col}(v)=\operatorname{col}(u) \text { and } n(v)>n(u)\} .
\end{aligned}
$$



Figure 4.6
After calculating the quantities $\mathrm{NEC}[e]$ and $\mathrm{NOC}[e]$ for each edge $e$ in $T$, determine the set of odd edges, denoted by $O d d$, as follows (see Lemma 4.6): for each edge $e$ in $T$, join $e$ to $\operatorname{Odd}$ if NEC[e] = 0 and $\mathrm{NOC}[e]=|B|$.

The following algorithm details the steps of Phase II.

## ALGORITHM 4.1

Input: A nonbipartite, connected simple graph $G=(V, E)$, a vertex $r$ of $G, T, B$ and the vertex table of $G$.

Output: The set $O d d$ of odd edges of $G$.
(1) $\quad$ Set $O d d:=\emptyset$. Set $k:=|B|$. If $k=1$, then $O d d:=O d d \cup B$. For each edge $e$ in $T$, set NEC $[e]:=\operatorname{NOC}[e]:=0$.
(2) For each child $u$ of $r$ in $T$, TRAVERSE $(G, u)$.
(3) For each edge $e$ in $T$, if $\operatorname{NEC}[e]=0$ and $\mathrm{NOC}[e]=k$ then add $e$ to $O d d$.

Procedure TRAVERSE ( $G, u$ )
For each neighbour $v$ of $u$, do:

## begin

if $v$ is a child of $u$ then do:

```
begin
TRAVERSE (G,v);
NEC[\operatorname{arc}(u)]:= NEC[arc(u)] + NEC[arc(v)];
NOC[\operatorname{arc}(u)]:= NOC[\operatorname{arc}(u)] + NOC[arc(v)]
end;
```

otherwise, if $v$ is not the parent of $u$ then do:
Case 1. if $n(v)>n(u)$ and $\operatorname{col}(v) \neq \operatorname{col}(u)$ then set $\operatorname{NEC}[\operatorname{arc}(u)]:=\mathrm{NEC}[\operatorname{arc}(u)]-1$;

Case 2. if $n(v)>n(u)$ and $\operatorname{col}(v)=\operatorname{col}(u)$ then set

$$
\mathrm{NOC}[\operatorname{arc}(u)]:=\mathrm{NOC}[\operatorname{arc}(u)]-1 ;
$$

Case 3. if $n(v)<n(u)$ and $\operatorname{col}(v) \neq \operatorname{col}(u)$ then set

$$
\mathrm{NEC}[\operatorname{arc}(u)]:=\mathrm{NEC}[\operatorname{arc}(u)]+1 ;
$$

Case 4. if $n(v)<n(u)$ and $\operatorname{col}(v)=\operatorname{col}(u)$ then set

$$
\operatorname{NOC}[\operatorname{arc}(u)]:=\operatorname{NOC}[\operatorname{arc}(u)]+1
$$

end

Theorem 4.5. Let $G$ be a nonbipartite, connected simple graph. The value of Odd computed by Algorithm 4.1 with input $G$ and vertex $r$ is exactly the set of odd edges of $G$.

Proof. It is sufficient to prove that the quantities $\mathrm{NEC}[e]$ and $\mathrm{NOC}[e]$, for each tree-edge $e$, equal the number of even fundamental cycles containing $e$ and the number of odd fundamental cycles containing $e$, respectively. The statement is proven by structural induction.

BASIS. Assume that $u$ is a leaf of $T$. Then, $u$ has no children so that, if $v$ is a neighbour of $u$ then $v$ must be an ancestor of $u$. If $v=u$ then the self-loop $(u, u)$ contributes to neither NEC[ $\operatorname{arc}(u)]$ nor $\operatorname{NOC}[\operatorname{arc}(u)]$. If $v$ is a proper ancestor of the parent of $u$, then $n(v)<n(u)$ and the back-edge $(u, v)$ correctly adds 1 to either NEC $[\operatorname{arc}(u)]$ or $\operatorname{NOC}[\operatorname{arc}(u)]$.

INDUCTIVE STEP. Let $u$ be not a leaf of $T$ and assume that statement holds for each one of the children of $u$. Thus, if $v$ is a child of $u$, then values of both NEC $[\operatorname{arc}(v)]$ and NOC $[\operatorname{arc}(v)]$ are right. It is then easily seen that, by formulae (2) and (3), the statement also holds for $u$.

From the complexity-theoretic point of view, it is easily seen that the time of Algorithm 4.1 is dominated by the time required by the DFS traversal and, hence, is $O(|E|)$. So, by Theorem 4.5 one has

Corollary 4.1. Let $G=(V, E)$ be a nonbipartite, connected simple graph. The set of odd edges of $G$ can be found in $O(|E|)$ time.

### 4.5. Finding The Kernel

Let $\Gamma=(G, \boldsymbol{w})$ be an EWG with $G=(V, E)$ and kernel $K$. If the zero set $Z$ of $\boldsymbol{w}$ is empty, then $K$ is empty too and we are done. Assume that $Z$ is not empty. If $G$ is bipartite, Gusfield [27] proved that $K$ equals the set of directed edges joining strongly connected components of the mixed graph $G(Z)$ obtained from $G$ by directing all the edges in $Z$ from one side of the bipartition to the other one so that it can be computed in time linear in the size of $G$. In this section we show that, even in the case that $G$ is not bipartite, the kernel of $\Gamma$ can be computed in time linear in the size of $G$.
With $\Gamma$ we associate a bipartite EWG $\Gamma^{\prime}=\left(G^{\prime}, \boldsymbol{w}^{\prime}\right)$ we call a bipartite EWG associated with $\Gamma$. The graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ is constructed as follows. Let $B$ be a maximal bipartite partial graph of $G$ and let $\left\{V_{1}, V_{2}\right\}$ be a bipartition of $V$ such that each edge of $B$ has one end in $V_{1}$ and the other end in $V_{2}$.

Let $\bar{V}$ be a "copy" of $V$, that is, $\bar{V} \cap V=\varnothing$ and $|\bar{V}|=|V|$. If $v$ is a vertex of $G$, then by $\bar{v}$ we denote the copy of $v$. The vertex set of $G^{\prime}$ is taken to be $V^{\prime}=V \cup \bar{V}$, and the edge set of $G^{\prime}$ is taken to be

$$
E^{\prime}=\cup_{e \in E} f(e)
$$

where $f$ is function defined on $E$ as follows:
— if $e$ is a self-loop, say $(v, v)$, then $f(e)=\{(v, \bar{v})\}$;
—if $e=(u, v)$ is an edge of $B$ then $f(e)=\{(u, v),(\bar{u}, \bar{v})\}$;

- if $e=(u, v)$ is neither a self-loop nor an edge of $B$ then $f(e)=\{(u, \bar{v}),(\bar{u}, v)\}$.

The set $f(e)$ will be referred to as the image of $e$ in $G^{\prime}$. Let $V_{1}^{\prime}=V_{1} \cup \bar{V}_{2}$ and $V_{2}^{\prime}=\bar{V}_{1} \cup V_{2}$, where $\bar{V}_{i}$ $=\left\{\bar{v}: v \in V_{i}\right\}, i=1,2$. The graph $G^{\prime}$ is bipartite and the partition $\left\{V_{1}^{\prime}, V_{2}^{\prime}\right\}$ of $V^{\prime}$ is such that each edge of $G^{\prime}$ has one end in $V_{1}^{\prime}$ and the other end in $V^{\prime}$. Furthermore, $G^{\prime}$ is connected if and only if $G$ is not bipartite. Finally, to each edge $e^{\prime}$ of $G^{\prime}$ we assign the weight $w^{\prime}\left(e^{\prime}\right)=w(e)$ where $e$ is the edge of $G$ for which $e^{\prime} \in f(e)$. Let $\mathbf{A}^{\prime}$ be the incidence matrix of $G^{\prime}$ and let $\boldsymbol{b}^{\prime}=\left(b^{\prime}\left(v^{\prime}\right)\right) v^{\prime} \in V^{\prime}$ where $b^{\prime}\left(v^{\prime}\right)$ equals the sum of the weights $w^{\prime}\left(e^{\prime}\right)$ of the edges of $G^{\prime}$ incident to $v^{\prime}$. Consider the equation system

$$
\begin{equation*}
\mathbf{A}^{\prime} x^{\prime}=b^{\prime} \tag{4.4}
\end{equation*}
$$

For every edge $e^{\prime}$ of $G^{\prime}$, let $L\left[x^{\prime}\left(e^{\prime}\right)\right]$ and $U\left[x^{\prime}\left(e^{\prime}\right)\right]$ denote the minimum and the maximum of the variable $x^{\prime}\left(e^{\prime}\right)$ over the nonnegative solutions of equation system (4.4), respectively. Moreover, for every edge $e$ of $G$, let $L[f(e)]$ and $U[f(e)]$ denote the minimum and the maximum of the expression $\sum_{e^{\prime} \in f(e)} x^{\prime}\left(e^{\prime}\right)$ over the nonnegative solutions of equation system (4.4), respectively. First of all, observe that, if $\boldsymbol{x}^{\prime}$ is a (nonnegative) solution of equation system (4.4), then a (nonnegative) solution $\boldsymbol{x}$ " of equation system (4.4) can be obtained by setting for each edge $e^{\prime}$ of $G^{\prime}$

$$
x^{\prime \prime}\left(e^{\prime}\right)=x^{\prime}\left(e^{\prime}\right) \text { if }\left\{e^{\prime}\right\} \text { is the image of a self-loop of } G
$$

and

$$
x^{\prime \prime}\left(e^{\prime}\right)=x^{\prime}\left(e^{\prime \prime}\right) \text { if }\left\{e^{\prime}, e^{\prime \prime}\right\} \text { is the image of an edge of } G \text { that is not a self-loop. }
$$

It follows that, if $\left\{e^{\prime}, e^{\prime \prime}\right\}$ is the image of an edge of $G$ that is a not a self-loop, then

$$
\begin{equation*}
L\left[x^{\prime}\left(e^{\prime}\right)\right]=L\left[x^{\prime}\left(e^{\prime \prime}\right)\right] \quad \text { and } \quad U\left[x^{\prime}\left(e^{\prime}\right)\right]=U\left[x^{\prime}\left(e^{\prime \prime}\right)\right] . \tag{4.5}
\end{equation*}
$$

Second, if $\boldsymbol{x}$ is a (nonnegative) solution of equation system (4.1), then a (nonnegative) solution $\boldsymbol{x}^{\prime}$ of equation system (4.4) can be obtained by setting for each edge $e^{\prime}$ of $G^{\prime}$

$$
x^{\prime}\left(e^{\prime}\right)=x(e) \text { where } e \text { is the edge of } G \text { whose image } f(e) \text { contains } e^{\prime} .
$$

On the other hand, if $\boldsymbol{x}^{\prime}$ is a (nonnegative) solution of equation system (4.4), then a (nonnegative) solution $\boldsymbol{x}$ of equation system (4.1) can be obtained by setting for each edge $e$ of $G$

$$
x(e)=\left[\sum e^{\prime} \in f(e) x^{\prime}\left(e^{\prime}\right)\right] /|f(e)| .
$$

Therefore, one has

$$
\begin{equation*}
L[x(e)]=(1 /|f(e)|) L[f(e)] \quad \text { and } \quad U[x(e)]=(1 /|f(e)|) U[f(e)] . \tag{4.6}
\end{equation*}
$$

Example 4.2 (continued). By choosing as maximal bipartite partial graph of $G$ the graph shown in Figure 4.7


Figure 4.7
we associate with $\Gamma$ the bipartite EWG $\Gamma^{\prime}=\left(G^{\prime}, \boldsymbol{w}^{\prime}\right)$ shown in Figure 4.8.


Figure 4.8
The general expression of a nonnegative solution of equation system (4.4) is

$$
\begin{aligned}
& x^{\prime}(1,2)=x^{\prime}(\overline{1}, \overline{3})=\mu \\
& x^{\prime}\left(1, \frac{3}{3}\right)=x^{\prime}(\overline{1}, \overline{2})=v \\
& x^{\prime}(1, \overline{1})=1-\mu-v \\
& x^{\prime}(2, \overline{3})=1-\mu \\
& x^{\prime}(\overline{2}, 3)=1-v
\end{aligned}
$$

where $\mu$ and $v$ are bounded as shown in Figure 4.9:


Figure 4.9
At this point, it is easy to check formulae (4.5) and (4.6).
We now state some technical results to relate the kernels of $\Gamma$ and $\Gamma^{\prime}$.
Lemma 4.7. Let $\Gamma=(G, \boldsymbol{w})$ be an EWG and $\Gamma^{\prime}=\left(G^{\prime}, \boldsymbol{w}^{\prime}\right)$ a bipartite EWG associated with $\Gamma$. An edge $e$ of $G$ is an invariant edge of $\Gamma$ if and only if $L[f(e)]=U[f(e)]$, where $f(e)$ is the image of $e$ in $G^{\prime}$.

Lemma 4.8. Let $\Gamma=(G, \boldsymbol{w})$ be an EWG and $\Gamma^{\prime}=\left(G^{\prime}, \boldsymbol{w}^{\prime}\right)$ a bipartite EWG associated with $\Gamma$. An edge $e$ of $G$ belongs to the kernel of $\Gamma$ if and only if its image in $G^{\prime}$ is contained in the kernel of $\Gamma^{\prime}$.

Proof. If $e$ is a self-loop of $G$ then the statement immediately follows from formula (4.6) and Lemma 4.7. We now prove the statement in the case that $e$ is not a self-loop and $f(e)=\left\{e^{\prime}, e^{\prime \prime}\right\}$.
(if) If both $e^{\prime}$ and $e^{\prime \prime}$ belongs to the kernel of $\Gamma^{\prime}$ then $x^{\prime}\left(e^{\prime}\right)=x^{\prime}\left(e^{\prime \prime}\right)=0$ for every solution $\boldsymbol{x}^{\prime}$ of equation system (4.4). Therefore, $L\left[x^{\prime}\left(e^{\prime}\right)+x^{\prime}\left(e^{\prime \prime}\right)\right]=U\left[x^{\prime}\left(e^{\prime}\right)+x^{\prime}\left(e^{\prime \prime}\right)\right]=0$ and the statement follows from formula (4.6).
(only if) If $e$ belongs to the kernel of $\Gamma$ then, by formula (4.6), one has

$$
x^{\prime}\left(e e^{\prime}\right)+x^{\prime}\left(e^{\prime \prime}\right)=0
$$

for every nonnegative solution $\boldsymbol{x}^{\prime}$ of equation system (4.4). By the nonnegativity of $\boldsymbol{x}^{\prime}, x^{\prime}\left(e^{\prime}\right)=x^{\prime}\left(e^{\prime \prime}\right)$ $=0$, which proves that both $e^{\prime}$ and $e^{\prime \prime}$ belong to the kernel of $\Gamma^{\prime}$.

Corollary 4.2. Let $\Gamma=(G, \boldsymbol{w})$ be an EWG and $\Gamma^{\prime}=\left(G^{\prime}, \boldsymbol{w}^{\prime}\right)$ a bipartite EWG associated with $\Gamma^{\prime}$. An edge of $G$ belongs to the kernel of $\Gamma$ if and only if an element of its image in $G^{\prime}$ belongs to the kernel of $\Gamma^{\prime}$.

Proof. By Lemma 4.8 and formula (4.5).
Example 4.2 (continued). The zero set of $\boldsymbol{w}^{\prime}$ is $Z^{\prime}=\{(1,2),(1,3),(\overline{1}, \overline{2}),(\overline{1}, \overline{3})\}$. The mixed graph $G^{\prime}\left(Z^{\prime}\right)$ is strongly connected (see Figure 4.10).
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So, the kernel of $\Gamma^{\prime}$ is empty. By Corollary 4.2 , the kernel of $\Gamma$ is empty.
Theorem 4.6. The kernel of an EWG can be found in time linear in the size of $G$.
Proof. Let $\Gamma=(G, \boldsymbol{w})$ be an EWG and $\Gamma^{\prime}=\left(G^{\prime}, \boldsymbol{w}^{\prime}\right)$ a bipartite EWG associated with $\Gamma$. If $G$ is bipartite, then the statement was proven by Gusfield [27]. Otherwise, since $G^{\prime}$ is bipartite, the kernel $K^{\prime}$ of $\Gamma^{\prime}$ can be found in time linear in the size of $G^{\prime}$ and, hence, of $G$. So, it is sufficient to prove that both constructing $G^{\prime}$ and determining $K$ from $K^{\prime}$ take a linear time. In order to construct $G^{\prime}$, we perform a depth-first-search traversal of $G$, which allows us to find both a maximal bipartite partial graph $B$ of $G$ and the nontree edges that create odd cycles when added to $B$. When an edge $e^{\prime}$ of $G^{\prime}$ is created, we get $e^{\prime}$ to point to the edge $e$ of $G$ for which $e^{\prime} \in f(e)$. Finally, by Corollary 4.2, the set $K$ can be obtained as follows. Initially, each edge $e$ of $G$ is unmarked. For each element $e^{\prime}$ of $K^{\prime}$, if the edge $e$ of $G$ that $e^{\prime}$ points to is unmarked, then $e$ is marked and added to $K$.

### 4.6. Security Of Statistical Data

In the security analysis of statistical data $[8,27,29,30,33,34,35,36,45,46,49]$, EWGs and, more in general, weighted hypergraphs can be used to control the amount of information that is implicitly released when statistical data are made public, in order to avoid disclosure of confidential data. We now illustrate this application by discussing a typical case. Suppose that we are given a data set $\left\{b_{i}\right.$ : $i \in I\}$, where $b_{i}$ is the value of a confidential variable $b$ of nonnegative real type (e.g., salary) for individual $i$ in the population $I$. The sum of values of $b$ over a subset $I^{\prime}$ of $I$ is called sensitive if $I^{\prime}$ contains exactly one individual. Now, given a statistical summary $\sigma=\{b(v): v \in V\}$, where $b(v)$ is the sum of $b$ over a subset $I(v)$ of $I$ containing at least two people, for each $v$ in $V$, the problem that naturally arises consists in checking that no sensitive sum is implicitly released. We now present a graph-theoretic approach to this problem. Let $I_{\sigma}=\cup_{v \in V} I(v)$, we call the set of individuals covered by $\sigma$. The basic partition of $I_{\sigma}$ is the coarsest partition of $I_{\sigma}$ such that each $I(v)$ can be obtained as the union of one or more classes of the partition. A class $J$ of the basic partition of $I_{\sigma}$ will be indexed by the set $e=\{v \in V: J \subseteq I(v)\}$. If $E$ is the index set of the classes of the basic partition of $I_{\sigma}$, the pair $G=(V, E)$ defines a hypergraph where hyperedge $e$ is incident to vertex $v$ if and only if $v$ belongs to $e$. Consider the weighted hypergraph $\Gamma=(G, \boldsymbol{w})$ where, for each hyperedge $e$ of $G, w(e)$ is given by the sum of the values of the variable $b$ over the class $J(e)$ of the basic partition of $I_{\sigma}$ indexed by $e$; that is,

$$
w(e)=\sum i \in J(e) b_{i}
$$

Finally, a hyperedge $e$ of $G$ is marked if $|J(e)|=1$. Then, no sensitive sum is implicitly released given $\sigma$ if and only if no invariant hyperedge of $\Gamma$ is marked. If this is the case, the statistical summary $\sigma$ is said to be safe. Since the invariant edges of an EWG can be found in linear time, one has that, if $G$ is a graph, then one can decide whether $\sigma$ is or is not safe in linear time too.

Example 4.3. Consider five individuals with salaries $b_{1}=2.0, b_{2}=2.5, b_{3}=3.8, b_{4}=3.7$ and $b_{5}=$ 3.0. Suppose that the two sums $b_{1}+b_{2}+b_{3}$ and $b_{3}+b_{4}+b_{5}$ are made public. Let $\sigma_{1}=\left\{b_{1}+b_{2}+\right.$ $\left.b_{3}, b_{3}+b_{4}+b_{5}\right\}$. The set of individuals covered by $\sigma_{1}$ is $\{1, \ldots, 5\}$ and its basic partition consists of the three classes $\{1,2\},\{3\}$ and $\{4,5\}$. Thus, the weighted hypergraph $\Gamma_{1}$ associated with $\sigma_{1}$ is the EWG shown in Figure 4.11, where the edge $(1,2)$ is marked.


Figure 4.11
Since the set of invariant edges of $\Gamma_{1}$ turns out to be empty, $\sigma_{1}$ is safe. Next, suppose that the sum $b_{1}$ $+b_{2}+b_{4}+b_{5}$ is also made public. Let $\sigma_{2}=\left\{b_{1}+b_{2}+b_{3}, b_{3}+b_{4}+b_{5}, b_{1}+b_{2}+b_{4}+b_{5}\right\}$. Again, the set of individuals covered by $\sigma_{2}$ is $\{1, \ldots, 5\}$ and its basic partition consists of the three classes $\{1,2\}$, $\{3\}$ and $\{4,5\}$. The weighted hypergraph $\Gamma_{2}$ associated with $\sigma_{2}$ is the EWG shown in Figure 12 , where the edge $(1,2)$ is marked.


Figure 4.12
Since each edge is an invariant edge of $\Gamma_{2}, \sigma_{2}$ is not safe (and the salary $b_{3}$ is unprotected).

Let $\sigma=\{b(v): v \in V\}$ be a statistical summary of the data set $\left\{b_{i}: i \in I\right\}$ and let $\Gamma=(G, \boldsymbol{w})$ be the associated weighted hypergraph. It is worth noting that, if $v$ is a "leaf" of $G$, that is, if $v$ belongs to exactly one hyperedge $e$ of $G$, then the class of the basic partition of $I_{\sigma}$ indexed by $E$ coincides with $I(v)$ so that $w(e)=b(v)$; furthermore, the hyperedge $e$ is definitely an invariant hyperedge of $\Gamma$ and, since $|I(v)|>1$, it is not marked. As we are interested in checking the existence of marked invariant hyperedges of $\Gamma$ (if any), we can reduce $\Gamma$ by deleting all leaves of $G$ and their incident hyperedges. Let $\Gamma^{\prime}=\left(G^{\prime}, \boldsymbol{w}^{\prime}\right)$ be the resulting weighted hypergraph. Of course, $\sigma$ is safe if and only if no invariant hyperedge of $\Gamma^{\prime}$ is sensitive. We now show that, if $\sigma$ is a two-dimensional table with suppressions, then $\Gamma^{\prime}$ is always a graph so that one can decide whether $\sigma$ is or is not safe in linear time. Let $\sigma$ be obtained from a complete two-dimensional table $T$ by suppressing all sensitive cells ("primary suppressions") as well as additional (internal or marginal) cells to exclude the possibility of arriving at the contents of sensitive cells by indirect methods ("complementary suppressions"). Denote by
$T(r, c)$ the value of internal cell $(r, c), 1 \leq r \leq m$ and $1 \leq c \leq n$,
$T(r,+)$ the $r$.th row total, $1 \leq r \leq m$, and
$T(+, c)$ the $c$.th column total, $1 \leq c \leq n$.
Assume that each $T(r, c)$ is the sum of the values of a confidential variable of nonnegative real type over the set $I(r, c)$ of individuals. So, a cell $(r, c)$ of $T$ is sensitive if $|I(r, c)|=1$. We first detail the structure of the weighted hypergraph $\Gamma=(G, \boldsymbol{w})$ associated with $\sigma$ and, then, show that the reduction of $\Gamma$ results in an EWG. Let $U, R$ and $C$ be the set of unsuppressed internal cells, the set of marginal cells corresponding to unsuppressed row totals and the set of marginal cells corresponding to unsuppressed column totals, respectively. Then the vertex set of $G$ is

$$
V=U \cup R \cup C .
$$

Let $S=\{(r, c) \in U: r \notin R$ and $c \notin C\}$. Moreover, for each $r \in R$, let $C_{r}=\{c \notin C:(r, c) \notin U\}$; analogously, for each $c \in C$, let $R_{C}=\{r \notin R:(r, c) \notin U\}$. Then, the set of individuals covered by $\sigma$ is $I_{\sigma}=\cup_{(r, c) \notin S} I(r, c)$ and the basic partition of $I_{\sigma}$ contains:
one class $I(r, c)$ for each $(r, c)$ in $U$ and for each $(r, c)$ not in $U$ with $r \in R$ and $c \in C$,
one class $\cup_{c \in C_{r}} I(r, c)$ for each $r \in R$ with $C_{r} \neq \emptyset$, and
one class $\cup_{r \in R_{c}} I(r, c)$ for each $c \in C$ with $R_{\mathcal{C}} \neq \emptyset$.

Recall that the hyperedges of $G$ are the indices of these classes. The hyperedge $e$ indexing a class such as $I(r, c)$ is

$$
\begin{array}{ll}
e=\{(r, c),(r,+),(+, c)\} & \text { if }(r, c) \in U, r \in R, c \in C \\
e=\{(r, c),(r,+)\} & \text { if }(r, c) \in U, r \in R, c \notin C \\
e=\{(r, c),(+, c)\} & \text { if }(r, c) \in U, r \notin R, c \in C \\
e=\{(r, c)\} & \text { if }(r, c) \in U, r \notin R, c \notin C \\
e=\{(r,+),(+, c)\} & \text { if }(r, c) \notin U, r \in R, c \in C
\end{array}
$$

and $w(e)$ is always set to $T(r, c)$. For the hyperedge $e$ indexing a class such as $\cup_{c \in C_{r}} I(r, c)$ one has $e=\{(r,+)\}$ and

$$
w(e)=\sum_{c \in C_{r}} T(r, c),
$$

and for the hyperedge $e$ indexing a class such as $\cup_{r \in R_{c}} I(r, c)$ one has $e=\{(+, c)\}$ and

$$
w(e)=\sum_{r \in R_{c}} T(r, c) .
$$

At this point, it should be clear that the leaves of $G$ are all and the only vertices of the type $(r, c)$, of the type $(r,+)$ with $r \in R$ and $C_{r}=\{1, \ldots, n\}$ and of the type $(+, c)$ with $c \in C$ and $R_{C}=\{1, \ldots, m\}$. Let $L$ be the set of leaves of $G$, and let $R^{\prime}=R-L$ and $C^{\prime}=C-L$. After deleting all the leaves of the hypergraph $G$, we remain with the hypergraph graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ whose hyperedges are incident to at most two vertices. More precisely, one has that $V^{\prime}=R^{\prime} \cup C^{\prime}$ and $E^{\prime}$ consists of the edges

$$
\begin{array}{ll}
\{(r,+),(+, c)\} & \text { if }(r, c) \notin U, r \in R, c \in C \\
\{(r,+)\} & \text { with } r \in R^{\prime} \\
\{(+, c)\} & \text { with } c \in C^{\prime}
\end{array}
$$

To sum up, the reduction of the weighted hypergraph associated with $\sigma$ is an EWG and, therefore, the safety of $\sigma$ can be tested in linear time.

Example 4.4. Consider Table 4.1 whose entries are assumed to be nonnegative reals.

|  | $\mathrm{j}=1$ | $\mathrm{j}=2$ | j=3 | $\mathrm{j}=4$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{i}=1$ | 0 | 10 | 0 | 20 | $\mathrm{T}(1,+)=30$ |
| $\mathrm{i}=2$ | 2 | 3 | 0 | 20 | $\mathrm{T}(2,+)=25$ |
| $\mathrm{i}=3$ | 17 | 13 | 5 | 0 | $\mathrm{T}(3,+)=35$ |
| $\mathrm{i}=4$ | 16 | 15 | 14 | 5 | $\mathrm{T}(4,+)=50$ |
|  | 1) $=$ | T(+,2) | T(+,3) | (+,4 |  |

Table 4.1
Suppose that the following cells of Table 4.1

$$
(1,1),(1,2),(2,1),(2,2),(2,3),(4,4)
$$

are all sensitive. Table 4.2 is obtained from Table 4.1 by suppressing all the six sensitive cells and the additional cells $(3,3),(3,+),(4,+)$ and $(+, 4)$.


Table 4.2
The reduced weighted hypergraph $\Gamma^{\prime}=\left(G^{\prime}, \boldsymbol{w}^{\prime}\right)$ associated with Table 4.2 is the EWG shown in Figure 4.13. The invariant edges of $\Gamma^{\prime}$ are the edge joining the vertices $(2,+)$ and $(+, 3)$, and the self-loop at vertex $(+, 3)$. One of these two edges is marked and, therefore, Table 4.2 is not safe.
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### 4.7 Protecting privacy for data of additive type

In this section we will solve the problem of finding the invariant edges of a graph when the values of the weights of the edges are taken from a commutative group.
Let A be an (additive) commutative group with zero 0 , and let $G$ be a graph (with no isolated vertices) where loops are allowed. Without loss of generality, we assume that $G$ is connected. A vertex labeling (an edge labeling, respectively) of $G$ is a mapping from $V(G)(E(G)$, respectively) to A. Given a vertex labeling $\boldsymbol{q}$ of $G$, an edge labeling $\boldsymbol{x}$ of $G$ is compatible with $\boldsymbol{q}$ if $\boldsymbol{x}$ is a solution of the equation system

$$
\sum_{e \in E(v)} x(e)=q(v) \quad(v \in V)
$$

where $E(v)$ denotes the set of edges of $G$ incident to $v$. A vertex labeling of $G$ is admissible if there is an edge labeling compatible with it. For example, the null vertex labeling (that is, the vertex labeling being zero everywhere) is admissible. Given an admissible vertex labeling $\boldsymbol{q}$ of $G$, we call the vertex-weighted graph $(G, q)$ a map. An edge $e$ of $G$ is an A-invariant edge of the map $(G, \boldsymbol{q})$ if $x(e)=x^{\prime}(e)$ for every two edge labelings $\boldsymbol{x}$ and $\boldsymbol{x}^{\prime}$ compatible with $\boldsymbol{q}$. Let $\boldsymbol{X}(\boldsymbol{q})$ be the set of all edge labelings compatible with $\boldsymbol{q}$. If $\mathbf{0}$ is the null vertex labeling, then it is easily seen that $\boldsymbol{X}(\boldsymbol{q})$ is a translation of $\boldsymbol{X}(\mathbf{0})$, that is, $\boldsymbol{X}(\boldsymbol{q})=\boldsymbol{x}+\boldsymbol{X}(\mathbf{0})$, where $\boldsymbol{x}$ is any edge labeling of $G$ compatible with $\boldsymbol{q}$. Therefore, the set of A-invariant edges of the map $(G, \boldsymbol{q})$ is the set of edges $e$ such that $y(e)=0$ for all $\boldsymbol{y}$ in $\boldsymbol{X}(\mathbf{0})$ and, hence, it is the same for every map $(G, \boldsymbol{q})$. Accordingly, the reference to $\boldsymbol{q}$ can be omitted and such edges will be referred to as the A-invariant edges of $G$. The problem is to find the set of all A-invariant edges of $G$ and to compute the value of each of them given a map ( $G, \boldsymbol{q}$ ).

### 4.7.1 Find a compatible edge labeling

If $a$ is an element of $A$, by $2 a$ we denote the sum $a+a$. An element $b$ of $A$ is even if there is an element a of A such that $\mathrm{b}=2 \mathrm{a}$. If b is even, by half( b$)$ we denote the set $\{\mathrm{a} \in \mathrm{A}: 2 \mathrm{a}=\mathrm{b}\}$. Accordingly, $\operatorname{half}(0)=\{a \in A: 2 a=0\}=\{a \in A: a=-a\}$. For example, if $A$ is the set $\{0,1, \ldots, p-1\}$ with the integer addition mod $p$ then, if $p$ is even, say $p=2 k$, then $\operatorname{half}(0)=\{0, k\}$; otherwise, $\operatorname{half}(0)=\{0\}$. The following result is borrowed from the theory of magic graphs [21] where only loopless graphs are considered.

Proposition 4.3 Let $G$ be a connected, loopless graph and let $\boldsymbol{q}$ be a vertex labeling of $G$.
(i) If $G$ is bipartite, then $\boldsymbol{q}$ is admissible if and only if $\sum_{v \in U} q(v)=\sum_{v \in W} q(v)$, where $\{U, W\}$ is the bipartition of $V(G)$; otherwise, $\boldsymbol{q}$ is admissible if and only if the sum $\sum_{v \in V(G)} q(v)$ is even.
(ii) If $\boldsymbol{q}$ is admissible, then an edge labeling compatible with $\boldsymbol{q}$ can be found in linear time using the following algorithm, where by a leaf of a graph we mean a vertex with exactly one incident edge that is not a loop.

Algorithm 4.2
(1) Find a spanning tree $T$ of $G$.
(2) If $G$ is not bipartite, find an edge $e^{*}=\left(u^{*}, v^{*}\right)$ whose addition to $T$ creates an odd cycle, and set $T:=T+e^{*}$.
(3) For each edge $e \in E(G)-E(T)$, set $x(e):=0$.
(4) Until $T$ contains no leaves, repeat:

Find a leaf $u$ of $T$. Let $e$ be the edge incident to $u$ and let $w$ be the other end-point of $e$. Set $x(e):=q(u), q(w):=q(w)-q(u)$, and delete $u$ and $e$ from $T$.
(5) If $E(T)=\emptyset$ (that is, if $G$ is bipartite), then Exit. Otherwise, let $\{U, W\}$ be the bipartition of the vertex set of the tree $T-e^{*}$ with $U$ containing the end-points $u^{*}$ and $v^{*}$ of $e^{*}$. Set $\mathrm{b}:=$ $\sum_{v \in U} q(v)-\sum_{v \in W} q(v)$. Choose an element $\mathbf{a} \in \operatorname{half}(\mathbf{b})$ and set $x\left(e^{*}\right):=\mathrm{a}, q\left(u^{*}\right):=q\left(u^{*}\right)-\mathbf{a}$ and $q\left(v^{*}\right):=q\left(v^{*}\right)-\mathrm{a}$. Delete $e^{*}$ from $T$.
(6) Until $T$ is a one-point graph repeat:

Find a leaf $u$ of $T$. Let $e$ be the edge incident to $u$ and let $w$ be the other end-point of $e$. Set $x(e):=q(u), q(w):=q(w)-q(u)$, and delete $u$ and $e$ from $T$.

Example. In fig 4.14 the algorithm 4.2 is applied to the map of step 1.


Figure 4.14
Consider now a connected graph $G$ where loops are allowed and let $\boldsymbol{q}$ be any vertex labeling of $G$. An edge labeling compatible with $\boldsymbol{q}$ can be always found using the algorithm (henceforth referred to as Algorithm 4.3) obtained from Algorithm 4.2 by replacing step (2) by the step
(2') Find a loop $e^{*}$, and set $T:=T+e^{*}$.
and steps (5) and (6) by the single step
(5) If $v^{*}$ is the end-point of $e^{*}$, set $x\left(e^{*}\right):=q\left(v^{*}\right)$.

Example. In fig 4.15 the algorithm 4.3 is applied to the map of step 1.


Proposition 4.4 Every vertex labeling $\boldsymbol{q}$ of a graph containing loops is admissible and an edge labeling compatible with $\boldsymbol{q}$ can be found in linear time.

### 4.7.2 Characterization of invariant edges

Let $G$ be a connected graph and let $\boldsymbol{Y}=\boldsymbol{X}(\mathbf{0})$. An edge labeling in $\boldsymbol{Y}$ will be called a circulation in $G$ over A (an A-circulation, for short); moreover, if $\boldsymbol{y}$ is an A-circulation in $G$, the edge set $\{e \in E(G)$ : $y(e) \neq 0\}$ is called the support of $\boldsymbol{y}$. Bearing in mind that an edge $e$ of $G$ is A-invariant if and only if $y(e)=0$ for all $\boldsymbol{y}$ in $\boldsymbol{Y}$, we have that an edge of $G$ is A-invariant if and only if it does not belong to the support of any A-circulation. Let us distinguish the following three cases: $G$ is bipartite, $G$ is not bipartite and is loopless, $G$ contains loops.

Case 1. $G$ is bipartite. If $G$ is a tree then $\boldsymbol{Y}=\{\boldsymbol{0}\}$ (see Algorithm 4.2) so that each edge of $G$ is Ainvariant. Assume that $G$ is not a tree. For every cycle $C$, no edge in $C$ is A-invariant since, arbitrarily chosen a nonzero element a of A, one can construct an A-circulation (see Figure 4.16) whose support is $C$.


Figure 4.16 An A-circulation associated with an even cycle
Therefore, the A-invariant edges of $G$ are all bridges. On the other hand, if $e$ is a bridge of $G$ and $G^{\prime}$ is either component of $G-e$, then

$$
y(e)=\left[\sum_{v \in U} \sum_{e \in E(v)} y(e)\right]-\left[\sum_{v \in W} \sum_{e \in E(v)} y(e)\right]=0
$$

where $\{U, W\}$ is the bipartition of $V\left(G^{\prime}\right)$ and $e$ is incident to $U$. To sum up, the A-invariant edges of $G$ are all and the only bridges of $G$.

Case 2. $G$ is not bipartite and is loopless. Let $T$ be a spanning tree of $G$ with the addition of an edge $e^{*}$ (see Algorithm 4.2) creating an odd cycle, say $C$. Given an arbitrary element a of half(0), with $C$
we can associate an A-circulation (see Figure 4.17), whose support is empty or $C$ depending on whether $\mathbf{a}=0$ or $\mathrm{a} \neq 0$, respectively.


Figure 4.17 An A-circulation associated with an odd cycle
Let $c_{\mathrm{a}}$ be such an A-circulation associated with $C$. If $G=T$, then $\boldsymbol{Y}=\left\{\boldsymbol{c}_{\mathrm{a}}\right.$ : a $\left.\in \operatorname{half}(0)\right\}$ (see Algorithm 4.2) so that, if $\operatorname{half}(0)=\{0\}$ then each edge of $G$ is A-invariant; otherwise (that is, if $\operatorname{half}(0) \neq\{0\}$ ), an edge is A-invariant if and only if it is a bridge. Let now assume that $G \neq T$ and let $E(G)-E(T)=\left\{e_{1}, \ldots, e_{k}\right\}$. The addition of $e_{i}$ to $T$ creates a closed even walk $C_{i}$ which is either an even cycle or an $L$-odd set [15], that is, a pair of edge-disjoint odd cycles joined by a (possibly onepoint) path. Given an arbitrary element a of A , with $C_{i}$ we can associate an A-circulation as follows. If $C_{i}$ is an even cycle, then the A-circulation is of the form shown in Fig. 4.16; if $C_{i}$ is an $L$-odd set, then the A-circulation is of the form shown in Fig. 4.18.


Figure 4.18 An A-circulation associated with an $L$-odd set
Let $\boldsymbol{c}_{i, \mathrm{a}_{i}}$ be such an A-circulation associated with $C_{i}$ for some element $\mathrm{a}_{i}$ of A . As proven in [21] every A-circulation $\boldsymbol{y}$ in $G$ can be written as

$$
\boldsymbol{y}=\boldsymbol{c}_{\mathrm{a}}+\sum_{i=1, \ldots, k} \boldsymbol{c}_{i, \mathrm{a}_{i}}
$$

for some element a of $\operatorname{half(}(0)$ and some elements $\mathrm{a}_{1}, \ldots, \mathrm{a}_{k}$ of A . Let us distinguish two subcases depending on whether $\operatorname{half}(0)=\{0\}$ or $\operatorname{half}(0) \neq\{0\}$.

Case $2(i): \operatorname{half}(0)=\{0\}$. Then, an edge $e$ is A-invariant if and only if $e$ does not belong to any even cycle and to any $L$-odd set, that is, if and only if either $e$ is a bridge and $G-e$ has a bipartite component or $e$ belongs to all odd cycles of $G$. Note that in both cases, $e$ is characterized by the property that $G-e$ has one more bipartite component than $G$.

Case $2(i i): \operatorname{half}(0) \neq\{0\}$. Then, the A-invariant edges are all bridges since they belong to no cycles. Furthermore, if $h a l f(0) \neq \mathrm{A}$ then an edge $e$ is A-invariant if and only if $e$ is a bridge and $G-e$ has a bipartite component; otherwise (that is, if $\operatorname{half}(0)=A$ ) then $2 \mathrm{a}=0$ for all a so that an edge is A invariant if and only if it is a bridge.

Case 3. $G$ contains loops. Let $T$ be a spanning tree of $G$ with the addition of a loop $e^{*}$ (see Algorithm 4.3). If $G=T$ then $\boldsymbol{Y}=\{\boldsymbol{0}\}$ so that each edge of $G$ is A-invariant. Otherwise, let $E(G)-$ $E(T)=\left\{e_{1}, \ldots, e_{k}\right\}$. The addition of $e_{i}$ to $T$ again creates a closed even walk $C_{i}$ which is either an
even cycle or an $L$-odd set having $e^{*}$ as one of its cycles. Given an arbitrary element a of A, with $C_{i}$ we can associate an A-circulation as follows. If $C_{i}$ is an even cycle, then the A-circulation is of the form shown in Fig. 4.16; if $C_{i}$ is an $L$-odd set, then the A-circulation is of either form shown in Fig. 4.19.


Figure 4.19 An A-circulation associated with an $L$-odd set containing a loop
Let $\boldsymbol{c}_{i, \mathrm{a}_{i}}$ be such an A-circulation associated with $C_{i}$ for some element $\mathrm{a}_{i}$ of A . It can be proven that every A-circulation $\boldsymbol{y}$ in $G$ can be written as

$$
\boldsymbol{y}=\sum_{i=1, \ldots, k} \boldsymbol{c}_{i, \mathrm{a}_{i}}
$$

for some elements $a_{1}, \ldots, a_{k}$ of $A$. Let us distinguish two subcases depending on whether half( 0 ) $=$ $\{0\}$ or $\operatorname{half}(0) \neq\{0\}$.

Case $3(i): \operatorname{half}(0)=\{0\}$. Then, an edge $e$ is A-invariant if and only if $e$ does not belong to any even cycle and to any $L$-odd set, that is, if and only if $e$ either is a bridge and $G-e$ has a bipartite component or $e$ belongs to all odd cycles of $G$.

Case $3(i i): \operatorname{half}(0) \neq\{0\}$. If $\operatorname{half}(0) \neq \mathrm{A}$ then an edge $e$ is A -invariant if and only if either $e$ is a bridge and $G-e$ has a bipartite component or $e$ is a loop and $G-e$ is loopless; otherwise (that is, if $\operatorname{half}(0)=\mathrm{A}$ ), an edge $e$ is A-invariant if and only if either $e$ is a bridge and $G-e$ has a loopless component or $e$ is a loop and $G-e$ is loopless.

To sum up, we have the following.
Proposition 4.5 Let $G$ be a connected graph and A a commutative group. If half $(0)=\{0\}$, then an edge $e$ of $G$ is A-invariant if and only if either $e$ is a bridge and $G-e$ has a bipartite component or $e$ belongs to all odd cycles of $G$. If $\{0\} \subset h a l f(0) \subset \mathrm{A}$, then an edge $e$ of $G$ is A-invariant if and only if either $e$ is a bridge and $G-e$ has a bipartite component or $e$ is a loop and $G-e$ is loopless. If half $(0)=$ A, then an edge $e$ of $G$ is A-invariant if and only if either $e$ is a bridge and $G-e$ has a loopless component or $e$ is a loop and $G-e$ is loopless.

A consequence of Proposition 4.5 is that the set of A-invariant edges of a graph can be found in time linear since:

- the set of bridges whose removal creates one more bipartite component and the set of bridges whose removal creates one more loopless component can be found in linear time as shown in section 4.4;
- the presence of a loop whose removal creates a loopless graph can be checked in linear time;
- the set of edges belonging to all odd cycles can be found in linear time as shown in section 4.4;

Once the set of A-invariant edges of a graph $G$ has been found, in order to determine their values for a map ( $G, \boldsymbol{q}$ ) one can use Algorithm 4.2 or Algorithm 4.3, depending on whether $G$ is or is not loopless.

## Chapter 5

## Computing Feasible Ranges

### 5.1 Introduction

Recall the two problems at the beginning of Chapter 4 were:
(P1) given the equation system of an arbitrary information model (e.g., the posterior model), find the set of its null variables;
(P2) given the equation system of an information model in normal form (e.g., the prior model), find the feasibility range for a given sum of variables.

We saw in the previous Chapter that there exist a linear time algorithm to solve problem (P1) when the coefficient matrix $\mathbf{H}$ of system (1.1) is the incidence matrix of a graph. Problem (P2) has been solved for a single variable by Gusfield [27] if $G$ is bipartite, using a maximum-flow algorithm. We shall show that, more in general, in a graphical information model the problem of finding the feasibility range for an arbitrary sum of variables can be solved using a strongly polynomial algorithm.
Using the same terminology of Chapter 4 we deal with a graph $G=(V, E)$ without isolated vertices (where self-loops may exist). Let $\boldsymbol{s}=(s(e))_{e \in E}$ be a vector of nonnegative reals. The pair $(G, \boldsymbol{s})$ is referred to as an edge-weighted graph (an EWG, for short). Let $\mathbf{A}$ be the incidence matrix of $G$ and let $\mathbf{b}=(b(v))_{v \in V}$ be the vector of nonnegative reals such that, for each vertex $v$ of $G, b(v)$ equals the sum of the weights of the edges incident to $v$.
In this Chapter we address the problem of computing the tightest bounds on the sum of weights of an arbitrary set of edges under the assumption that the edge weights are nonnegative real numbers. In other word we want to solve the following two linear programming problems max $\sum_{e \in J} x(e)$ and $\min \sum_{e \in J} x(e)$ subject on the constraint

$$
\begin{align*}
& \mathbf{A x}=\mathbf{b} \\
& \mathbf{x} \geq \mathbf{0}  \tag{5.1}\\
& \mathbf{x} \in R^{|E|}
\end{align*}
$$

where $J$ is an arbitrary non empty subset of edges of $E$. Here we shall show that for a nonbipartite graph the tightest bounds on the weight of an edge, that is in the case that $|J|=1$, can be found with two or four maximum-flow computations depending on whether the edge is or is not a loop.
Finally we consider the problem of finding the feasible tightest bounds on the sum of the weights of a set of edges, that is when $|J|>1$, effectively solving (P2) in the general case.

### 5.2 The bipartite case

In this section, we review the maximum-flow technique proposed by Gusfield [27] to compute the tightest bounds on the weight of a given edge of a $\operatorname{EWG}(G, \mathbf{s})$ where $G=(V, E)$ is a bipartite, connected graph. Let $\left\{V_{1}, V_{2}\right\}$ be the vertex bipartition of $G$. First, a flow network [2] is built up as follows. Let $b(v)=\sum_{a \in E(v)} s(a)$ for each $v$ in $V$, where $E(v)$ is the set of edges incident to $v$. Let $M$ be a finite number larger than $\max \left\{b(v): v \in V_{1}\right\}$. First, each edge $(u, v)$ of $G$ is directed both from $V_{1}$ to $V_{2}$ and from $V_{2}$ to $V_{1}$. Then, the capacity of each edge $u \rightarrow v$ is set to $M$ if $u \in V_{1}$, and to $s(u$, $v)$ otherwise. We denote the resulting flow network by $N\left(G, \mathbf{s} ; V_{1}, M\right)$.

Example 5.1. Consider the EGW ( $G, \mathbf{s}$ ) shown in Figure 5.1.


Fig. 5.1. A bipartite graph
Let $V_{1}=\{2,4,6\}$ and $V_{2}=\{1,3,5\}$, and let $M=2$. Figure 5.2 shows the network $\left(G, s ; V_{1}, M\right)$.


Fig. 5.2. The network associated with the EWG of Figure 5.1
Let $f_{u, v}$ be a maximum flow in $N\left(G, \mathbf{s} ; V_{1}, M\right)$ from vertex $u$ to vertex $v$, and let $F_{u, v}$ be the value of $f_{u, v}$, that is,

$$
F_{u, v}=\sum_{w} f_{u, v}(u \rightarrow w)-\sum_{w} f_{u, v}(w \rightarrow u)=\sum_{w} f_{u, v}(w \rightarrow v)-\sum_{w} f_{u, v}(v \rightarrow w)
$$

Note that if $u \in V_{1}$ then

$$
F_{u, v}=M+\sum_{w \in V_{2}-\{v\}} f_{u, v}(u \rightarrow w)-\sum_{w \in V_{2}-\{v\}} f_{u, v}(w \rightarrow u) .
$$

The following three propositions were proven by Gusfield [27]. Recall that $\mathbf{X}$ is the set of solutions of the system of constraints (5.1) where $\mathrm{R}^{+}$is the set of nonnegative reals.

Proposition 5.1. Given a EWG $(G, s)$ where $G$ is a bipartite connected graph with bipartition $\left\{V_{1}\right.$, $\left.V_{2}\right\}$, let $a$ be an edge of $G$ with end-points $u \in V_{1}$ and $v \in V_{2}$. Then

$$
\min _{x} x(a)=\max \left\{0, s(a)+M-F_{u, v}\right\} \text { and } \quad \max _{X} x(a)=F_{v, u}
$$

where $F_{u, v}$ and $F_{v, u}$ are the values of maximum flows in $N\left(G, \mathbf{s} ; V_{1}, M\right)$ from $u$ to $v$ and from $v$ to $u$, respectively.

If $\mathbf{x} \in \mathbf{X}$ has $x(a)=\min _{X} x(a)\left(x(a)=\max _{X} x(a)\right.$, respectively), we call the map $(G, \mathbf{x})$ an $a$-minimal (a-maximal, respectively) variant of the EGW ( $G, \mathbf{s}$ ).

Proposition 5.2. Given a EGW $(G, \mathbf{s})$ where $G$ is a bipartite connected graph with bipartition $\left\{V_{1}\right.$, $\left.V_{2}\right\}$, let $a$ be an edge of $G$ with end-points $u \in V_{1}$ and $v \in V_{2}$.
(i) Given a maximum flow $f_{u, v}$ in $N\left(G, \mathbf{s} ; V_{1}, M\right)$ from $u$ to $v$, an $a$-minimal variant ( $G, \mathbf{x}$ ) of ( $G, \mathbf{s}$ ) can be constructed as follows. For each edge $a^{\prime}$ of $G$ with end-points $u^{\prime} \in V_{1}$ and $v^{\prime} \in V_{2}$ take

$$
x\left(a^{\prime}\right)=\left\{\begin{array}{cc}
\max \left\{0, s(a)+M-F_{u, v}\right\} & \text { if } a^{\prime}=a \\
s\left(a^{\prime}\right)+\tau\left[f_{u, v}\left(u^{\prime} \rightarrow v^{\prime}\right)-f_{u, v}\left(v^{\prime} \rightarrow u^{\prime}\right)\right] & \text { else }
\end{array}\right.
$$

where $\tau=\min \left\{1, \frac{s(a)}{F_{u, v}-M}\right\}$.
(ii) Given a maximum flow $f_{v, u}$ in $N\left(G, V_{1}, V_{2} ; \mathbf{s}, M\right)$ from $v$ to $u$, an $a$-maximal variant ( $G, \mathbf{x}$ ) of ( $G$, s) can be constructed as follows. For each edge $a^{\prime}$ of $G$ with end-points $u^{\prime} \in V_{1}$ and $v^{\prime} \in V_{2}$ take

$$
x\left(a^{\prime}\right)=\left\{\begin{array}{cc}
F_{v, u} & \text { if } a^{\prime}=a \\
s\left(a^{\prime}\right)+f_{v, u}\left(u^{\prime} \rightarrow v^{\prime}\right)-f_{v, u}\left(v^{\prime} \rightarrow u^{\prime}\right) & \text { else }
\end{array}\right.
$$

Example 5.1 (continued). Figure $5.3(a)$ shows a maximum flow $f_{2,5}$ from the vertex 2 to the vertex 5 and Figure $5.3(b)$ shows a maximum flow $f_{5,2}$ from the vertex 5 to the vertex 2 . So, $F_{2,5}=7 / 2$ and $F_{5,2}=1$.


Fig. 5.3.
By Proposition 5.1, the tightest lower and upper bounds on the weight of the edge $(2,5)$ are 0 and 1 , respectively. Using Proposition 5.2, we obtain a (2,5)-minimal variant and a $(2,5)$-maximal variant of the EWG of Figure 5.1, which are shown in Figures 5.4(a) and 5.4(b) respectively.


Fig. 5.4. Minimal and maximal variants
Proposition 5.3. Given a EGW $(G, \mathbf{s})$ where $G$ is a complete bipartite graph with bipartition $\left\{V_{1}\right.$, $\left.V_{2}\right\}$, let $b(v)=\sum_{a \in E(v)} s(a), v \in V$, and let $N=\sum_{v \in V_{1}} b(v)$. For each edge $a$ of $G$ with end-points $u$ and $v$, one has

$$
\min _{x} x(a)=\max \{0, b(u)+b(v)-N\} \quad \max _{x} x(a)=\min \{b(u), b(v)\}
$$

### 5.3 Bounds on the weight of an edge

In this section we show that the tightest bounds on the weight of an edge of a nonbipartite EWG can be computed with two or four maximum-flow computations depending whether the edge is a loop or a link. In Section 4.5 we have seen that given an $\operatorname{EWG}(G, \mathbf{s})$ we can derive an EWG ( $\left.G^{\prime}, \mathbf{s}^{\prime}\right)$ called the bipartite EWG associated to $(G, \mathbf{s})$ such that $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ is bipartite. Let $\boldsymbol{A}^{\prime}$ be the node edge incidence matrix of $G^{\prime}$. Consider the following system of linear constraint

$$
\begin{align*}
& \boldsymbol{A}^{\prime} \mathbf{y}=\boldsymbol{b}^{\prime} \\
& \mathbf{y} \geq \mathbf{0}  \tag{5.2}\\
& \mathbf{y} \in R^{\left|E^{\prime}\right|}
\end{align*}
$$

where $b^{\prime}(v)=\sum_{a \in E(v)} s^{\prime}(a)$ for each $v$ in $V^{\prime}$ and let $\mathbf{Y}$ be the set of solution of (5.2). By formula (4.6), the tightest bounds on the weight of a loop of $(G, s)$ coincide with the tightest bounds on the weight of the corresponding edge of ( $G^{\prime}, \mathbf{s}^{\prime}$ ) and, hence, by Proposition 5.1 they can be determined with two maximum-flow computations.

(a)

(b)

Fig. 5.6. (a) A nonbipartite $\operatorname{EWG}(G, \mathbf{s}) ;(b)$ an bipartite transform of $(G, \mathbf{s})$
Example 5.3. Consider the nonbipartite EWG ( $G, \mathbf{s}$ ) of Figure 5.6(a). We want to compute the tightest bounds on the weight of the loop ( 2,2 ). The bipartite transform of $G$ of Figure $5.6(b)$ looks like the graph of Figure 5.1. Therefore, the tightest bounds on the weight of the loop $(2,2)$ of the map of Figure $5.6(a)$ coincide with the tightest bounds on the weight of the arc $(2,5)$ of the map of Figure 5.1, which were 0 and 1 .

Consider now the case of a link $a$ of $(G, \mathbf{s})$ where $\left\{e^{\prime}, e^{\prime \prime}\right\}$ is its image in $G^{\prime}$. By formula (4.6), we have to compute

$$
\min _{Y}\left[y\left(e^{\prime}\right)+y\left(e^{\prime \prime}\right)\right] \quad \text { and } \quad \max _{Y}\left[y\left(e^{\prime}\right)+y\left(e^{\prime \prime}\right)\right] .
$$

subject to system (5.2). We shall show that they can be obtained as follows: The minimum (maximum, respectively) of the function $y\left(e^{\prime}\right)+y\left(e^{\prime \prime}\right)$ over $\mathbf{Y}$ equals the tightest lower (upper, respectively) bound on the weight of the arc $e^{\prime}$ of $G^{\prime}$ plus the tightest lower (upper, respectively) bound on the weight of the arc $e^{\prime \prime}$ of the EWG that is obtained from a $e^{\prime}$-minimal ( $e^{\prime}$-maximal, respectively) variant of ( $G^{\prime}, \mathbf{s}^{\prime}$ ) by deleting $e^{\prime}$.

We now prove the correctness for $\max _{Y}\left[y\left(e^{\prime}\right)+y\left(e^{\prime \prime}\right)\right]$. The proof of the correctness for $\min _{Y}\left[y\left(e^{\prime}\right)+\right.$ $\left.y\left(e^{\prime \prime}\right)\right]$ is similar. In the next Lemma we use the terminology of Section 4.2.

Lemma 5.1. Let $\left(G^{\prime}, \mathbf{s}^{\prime}\right)$ be a bipartite EWG and let $e^{\prime}$ and $e^{\prime \prime}$ be two edges of $G^{\prime}$. There exists a nonnegative real-valued solution $\mathbf{y}$ of equation system (5.2) that maximises both $y\left(e^{\prime}\right)$ and $y\left(e^{\prime}\right)+$ $y\left(e^{\prime \prime}\right)$.
Proof. Let ( $G^{\prime}, \mathbf{y}_{\mathrm{o}}$ ) be a $e^{\prime}$-maximal variant of ( $\left.G^{\prime}, \mathbf{s}^{\prime}\right)$. Moreover, let $Y_{1}$ be the set of nonnegative real-valued solutions of equation system (5.2) that maximise $y\left(e^{\prime}\right)+y\left(e^{\prime \prime}\right)$, and let $\mathbf{y}_{1}$ be in $Y_{1}$ and such that $y_{1}\left(e^{\prime}\right) \geq y\left(e^{\prime}\right)$ for every $\mathbf{y} \in Y_{1}$. Of course, one has $y_{1}\left(e^{\prime}\right) \leq y_{0}\left(e^{\prime}\right)$. We shall prove that $y_{1}\left(e^{\prime}\right)=$ $y_{0}\left(e^{\prime}\right)$. Consider the circulation (see Section 4.2), $\mathbf{z}=\mathbf{y}_{0}-\mathbf{y}_{1}$, and let ( $S^{+}, S^{-}$) be the signed support of $\mathbf{z}$. Suppose, by contradiction, that $y_{1}\left(e^{\prime}\right)<y_{0}\left(e^{\prime}\right)$. Then $e^{\prime}$ belongs to $S^{+}$. By Proposition 4.1, $e^{\prime}$ lies in a cycle $C$ which is the support of a minimal circulation having signed support ( $C^{+}, C^{-}$), where $C^{+}$ $=C \cap S^{+}$and $C^{-}=C \cap S^{-}$. Such a minimal circulation can be explicitly constructed as follows. Let

$$
\varepsilon=\min \left\{|c(e)|: e \in C^{-}\right\}
$$

and let $\zeta$ be the circulation with

$$
\zeta(e)=\left\{\begin{array}{cc}
+\varepsilon & e \in C^{+} \\
-\varepsilon & e \in C^{-} \\
0 & \text { else }
\end{array}\right.
$$

Let $\mathbf{y}_{2}=\mathbf{y}_{1}+\zeta$. Of course, $\mathbf{y}_{2}$ is a solution of equation system (5.2). Indeed, $\mathbf{y}_{2}$ is nonnegative everywhere because, for each edge $e$ of $G^{\prime}$, if $e$ is not in $C^{-}$, then

$$
y_{2}(e)=y_{1}(e)+\zeta(e) \geq y_{1}(e) \geq 0
$$

otherwise,

$$
y_{2}(e)=y_{1}(e)-\varepsilon \geq y_{1}(e)+z(e)=y_{0}(e) \geq 0 .
$$

We now show that from the foregoing a contradiction always follows. Consider the following three cases that can occur for $e^{\prime \prime}$ :
Case $1 . e^{\prime \prime}$ is in $C^{+}$. Then $y_{2}\left(e^{\prime \prime}\right)=y_{1}\left(e^{\prime \prime}\right)+\varepsilon$ which leads to the following

$$
y_{2}\left(e^{\prime}\right)+y_{2}\left(e^{\prime \prime}\right)=y_{1}\left(e^{\prime}\right)+y_{1}\left(e^{\prime \prime}\right)+2 \varepsilon>y_{1}\left(e^{\prime}\right)+y_{1}\left(e^{\prime \prime}\right)
$$

which contradicts the membership of $\mathbf{y}_{1}$ in $Y_{1}$.
Case 2. $e^{\prime \prime}$ is in $C^{-}$. Then $y_{2}\left(e^{\prime \prime}\right)=y_{1}\left(e^{\prime \prime}\right)-\varepsilon$ and, hence, one has

$$
y_{2}\left(e^{\prime}\right)+y_{2}\left(e^{\prime \prime}\right)=y_{1}\left(e^{\prime}\right)+\varepsilon+y_{1}\left(e^{\prime \prime}\right)-\varepsilon=y_{1}\left(e^{\prime}\right)+y_{1}\left(e^{\prime \prime}\right)
$$

so that $\mathbf{y}_{2}$ belongs to $Y_{1}$. But, since $e^{\prime}$ is in $C^{+}$, one has

$$
y_{2}\left(e^{\prime}\right)=y_{1}\left(e^{\prime}\right)+\zeta\left(e^{\prime}\right)=y_{1}\left(e^{\prime}\right)+\varepsilon>y_{1}\left(b^{\prime}\right)
$$

which contradicts the choice of $\mathbf{y}_{1}$.
Case 3. $e^{\prime \prime} \notin C^{+} \cup C^{-}$. Then $y_{2}\left(e^{\prime \prime}\right)=y_{1}\left(e^{\prime \prime}\right)$ which leads to the following

$$
y_{2}\left(e^{\prime}\right)+y_{2}\left(e^{\prime \prime}\right)=y_{1}\left(e^{\prime}\right)+\varepsilon+y_{1}\left(e^{\prime \prime}\right)>y_{1}\left(e^{\prime}\right)+y_{1}\left(e^{\prime \prime}\right)
$$

which contradicts the membership of $\mathbf{y}_{1}$ in $Y_{1}$.
The following is an immediate consequence of Lemma 5.1.
Lemma 5.2. The maximum of the function $y\left(e^{\prime}\right)+y\left(e^{\prime \prime}\right)$ over the set $\mathbf{Y}$ of nonnegative real-valued solutions of equation system (5.2) equals the tightest upper bound on the weight of the edge $e^{\prime}$ of ( $G^{\prime}, \mathbf{s}^{\prime}$ ) plus the tightest upper bound on the weight of the edge $e^{\prime \prime}$ of the EWG obtained from a $e^{\prime}$ maximal variant of $\left(G^{\prime}, \mathbf{s}^{\prime}\right)$ by deleting $e^{\prime}$.

Combining Lemma 5.2 with Proposition 5.1, we obtain the following algorithm which, given a bipartite transform $\left(G^{\prime}, \mathbf{s}^{\prime}\right)$ of $(G, \mathbf{s})$ and a link $a$ of $G$ where $\left\{e^{\prime}, e^{\prime \prime}\right\}$ is the image of $a$ in $G^{\prime}$, computes the tightest upper bound on the weight of a link $a$ of a nonbipartite EWG ( $G, \mathbf{s}$ ). The input data are:

$$
\begin{array}{ll}
\left(G^{\prime}, \mathbf{s}^{\prime}\right) & \text { a bipartite transform associated with }(G, \mathbf{s}) \\
\left\{W_{1}, W_{2}\right\} & \text { the bipartition of } G^{\prime} \\
N\left(G^{\prime}, s^{\prime} ; W_{1}, M\right) & \text { a network associated with }\left(G^{\prime}, \mathbf{s}^{\prime}\right) \\
e^{\prime}=\left(w_{1}^{\prime}, w_{2}^{\prime}\right) \text { with } w_{1}^{\prime} \in W_{1} \text { and } w_{2}^{\prime} \in W_{2}, e^{\prime \prime}=\left(w_{1}^{\prime \prime}, w_{2}^{\prime \prime}\right) \text { with } w_{1}^{\prime \prime} \in W_{1} \\
\text { and } w_{2}^{\prime \prime} \in W_{2} . &
\end{array}
$$

## Algorithm MAX

(1) Find a maximum flow $f$ in $N\left(G^{\prime}, \mathbf{s}^{\prime} ; W_{1}, M\right)$ from $w_{2}{ }^{\prime}$ to $w_{1}{ }^{\prime}$, and let $F$ be the value of $f$.
(2) Given $f$ and using Proposition 5.2(ii), construct a $e^{\prime}$-maximal variant ( $H, \mathbf{y}$ ) of ( $\left.G^{\prime}, \mathbf{s}^{\prime}\right)$.
(3) Let $(H, \mathbf{t})$ be the EWG obtained from $\left(G^{\prime}, \mathbf{s}^{\prime}\right)$ by deleting $e^{\prime}$. Find a maximum flow $f^{\prime}$ in $N\left(H, \mathbf{t} ; W_{1}, M\right)$ from $w_{2}^{\prime \prime}$ to $w_{1}^{\prime \prime}$, and let $F^{\prime}$ be the value of $f^{\prime}$.
(4) Set the tightest upper bound on the weight of $a$ to $\frac{F+F^{\prime}}{2}$.

Analogously, the following algorithm correctly computes the tightest lower bound on the weight of $a$.

## Algorithm MIN

(1) Find a maximum flow $f$ in $N\left(G^{\prime}, \mathbf{s}^{\prime} ; W_{1}, M\right)$ from $w_{1}{ }^{\prime}$ to $w_{2}{ }^{\prime}$.
(2) Given $f$ and using Proposition 2(i), construct a $e^{\prime}$-minimal variant ( $H, \mathbf{y}$ ) of ( $\left.G^{\prime}, \mathbf{s}^{\prime}\right)$.
(3) Let $(H, \mathbf{s})$ be the EWG obtained from $\left(G^{\prime}, \mathbf{s}^{\prime}\right)$ by deleting $e^{\prime}$. Find a maximum flow $f^{\prime}$ in $N\left(H, \mathbf{t} ; W_{1}, M\right)$ from $w_{1}^{\prime \prime}$ to $w_{2}^{\prime \prime}$, and let $F^{\prime}$ be the value of $f^{\prime}$.
(4) Set the tightest lower bound on the weight of $a$ to

$$
\frac{\max \left\{0, s^{\prime}\left(e^{\prime}\right)+M-F\right\}+\max \left\{0, t\left(e^{\prime \prime}\right)+M-F^{\prime}\right\}}{2} .
$$

To sum up we have the following
Theorem 5.1. The tightest bounds of an edge of a nonbipartite EWG can be found with two or four maximum-flow computations depending on whether the edge is a loop or a link.

Example 5.3 (continued). We now apply the procedure above to compute the tightest lower and upper bounds on the weight of the link $(1, \underline{3})$ of the nonbipartite EWG of Figure 5.6(a). Recall that this edge corresponds to the two edges $(\overline{3}, 1)$ and $(\overline{1}, 3)$ of the associated bipartite transform shown in Figure 5.6(b), and that the vertices $\overline{1}$ and $\overline{3}$ are on the side $W_{1}$ and the vertices 1 and 3 are on the side $W_{2}$.
We first apply Algorithm MIN. Figure 5.7(a) shows a maximum flow in the network associated with the bipartite EWG shown in Figure 5.6(b) from the vertex $\overline{3}$ to the vertex 1, and Figure 5.7(b) shows the corresponding ( $\overline{3}, 1$ )-minimal variant of the EWG of Fig. 5.6(b).


Fig. 5.7
So, the tightest lower bound on the weight of the edge $(\overline{3}, 1)$ is $\max \left\{0, \frac{3}{4}+2-\frac{11}{4}\right\}=0$. Figure $5.8(a)$ shows the network associated with the bipartite EWG of Figure $5.7(b)$ with the edge $(\overline{3}, \underline{1})$ deleted, and Figure $5.8(b)$ shows a maximum flow in this network from the vertex 3 to the vertex $\overline{1}$.


Fig. 5.8
So, the tightest lower bound on the weight of the edge $(\overline{1}, 3)$ is $\max \{0,1+2-2\}=1$, and the tightest lower bound on the weight of its corresponding edge $(1,3)$ is $(0+1) / 2=\frac{1}{2}$.
We now apply Algorithm MAX. Figure 5.9(a) shows a maximum flow in the network associated with the bipartite EWG shown in Figure 5.6(b) from the vertex 1 to the vertex $\overline{3}$, and Figure 5.9(b) shows the corresponding $(\overline{3}, 1)$-maximal variant of the map of Fig. 5.6(b).


Fig. 5.9
So, the tightest upper bound on the weight of the edge $(\overline{3}, 1)$ is equal to 1 . Figure $5.10(a)$ shows the network associated with the bipartite EWG of Figure 5.9(b) with the edge ( $\overline{3}, 1)$ deleted, and Figure $5.10(b)$ shows a maximum flow in this network from the vertex 3 to the vertex $\overline{1}$.


Fig. 5.10
So, the tightest upper bound on the weight of the edge $(\overline{1}, 3)$ is 1 , and the tightest upper bound on the weight of the edge $(1,3)$ is equal to $(1+1) / 2=1$.

### 5.4 A special Case

In this section, we consider the special case of a complete graph with the addition of one loop for each vertex. We now prove that the tightest bounds on the weight of an edge can be computed with a number of arithmetic operations and comparisons proportional to the number of vertices.
Let $(G, \mathbf{s})$ be a EWG where $G=(V, E)$ is a complete graph with the addition of one loop for each vertex. Let $b(v)=\sum_{a \in E(v)} s(a)$ for each $v$ in $V$. The constraint system (5.1) always admits the solution $\mathbf{x}$ (see Figure 5.11) with

$$
x(u, v)=\left\{\begin{array}{cc}
b(v) & \text { if } u=v \\
0 & \text { else }
\end{array}\right.
$$



Fig. 5.11
Moreover, given a link $\left(u^{*}, v^{*}\right)$ of $G$ with $b\left(u^{*}\right) \leq b\left(v^{*}\right)$, then the constraint system (5.1) always admits the solution $\mathbf{x}$ (see Figure 5.14) with

$$
x(u, v)=\left\{\begin{array}{cc}
b\left(u^{*}\right) & \text { if }(u, v)=\left(u^{*}, v^{*}\right) \\
0 & \text { else }
\end{array}\right.
$$

for each link $(u, v)$, and

$$
x(u, u)=\left\{\begin{array}{cc}
0 & \text { if } u=u^{*} \\
b\left(v^{*}\right)-b\left(u^{*}\right) & \text { if } u=v^{*} \\
b(u) & \text { else }
\end{array}\right.
$$

for each loop $(u, u)$.


Fig. 5.12
It follows that the tightest upper bound on the weight of loop $(u, u)$ is equal to $b(u)$, and the tightest lower and upper bounds on the weight of link $(u, v)$ are 0 and $\min \{b(u), b(v)\}$, respectively. What remains is a formula for the tightest lower bound on the weight of loop $(u, u)$. We now prove that it is given by $\max \{0,2 b(u)-N\}$, where $N=\sum_{v \in V} b(v)$. Let $(H, \mathbf{t})$ be a bipartite EWG associated with $(G, s)$ so that the loop $(u, u)$ corresponds to the edge $(u, \bar{u})$ of $H$. For each vertex $w$ of $H$, let $r(w)=$ $q(v)$ if $v$ is the vertex of $G$ corresponding to $w$. By Proposition 5.3, the tightest lower bound on the weight of $(u, \bar{u})$ is

$$
\max \left\{0, r(u)+r(\bar{u})-\sum_{w \in W_{1}} r(w)\right\} .
$$

But $r(u)=r(\bar{u})=b(u)$ and $\sum_{w \in W_{1}} r(w)=\sum_{v \in V} b(v)=N$ so that the statement follows from part $(i)$ of Lemma 5.1. To sum up, we have the following result.

Theorem 5.2. Let ( $G, \mathbf{s}$ ) be an EWG where $G$ is a complete graph with the addition of one loop for each vertex. Let $b(v)=\sum_{a \in E(v)} s(a)$ for each $v$ in $V$, and let $N=\sum_{v \in V} b(v)$. Then,
(i) the tightest lower and upper bounds on the weight of loop $(u, u)$ are respectively $\max \{0$, $2 b(u)-N\}$ and $b(u)$;
(ii) the tightest lower and upper bounds on the weight of link $(u, v)$ are respectively 0 and $\min$ $\{b(u), b(v)\}$.

### 5.5 Computing feasible range of a sum for an arbitrary set of variables

Suppose that, given a subset $J$ of edges of $G$, that is a subset of $\{1, \ldots, m\}$ one wants to compute the tightest lower bound or the tightest upper bound on the sum of variables $\sum_{j \in J} x_{j}$ over the set of solutions of system (5.1). They can be obtained by solving the linear-programming problem

$$
\begin{equation*}
\operatorname{minimize} \quad \sum_{j=1, \ldots, m} c_{j} x_{j} \tag{5.3}
\end{equation*}
$$

subject to system (5.1)
where each $c_{j}$ is set to the $j$-th component of the characteristic vector of $J$ (for the tightest lower bound) or to its opposite (for the tightest upper bound). Now, if the graph $G$ is bipartite, then problem (5.3) can be naturally viewed as a bipartite transportation problem [3] and can be efficiently solved using the network simplex method, which is a strongly polynomial algorithm [3]. If $G$ is not bipartite, consider a bipartite transform $G^{\prime}$ of $G$. Let $\mathbf{y}$ be a solution of system (5.2). Since for any edge $j$ of G we have that (see Section 4.5)

$$
x_{j}=\left[\sum_{j^{\prime} \in f(j)} y_{j^{\prime}}\right] /|f(j)| .
$$

where $f(j)$ is the image of $j$ in $G^{\prime}$ (see Section 4.5) then we can translate problem (5.3) into the following bipartite transportation problem. Then we have

$$
\sum_{j=1, \ldots, m} c_{j} x_{j}=\sum_{j=1, \ldots, m} c_{j}\left[\sum_{j^{\prime} \in f(j)} y_{j^{\prime}}\right]|f(j)|
$$

Therefore we can rewrite problem (5.3) as

$$
\begin{equation*}
\left.\operatorname{minimize} \sum_{j=1, \ldots, m} c_{j}\left[\sum_{j^{\prime} \in f(j)} y_{j^{\prime}}\right]\right]|f(j)| \tag{5.4}
\end{equation*}
$$

subject to system (5.2)
It is easily seen that, if $\mathbf{x}$ is a nonnegative solutions of problem (5.3) and $\mathbf{y}$ is the nonnegative solution of problem (5.4) associated with $\mathbf{x}$, then

$$
\sum_{j=1, \ldots, m} c_{j} x_{j}=\sum_{j=1, \ldots, m} c_{j}\left[\sum_{j^{\prime} \in f(j)} y_{j^{\prime}}\right] /|f(j)|
$$

and vice versa. So, every optimal solution of problem (5.3) corresponds to an optimal solution of problem (5.4) and vice versa, and the minima of problems (5.3) and (5.4) do coincide.

Before closing this section, it is worth considering the special case that the components of the vector $\mathbf{b}$ in system (5.1) are all nonnegative integers. If $G$ is bipartite then, by the integrality theorem and by the total unimodularity $[2,13,55]$ of the incidence matrix of $G$, problem (5.3) has an integral optimal solution. If $G$ is not bipartite then, since problem (5.4) has an integral optimal
solution, problem (5.3) has an optimal solution whose components are either integers or halfintegers.

## Chapter 6

## A linear time algorithm to solve the NAS problem in a graph

### 6.1. Introduction

Let $H$ be a hyper-graph with edge set $E(H)$ and node set $V(H)$. Let $\mathbf{M}$ be the node-edge incidence matrix of $H$. Let $A$ be a subset of $E(H)$ and let a be the characteristic vector of $A$, that is

$$
a(e)= \begin{cases}1 & \text { if } e \in A \\ 0 & \text { if } e \notin A\end{cases}
$$

Recall that a subset $A$ of edges of $E(H)$ is said to be algebraic if its characteristic vector can be expressed as a linear combination of rows of $\mathbf{M}$, that is if there exist real coefficients $\left(c_{v}\right)_{v \in V(H)}$ such that

$$
\begin{equation*}
\mathbf{a}=\sum_{v \in V(H)} c_{v} \mathbf{m}_{v} \tag{6.1}
\end{equation*}
$$

where $\mathbf{m}_{v}$ is the row of $\mathbf{M}$ corresponding to node $v$. In this chapter we address the problem to decide if a set of edges $F$ of $H$ contains a proper non-empty algebraic subset. This problem was proved to be NP-Complete in Chapter 2.

We will show that the NAS problem can be solved in linear time when $H$ is a graph. This result allow us to find a maximal algebraic set contained in $F$ in at most quadratic time in the size of the graph.

### 6.2. Algebraic set

Let $G=(V(G), E(G))$ be a graph without parallel edges where loops may exist. An edge $(u, v)$ is a link if it is not a loop. If $U$ and $W$ are two non empty subsets of $V(G)$ with [ $U, W$ ] we denote all the edges of $E(G)$ with one end point in $U$ and the other in $W$.
$A$ graph $G$ is said to be bipartite if it contains no odd cycle. If $G$ is bipartite and $V(G)$ is not a singleton, then there exists a bipartition $(U, V)$ of $V(G)$ such that $[U, U]=[V, V]=\varnothing$. We call $U$ and $V$ sides of $G$.

A star of a node $v$ of $G$, denoted by $\operatorname{star}(\mathrm{v})$, is the set of the edges incident to $v$. If $W$ is a set of nodes then the union of the stars of the nodes of $W$ is called a starset, denoted by $\mathrm{S}(W)$; furthermore, if $W$ is a stable set (i.e., the set of nodes in $W$ are pairwise non-adjacent), then $\mathrm{S}(W)$ is called an open starset.

Now we introduce two fundamental class of algebraic sets (see also [33, 34, 35, 39]). An openflower set is an open starset or the proper difference of two open starsets $\mathrm{S}\left(W_{1}\right)$ and $\mathrm{S}\left(W_{2}\right)$ where $\mathrm{S}\left(W_{2}\right) \subseteq \mathrm{S}\left(W_{1}\right)$ (see Fig 6.1). An open-flower set is algebraic. In fact its characteristic vector can be written as

$$
\sum_{v \in W_{1}} \mathbf{m}_{v}-\sum_{v \in W_{2}} \mathbf{m}_{v}
$$

If $G$ is loopless, a closed-flower set is the proper difference of two starsets $\mathrm{S}\left(W_{1}\right)$ and $\mathrm{S}\left(W_{2}\right)$ where

$$
\mathrm{S}\left(W_{1}\right) \cup \mathbf{S}\left(W_{2}\right)=E(G) \text { and }
$$

$\mathrm{S}\left(W_{2}\right)$ is a open starset or is empty
Note that if both $\mathrm{S}\left(W_{1}\right)$ and $\mathrm{S}\left(W_{2}\right)$ are open starsets, $\mathrm{S}\left(W_{2}\right) \neq \varnothing$ and $\mathrm{S}\left(W_{1}\right) \cup \mathrm{S}\left(W_{2}\right)=E(G)$ then $\left[W_{1}, W_{1}\right]=\left[W_{2}, W_{2}\right]=\varnothing, G$ is bipartite and the proper difference of $\mathrm{S}\left(W_{1}\right)$ and $\mathrm{S}\left(W_{2}\right)$ is empty. Therefore we consider closed-flower set only if $G$ is loopless and not bipartite. Note that if $A$ is a closed-flower set then $G-A$ is a bipartite graph.

Also note that a closed-flower set is algebraic since its characteristic vector can be written as $1 / 2\left(\sum_{v \in W_{1}} \mathbf{m}_{v}-\sum_{v \in W_{2}} \mathbf{m}_{v}\right)$ (see Fig. 6.1).


Figure 6.1. Open-flower sets.
Without loss of generality, henceforth $G$ is assumed to be connected, since it is easily proved that the intersection of an algebraic set with a connected component of $G$ is an algebraic set too.

Given a real valued vector $\mathbf{c}=\left(c_{v}\right)_{v \in V(G)}$, the signed support [6] of $\mathbf{c}$ is the couple $(P, N)$ where $P=\{v$ : $\left.v \in V(G), c_{v}>0\right\}$ and $N=\left\{v: v \in V(G), c_{v}<0\right\}$ and the support of $\mathbf{c}$ is the set $P \cup N$.


Figure 2. Closed-flower set.

Let $A$ be an algebraic set and let $\mathbf{c}$ be a solution of (6.1). Let $(P, N)$ be the signed support of $\mathbf{c}$. Since each equation of (6.1) is in the form

$$
\begin{aligned}
& a((u, v))=c_{v}+c_{u} \\
& a((u, u))=c_{u}
\end{aligned}
$$

then its easily seen that

$$
[N, V(G)-P]=\varnothing
$$

and

$$
[P, V(G)-N] \subseteq A \subseteq[P, V(G)]
$$

Moreover if $\left(v_{1}, \ldots, v_{\mathrm{k}}\right)$ is a simple path in $G$, then

$$
c_{v_{i+1}}=a\left(\left(v_{i}, v_{i+1}\right)\right)-c_{v_{i}} \quad i=1, \ldots, k-1
$$

so that

$$
\begin{equation*}
c_{v_{k}}=(-1)^{k-1} c_{v_{l}}+\pi \tag{6.2}
\end{equation*}
$$

where $\pi$ is an integer ([44]). Therefore since $G$ is connected given two nodes $u$ and $v$ of $G$, either both $c_{u}$ and $c_{v}$ are integers or neither is an integer. In fact we can state the following

Lemma 6.1 Let $G$ be a connected graph and $A$ be a nonempty algebraic set. Let $(P, N)$ be the signed support of a solution of (6.1). If $P \cup N \neq V(G)$ and $[P, P]$ is not empty then $[P, P]$ is a set of loops. If $P \cup N=V(G)$ and $[P, P]$ is not empty then either contains all loops of $G$ or it contains only links.
Proof Let $\mathbf{c}$ be a solution of (6.1). By formula (6.2) is easy to see that if $P \cup N \neq V(G)$ or $G$ contains loops then every component of $\mathbf{c}$ is integer and if $[P, P]$ contains a link $(u, v)$ then no component of $\mathbf{c}$ is an integer since $c_{u}+c_{v}=1$ and $c_{u}, c_{v}>0$. It follows that if $P \cup N \neq V(G)$ and $[P, P]$ is not empty it must contains only loops. Moreover if $[P, P]$ is not empty then either $G$ is loopless or $[P, P]$ contains all loops of $G$.

Theorem 6.1 Every nonempty algebraic set of a connected graph $G$, contains either an open-flower or a closed-flower set.
Proof By definition, both open-flower and closed-flower sets are algebraic sets. If $G$ is bipartite then it is known $([34,39])$ that a nonempty edge subset of $E(G)$ is algebraic if and only if it is a disjoint union of open-flower sets. Assume that $G$ is non-bipartite. Let $(P, N)$ be the signed support of a solution of (6.1). We can distinguish two cases depending on whether or not $P \cup N=V(G)$.

Case 1: $P \cup N=V(G)$. First note that $[P, P]$ cannot be empty, for otherwise $G$ is bipartite. By Lemma $6.1,[P, P]$ either is a set of loops or is a set of links. In the first case $[P, P]$ is an open-flower set and in the second case is a closed-flower set.

Case 2: $P \cup N \neq V(G)$. First note that at least $[P, V(G)-P \cup N]$ is not empty otherwise $G$ would be disconnected. By Lemma 6.1, if $[P, P]$ is not empty then is a set of loops. Therefore the subset $[P$, $V(G)-N]$ of $A$ is an open-flower set.

Example 6.1 Referring to Fig 6.3: (a) the bold edges form an open-flower set and (b) a closedflower set. For both (a) and (b) the signed support of the solution of (1) are shown. $A$ solution of (6.1) is: for (a) $c_{v}=+1$ if $v \in P, c_{v}=-1$ if $v \in N$. For (b) , $c_{v}=+1 / 2$ if $v \in P, c_{v}=-1 / 2$ if $v \in N$. The set $Z$ is given by $V(G)-P \cup N$.


Figure 6.3. Example of (a) open-flower set and (b) closed flower set.

### 6.3. The kernel of an edge set

In this section we introduce a particular subset of a given edge set $F$ we call the kernel of $F$, which has the property of containing all the algebraic subsets of $F$. Consider the following linear system

$$
\begin{equation*}
\mathbf{M} \mathbf{x}=\mathbf{b} \tag{6.3}
\end{equation*}
$$

where $\mathbf{b}=\left(b_{v}\right)_{v \in V(G)}$ is obtained as follows

$$
b_{v}=|\operatorname{star}(v)-F| \quad v \in V(G)
$$

A solution of system (6.3) is given by the vector $\mathbf{x}^{*}$ with

$$
x^{*}(e)= \begin{cases}0 & \text { if } e \in F \\ 1 & \text { otherwise }\end{cases}
$$

The general solution of system (6.3) is given by

$$
\mathbf{x}=\mathbf{x}^{*}+\mathbf{y}
$$

where $\mathbf{y}$ is a solution of the homogeneous system

$$
\begin{equation*}
\mathbf{M} \mathbf{y}=\mathbf{0} \tag{6.4}
\end{equation*}
$$

The set of solutions $\mathbf{y}$ of (6.4) is called the null space of $\mathbf{M}$. According to the terminology introduced in Chapter 4 [51] if $\mathbf{X}$ is the (non-empty) set of nonnegative solutions of (6.3), the set

$$
K=\{e: x(e)=0, \forall \mathbf{x} \in \mathbf{X}\}
$$

will be referred to as the kernel of $F$. Clearly since $F=\left\{e: x^{*}(e)=0\right\}$, then $K$ is definitely a subset of $F$.

Theorem 6.2 Let $F$ a nonempty edge set of a graph. An algebraic set $A$ is a subset of $F$ if and only if it is a subset of $K$.
$\operatorname{Proof}(i f)$ Trivially if $A$ is a subset of $K$ then $A$ is a subset of $F$ since $K \subseteq F$.
(only if) First we show that if $A$ is an algebraic subset of $F$ then $\sum_{e \in A} x(e)$ takes on the same value for every nonnegative solution $\mathbf{x}$ of (6.3). In fact let a be the characteristic vector of $A$. By definition $\mathbf{a}$ is a vector of the row space of $\mathbf{M}$. Therefore $\mathbf{a}$ is orthogonal to the null space of $\mathbf{M}$. Now if $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ are any two nonnegative solution of (3), then $\mathbf{x}_{1}-\mathbf{x}_{2}$ is a solution of (6.4). Therefore, $\sum_{e \in E(G)} a(e)$ $\left[x_{1}(e)-x_{2}(e)\right]=0$ and then $\sum_{e \in A} x_{1}(e)=\sum_{e \in A} x_{2}(e)$.

Since $\mathbf{x}^{*}$ is a non-negative solution of (6.3) then $\sum_{e \in A} x(e)=\sum_{e \in A} x^{*}(e)=0$ because $A \subseteq F$. By the non negativity of $\mathbf{x}$ we have that $x(e)=0, \forall e \in A$, and for any non negative solution $\mathbf{x}$ of (6.3). It follows that $A \subseteq K$.

Consider the set of edges $F-K$. By the kernel definition, for every edge $e$ of $F-K$, there exists a nonnegative solution $\mathbf{x}^{\#}$ of (6.3) such that $x^{\#}(e)>0$. It follows that there exists a solution $\mathbf{y}=\mathbf{x}^{\#}-\mathbf{x}^{*}$ of system (6.4) such that $y(e)>0$. More generally we have the following

Lemma 6.2 If $K$ is the kernel of $F$ then there exists a nonnegative solution $\mathbf{x}^{\prime}$ of (6.3) such that $x^{\prime}(e)=0$ if and only if $e$ is in $K$.
Proof If $F-K$ is empty we have done since we take $\mathbf{x}^{\prime}=\mathbf{x}^{*}$. Let $F-K=\left\{e_{1}, \ldots, e_{p}\right\} \neq \varnothing$. By definition of kernel, there exists a solution $\mathbf{y}_{\mathrm{i}}$ of (6.4) such that $y_{i}\left(e_{i}\right)>0$ and $\mathbf{x}^{*}+\mathbf{y}_{i} \geq \mathbf{0}, i=1, \ldots, p$. Let $\mathbf{y}=\sum_{i=1, \ldots, p}$ $\mathbf{y}_{i}$ and let

$$
0<\varphi<\min \left\{x^{*}(e) /|y(e)|: y(e)<0 \text { and } e \in E(G)-F\right\}
$$

We have that

$$
\mathbf{x}^{\prime}=\mathbf{x}^{*}+\varphi \mathbf{y} \geq 0
$$

and

$$
x^{\prime}(e)>0 \quad \text { if and only if } e \notin K
$$

in fact, by definition, for all the edges $e \in K$ we have $\mathrm{y}_{\mathrm{i}}(e)=0$ and then $y(e)=0$. It follows that $x^{\prime}(e)=0$. Consider now the edges of $F-K$. First we see that $y(e) \geq 0$. In fact if $e \in F-K$ then

$$
0 \leq x^{*}(e)+y_{i}(e)=y_{i}(e) \quad \text { for } i=1, \ldots, p
$$

then

$$
y(e)=\sum_{i=1, \ldots, p} y_{i}(e) \geq 0
$$

Moreover since $\mathrm{y}_{\mathrm{i}}\left(e_{i}\right)>0$ we have that $y\left(e_{i}\right)>0$ for all $\mathrm{e}_{\mathrm{i}} \in F-K$. In this case $x^{\prime}\left(e_{i}\right)>0$. Finally consider all the edges of $E(G)-F$. If $e \in E(G)-F$ and $y(e) \geq 0$, then clearly, $x^{\prime}(e)>0$, otherwise if $y(e)<0$ since

$$
x^{*}(e) /|y(e)|>\varphi
$$

we have that $x^{*}(e)-\varphi|y(e)|>0$, that is $x^{*}(e)+\varphi y(e)>0$.

Now we state a useful property of the edges of the kernel of $F$ that can be obtained from Theorem 4.1 (see also [27, 41]).

Lemma 6.3 If C is an even cycle of $G$ then either $C \cap K=\varnothing$ or $|C \cap K|>1$ and at least two edges of $C \cap K$ are at odd distance each other in $C$.
Proof Suppose for contradiction that there exists an even cycle $C=\left\{e_{0}, \ldots, e_{\mathrm{p}}\right\}$ such that either $|C \cap K|=1$ or $|C \cap K|>1$ and all the edges of $C \cap K$ are at even distance each other. Suppose without
loss of generality, that $e_{0} \in K$. By Lemma 6.2, there exist a nonnegative solution $\mathbf{x}^{\prime}$ of (6.3) such that $x^{\prime}(e)=0$ if and only if $e \in K$. Now let $0<\varepsilon<\boldsymbol{\operatorname { m i n }}\left\{x^{\prime}(e): x^{\prime}(e)>0\right\}$ and let $\mathbf{y}=(y(e))_{e \in E(G)}$ be defined as follows

$$
y(e)= \begin{cases}0 & \text { if } e \notin C \\ +\varepsilon & \text { if } e \text { has an even position in } C \\ -\varepsilon & \text { if } e \text { has an odd position in } C\end{cases}
$$

Clearly $\mathbf{y}$ is a solution of system (6.4). But then we have that $\mathbf{x}^{\prime}+\mathbf{y}$ is a nonnegative solution of (6.3) and $x^{\prime}(e)+y(e)=+\varepsilon>0$ for all edges of $C \cap K$, contradicting the fact that they are in the kernel of $F$.

Finally we state another useful property of the kernel which can be also obtained as a corollary of Lemma 2.5.

Lemma 6.4 Let $K$ be the kernel of $F$. Then there always exist a real valued solution $\mathbf{c}$ to the following system of linear constraints

$$
\sum_{v \in V(G)} c_{u} m_{v}(e)=\left\{\begin{array}{l}
>0 \text { if } e \in K  \tag{6.5}\\
=0 \text { if } e \notin K
\end{array}\right.
$$

The proof of this Lemma will be given in the Section 6.5 , where we will give an algorithm that always compute a solution of (6.5).
Let $(P, N)$ be the signed support of a solution of (6.5). Since each equations of (6.5) is in the form $c_{u}+c_{v} \geq 0$ or $c_{v} \geq 0$, we have that $[N, V(G)-P]=\varnothing$ and that $[P, V(G)-N] \subseteq K \subseteq[P, V(G)]$. Also if $\mathrm{Z}=V(G)-(P \cup N)$ then $K \cap[\mathrm{Z}, \mathrm{Z}]=\varnothing$

Example 6.2 In the graph of Fig.6.2(a) the edges of a subset $F$ of $E(G)$ are shown in bold. Fig.6.2(b) shows the edges of the kernel $K$ along with a solution of (6.5).
(a)

(b)


Figure 6.4

### 6.4. Finding a nonempty algebraic subset of the kernel

By Theorem 6.2 all the algebraic subset of a set $F$ are contained in the kernel of $F$. Here we will show how to find a closed-flower or a open-flower set contained in $K$.

Lemma 6.5 If $G$ is a non-bipartite and loopless graph then $F$ contains a closed-flower set $A$ if and only if $G-K$ is bipartite.

Proof (if) Suppose $A$ is a closed-flower subset of $F$. By Theorem 6.2, $A$ is a subset of $K$. By definition of closed-flower set, $G-A$ is bipartite and, then, $G-K$ must be bipartite too.
(only if) Let $G-K$ be non-bipartite and loopless. Let $(P, N)$ be the signed support of a solution of system (6.5). Let $\mathrm{Z}=V(G)-(P \cup N)$. If Z is empty clearly $[P, P]$ is a closed-flower set. Otherwise since $G-K$ is bipartite, then the subgraph induced by Z is bipartite too because $K \cap[\mathrm{Z}, \mathrm{Z}]=\varnothing$. Now if $P^{\prime}$ and $N^{\prime}$ are two sides of the subgraph induced by Z, then let $A=\left[P \cup P^{\prime}, P \cup P^{\prime}\right]$. Since [ $N$, $V(G)-P]=\varnothing$, we have that $G-A$ is bipartite too. Note that $A$ cannot be empty for otherwise $G$ would be bipartite. Clearly $A$ is a closed-flower set.

Example 6.3 (cont.) Fig. 6.5(a) highlights the signed support of a solution of (6.5). Fig. 6.5(b) [ $\left.P \cup P^{\prime}, P \cup P^{\prime}\right]$ is the set of bold edges. Note that $G-K$ is a bipartite graph.


Figure 6.5. (a) a solution of (6.5). (b) a closed-flower set contained in $K$

Lemma 6.6 Let $G$ a connected graph and $F$ a subset of $E(G)$. If $K$ is the kernel of $F$, then $K$ contains an open-flower set if and only if $G-K$ has a bipartite component $B^{*}$ such that
(i) each edge in $K$ with both endpoints in $V\left(B^{*}\right)$ is a loop
(ii) no two edges in $K$ are attached to opposites side of $B^{*}$

Proof (if) The subset of $K$ formed by the edges that are attached to $B^{*}$ is an open-flower set.
(only if) Let $A$ be an open-flower set contained in $K$ and ( $P, N$ ) the signed support of a solution of (6.1). Let $B$ the subgraph induced by $[P, N]$. If $B$ contains no edges of $K$ then the statement is trivially true since we can take $B^{*}=B$. Then let $\left\{B_{1}, \ldots, B_{h}\right\}$ be the bipartite connected components of $B-K$. Recall that $(P, N)$ is the bipartition of $B$ such that all the edges of $A$ are attached to $P$. Also let ( $P_{i}, N_{i}$ ) be the bipartition of $B_{i}$ such that $P_{i \subseteq P}$ and $N_{i} \subseteq N, i=1, \ldots, h$.
Suppose by contradiction that for every component $B_{i}$ of $B-K$ there always exists at least one edge of $K$ attached to $P_{i}$ and at least one edge of $K$ attached to $N_{i}$. Take the component $B_{1}=B_{i 1}$. Since [ $N$, $V(G)-P]=\varnothing$ every edge of $K$ attached to $N_{1}$ has the other end point attached to some other component $B^{\prime}$ of $\left\{B_{1}, \ldots, B_{h}\right\}$. If, for contradiction, an edge of $K$ has both endpoints in the same component $B_{i}$ clearly it close an even cycle $C$ such that $|C \cap K|=1$, a contradiction of Lemma 6.3.
Let $e_{i_{1}}$ be one of such edge attached to $B_{i_{1}}$ and also attached to $B^{\prime}=B_{i_{2}} \neq B_{i_{1}}$. Repeating this argument we obtain a sequence $B_{i_{1}}, e_{i_{1}}, B_{i_{2}}, \ldots, e_{i_{k-1}}, B_{i_{k}}$ of component of $B-K$ and edges $e_{i_{j}}$ of $K$ (see Fig 6.6(a)). Let $B_{i_{k}}$ be the first component in the above sequence such that $B_{i_{k}}=B_{i_{h}}$ for some $1 \leq h<k$ (see Fig. 6.6(b)). Let $\left(v_{i j}, u_{i j}\right)=e_{i j}$ such that $v_{i j} \in N_{i j}$ and $u_{i j} \in P_{i_{j+1}}$. Consider now the sequence $B_{i h}, e_{i h}$, $B_{i h+1}, e_{i h+1}, \ldots, B_{i_{k-1}}, e_{i_{k-1}}$. Let $p_{i_{j}}$ be a simple path trough $B_{i_{j}}$ from $u_{i j-1}$ to $v_{i j}$ and let $p_{i h}$ be a simple path trough $B_{i_{h}}$ from $u_{i_{k-1}}$ to $v_{i_{h}}$. Clearly, we have obtained an even cycle $C=p_{i_{h}}, e_{i_{h}}, p_{i_{h+1}}, e_{i_{h+1}}$, $\ldots, e_{i_{k-1}}$. It is not difficult to see that all the edges of $C \cap K$ have an even distance each other in $C$. But, then, by Lemma 6.3, all the edge $e_{i_{h}}, e_{i_{h+1}}, \ldots, e_{i_{k-1}}$ are not in the kernel, a contradiction.

(a)

(b)

Figure 6.6. The connected bipartite components of $B-K$ and some edges of $K$ connecting those bipartite components.

Example 6.4 (cont.) Clearly the subgraph of $G-K$ induced by $\{u, w, x, z\}$ satisfy the conditions of Lemma 6.6 (see Fig. 6.7).


Figure 6.7. $\{(u, v),(w, v)\}$ is an example of a open-flower set
Tu sum up we have the following algorithm to find a nonempty algebraic subset of $F$.

```
FIND_ALGEBRAIC_SUBSET
input: Graph }G\mathrm{ and a subset }F\mathrm{ of edges of }E(G
output: An algebraic subset of F}\mathrm{ if any
begin
    find the kernel }K\mathrm{ of F;
        if G}\mathrm{ is not bipartite and loopless and }G-K\mathrm{ is bipartite then begin
                compute the signed support ( }P,N\mathrm{ ) of a solution of (6.5);
                let ( }\mp@subsup{P}{}{\prime},\mp@subsup{N}{}{\prime})\mathrm{ be a bipartition of the subgraph of G induced by V(G)-PטN;
                output [ }P\cup\mp@subsup{P}{}{\prime},P\cup\mp@subsup{P}{}{\prime}]\mathrm{ and EXIT;;
            else
                for each bipartite component }B\mathrm{ of }G-K\mathrm{ do begin
                    let }\mp@subsup{A}{}{*}={e:e\inK\mathrm{ and }e\mathrm{ is attached to }B}
                if condition (i) and (ii) of Lemma 6.6 are satisfied for }\mp@subsup{A}{}{*}\mathrm{ then output }
            end
    end
end
```

Theorem 6.3 Algorithm FIND_ALGEBRAIC_SUBSET correctly finds a nonempty algebraic subset of a given edge set.
Proof The correctness follows from Lemma 6.5, Lemma 6.6.

### 6.5. Computational aspects

Gusfield [27] gave an algorithm to find the kernel in the case of bipartite graph. Let ( $P, N$ ) be a bipartition of $G$. Direct all the edges of $F$ from $P$ to $N$ thus obtaining a mixed graph $G^{\prime}$. The algorithm is based on the following proposition

Proposition 6.1[27]. All the edges not in any strongly connected component of $G^{\prime}$ are in the kernel of $F$.

So the algorithm to find the kernel of $F$ if $G$ is bipartite is:
FIND_KERNEL
input : bipartite connected graph $G$ and a subset $F$ of $E(G)$
output: the kernel $K$ of $F$

## begin

Let $(P, N)$ be a bipartition of $G$;

Direct all the edges $e \in F$ from $P$ to $N$. We thus obtain a mixed graph $G^{\prime}$;
Compute the strongly connected components of $G^{\prime}$;
Output the set of directed edges joining distinct strongly connected components of $G^{\prime}$;
end
To demonstrate Lemma 6.4 we give an algorithm that always finds a solution of (6.5). First we see how to find a solution of (6.5), when the graph is bipartite, next we extend the algorithm to nonbipartite graphs. We will use the concept of the abstract [23] of a directed graph. If $G$ is a directed graph its abstract $H$ is the directed graph where the node set is the set of strongly connected components of $G$ and the edge set $E(H)=\{(u, v) \mid$ there exist in $G$ at least one directed edge from component $u$ to component $v\}$.

## COMPUTE_SUPPORT

input : bipartite connected graph $G$ and a subset $F$ of $E(G)$
output: a solution of (6.5) for the kernel of $F$

## begin

Let $(P, N)$ be a bipartition of $G$;
Direct all the edges $e \in F$ from $P$ to $N$. We thus obtain a mixed graph $G^{\prime}$;
Find the strongly connected components of $G^{\prime}$;
Let $H$ be the abstract of $G^{\prime}$;
Let $\left(B_{1}, B_{2}, \ldots, B_{h}\right)$ be a topological sort of $H$ where $B_{i}$ is a strongly connected component of $G^{\prime}$;
Let $\left(P_{i}, N_{i}\right)$ be the bipartition of $B_{i}$ such that $P_{i} \subseteq P$ and $N_{i} \subseteq N, i=1, \ldots, h$. Then let

$$
c_{v}=\left\{\begin{array}{ll}
h-i & \text { if } v \in P_{i} \\
-h+i & \text { if } v \in N_{i}
\end{array} \quad i=1, \ldots, h\right.
$$

Output $\left(\mathrm{c}_{\mathrm{v}}\right)_{v \in V(G)}$;

## end

Lemma 6.7 The algorithm COMPUTE_SUPPORT correctly finds a solution of (6.5).
Proof. Let $\left(c_{v}\right)_{v \in V(G)}$ be the output of algorithm COMPUTE_SUPPORT and let $\mathbf{k}=\sum_{v \in V(G)} c_{v} \mathbf{m}_{v}$. Let $\left(B_{1}, B_{2}, \ldots, B_{h}\right)$ be a topological sort of $H$ where $B_{i}$ is a strongly connected component of $G^{\prime}$. First note that if $e=(u, v)$ is in a strongly connected component $B_{i}$ then $c_{u}+c_{v}=0$. Therefore $k(e)=0$ if and only if $e=(u, v)$ is in a strongly connected component, and this is correct since, by Proposition 6.1, $e$ is not in the kernel of $F$.
Now let $(u, v)$ be an edge not in any strongly connected component of $G^{\prime}$. Suppose that $u \in P$ and $v \in N$. Thus $(u, v)$ is directed from $u$ to $v$. If $B_{i}$ is the component containing $u$ and $B_{j}$ the component containing $v$ then $B_{i}$ is before $B_{j}$ in the topological sort of $H$ that is $i<\mathrm{j}$. Since $c_{u}=h-i$ and $c_{v}=-h+j$, then $k(e)=c_{u}+c_{v}=h-i-h+j=j-i>0$ as supposed to be.

Algorithms FIND_KERNEL and COMPUTE_SUPPORT apply to bipartite graphs. In the case of non bipartite graphs we can use what is called in Chapter 4 the bipartite transform of $G$ which is a bipartite graph. Then we can apply the above two algorithms to the bipartite transform to find both the kernel and a solution of (6.5). Here the details.

Let $H=(V(H), E(H))$ be the bipartite transform of $G$ and let $D$ be the image of $F$ in $H$, that is $D=\{$ $f(e): e \in F\}$. By Lemma 4.8, if $K^{\prime}$ is the kernel of $D$ then the kernel $K$ of $F$ is the set $K=\{e$ :
$\left.f(e) \subseteq K^{\prime}\right\}$. The following Lemma gives a method to find a solution of (6.5) when $G$ is a non bipartite graph. Since $V(H)=V^{\prime} \cup V^{\prime \prime}$ where $V^{\prime}$ and $V^{\prime \prime}$ are copies of $V(G)$ (see Section 4.5) we denote with $v^{\prime} \in V^{\prime}$ and $v^{\prime \prime} \in V^{\prime \prime}$ the copies of $v$ in $H$. With this notation if $e=(u, v) \in E(G)$ is not a loop then the image of $e$ in $H$ is $f(e)=\left\{\left(u^{\prime \prime}, v^{\prime}\right),\left(u^{\prime}, v^{\prime \prime}\right)\right\}$ and if $e=(u, u)$ is a loop then $f(e)=\left\{\left(u^{\prime}, u^{\prime \prime}\right)\right\}$.

Lemma 8 Let $\left(g_{v}\right)_{v \in V(H)}$ be the coefficients of a solution of (6.5) for the kernel of $D$. Then

$$
c_{v}=g_{v^{\prime}}+g_{v^{\prime \prime}} \quad v \in V(G)
$$

are the coefficients of a solution of (6.5) for the kernel of $F$.
Proof. Let $K^{\prime}$ the kernel of $D$. If $\left(u^{\prime}, v^{\prime \prime}\right) \in K^{\prime}$ then, by formula $4.5,\left(u^{\prime \prime}, v^{\prime}\right) \in K^{\prime}, g_{u^{\prime}}+g_{v^{\prime \prime}}>0$ and $g_{\nu^{\prime}}+g_{u^{\prime \prime}}>0$. Therefore $(u, v) \in K$ and

$$
c_{u}+c_{v^{\prime}}=g_{u^{\prime}}+g_{u^{\prime \prime}}+g_{v^{\prime}}+g_{v^{\prime \prime}}>0
$$

Also if $\left(u^{\prime}, v^{\prime \prime}\right) \notin K^{\prime}$ then, by formula 4.5, $\left(u^{\prime \prime}, v^{\prime}\right) \notin K^{\prime}, g_{u^{\prime}}+g_{v^{\prime \prime}}=0$ and $g_{v^{\prime}}+g_{u^{\prime \prime}}=0$. Therefore $(u, v) \notin K$ and

$$
c_{u}+c_{v^{\prime}}=g_{u^{\prime}}+g_{u^{\prime \prime}}+g_{v^{\prime}}+g_{v^{\prime \prime}}=0
$$

To sum up $\left(c_{v}\right)_{v \in V(G)}$ are the coefficients of a solution of (6.5) for the kernel of $F$.
The strongly connected components and a topological sort of a graph can be found using standard graph algorithms [16] and all takes time linear in the size of the graph. Therefore we have

Remark 6.1 The time complexity of COMPUTE_SUPPORT and FIND_KERNEL is linear in the size of the graph $G$.

Example 6.5 Consider the graph $G$ of Fig. 6.8. Let $F$ be the set f bold edges. We have that $K=F$. Fig. 6.9 shows the bipartite transform $H$ of $G$ where the edges weighting zero of $D$ are directed. There are six strongly connected components of $H$. They are ordered from left to right. The coefficients of a solution of (6.5) are $\mathrm{c}_{1}=+5, \mathrm{c}_{2}=-5, \mathrm{c}_{3}=+3, \mathrm{c}_{4}=-3, \mathrm{c}_{5}=+1$ and $\mathrm{c}_{6}=-1$ as is easily checked using algorithm COMPUTE_SUPPORT and Lemma 6.8.


Figure 6.8. A graph and, in bold, a subset $F$ of edges


Figure 6.9. The bipartite transform $H$ of the graph of Fig. 6.8. The edges of $H$ in correspondence of $F$ are directed from the upper part to the lower part.

To find if there exist a bipartite component of $G-K$ that satisfy the condition (i) and (ii) of Lemma 6.6, we can proceed as follows.

Let $\left(B_{1}, \ldots B_{\mathrm{h}}\right)$ the bipartite connected components of $G-K$. Suppose we have for each node $v$ of $B_{\mathrm{i}}$, $i=1, \ldots, h$ the following
$c n(v)$
$\operatorname{side}(v) \in\{1,2\} \quad$ one of the two sides of the bipartite component $B_{i}$ containing $v$
and let

$$
\begin{array}{ll}
\operatorname{AT}_{1}\left(B_{i}\right) \in\{0,1,2\} & \begin{array}{l}
\text { set to } 1 \text { if at least one edge of } K \text { is attached to side } 1 \text { of } B_{i} \\
\text { set to } 2 \text { if an edge of } K \text { has both end point attached to side } 1 \text { of } B_{i} \\
\text { set to } 0 \text { otherwise }
\end{array} \\
\operatorname{AT}_{2}\left(B_{i}\right) \in\{0,1,2\} & \begin{array}{l}
\text { set to } 1 \text { if at least one edge of } K \text { is attached to side } 2 \text { of } B_{i} \\
\text { set to } 2 \text { if an edge of } K \text { has both end point attached to side } 2 \text { of } B_{i} \\
\text { set to } 0 \text { otherwise }
\end{array}
\end{array}
$$

Then for each link $e=\left(u_{1}, u_{2}\right)$ of $K$, if $\operatorname{side}\left(u_{1}\right)=\operatorname{side}\left(u_{2}\right)$ and $\mathrm{CN}\left(u_{1}\right)=\operatorname{CN}\left(u_{2}\right)$ then we set $\mathrm{AT}_{\text {side }\left(u_{1}\right)}\left(B_{i}\right):=2$. Otherwise if $u_{j}, j=1,2$ is attached to the side $k$ of $B_{i}$ in then we set $\mathrm{AT}_{k}\left(B_{i}\right):=1$. Finally for each component $B_{i}$ we check if $\mathrm{AT}_{1}\left(B_{i}\right)+\mathrm{AT}_{2}\left(B_{i}\right)=1$. In this case conditions (i) and (ii) of Lemma 6.6 are satisfied. Since all those tasks takes time linear to the size of the graph and for Remark 6.1, we have the following

Theorem 6.4 Algorithm FIND_ALGEBRAIC_SUBSET has time complexity linear in the size of the graph.

If $H$ is a graph then we can use the algorithm FIND_ALGEBRAIC_SUBSET to find a maximally contained algebraic subset of $F$ as in the following algorithm :

MAXIMALLY_CONTAINED
input :a graph $G$ and a subset $F$ of edges
output : a maximally contained algebraic subset of $F$

## begin

$M:=\varnothing$;
while $A$ := FIND_ALGEBRAIC_SUBSET $(G, F)$ is not empty do
begin

$$
\begin{aligned}
& M:=M \cup A ; \\
& F:=F-A ;
\end{aligned}
$$

```
    end
    output M;
end
```

The time complexity of the algorithm MAXIMALLY_CONTAINED is at most $|F|$ times the time complexity of FIND_ALGEBRAIC_SUBSET. Therefore MAXIMALLY_CONTAINED takes at most quadratic time in the size of $\mathbf{H}$.

## Chapter 7

## Minimal invariant sets in a vertex-weighted graph

### 7.1. Introduction

Let $G$ be a graph with vertex set $V(G)$ and an edge set $E(G)$, which contains no isolated vertices and no parallel edges but loops are allowed. A (vertex) weighting of $G$ is a $|V(G)|$-dimensional vector of real numbers. A weighting $\boldsymbol{a}$ is an admissible R -weighting (or an admissible $\mathrm{R}_{+}$-weighting) if there exists at least one real-valued (a nonnegative real-valued, respectively) solution of the following system of $|V(G)|$ linear equations

$$
\begin{equation*}
\boldsymbol{G} \boldsymbol{x}=\boldsymbol{a} \tag{7.1}
\end{equation*}
$$

where $\boldsymbol{G}$ is the (vertex-edge) incidence matrix of $G$. If $\boldsymbol{a}$ is an admissible R-weighting (or an admissible $\mathrm{R}_{+}$-weighting), then real-valued (nonnegative real-valued, respectively) solutions of system (7.1) are called (edge) R-labellings ( $\mathrm{R}_{+}$-labellings, respectively) constrained by $\boldsymbol{a}$. In the theory of magic graphs [21, 32], a weighting $\boldsymbol{a}$ is called an "indexing vector" or a "vertex labelling", and a labelling constrained by $\boldsymbol{a}$ is also called a labelling "induced" by or "compatible" with $\boldsymbol{a}$. It is well-known [21,32] that an R-weighting $\boldsymbol{a}$ is always admissible unless $G$ is a bipartite graph and $\sum_{v \in U} a_{v} \neq \sum_{v \in W} a_{v}$ where $(U, W)$ is a bipartition of $G$, and the same holds if $\boldsymbol{a}$ is an R+weighting of $G[27,41]$.

Given an admissible R-weighting (or an admissible $\mathrm{R}_{+}$-weighting) $\boldsymbol{a}$ of $G$, a subset $S$ of $E(G)$ is an R-invariant set (an $R_{+}$-invariant set, respectively) if either $S=\emptyset$ or $\sum_{e \in S} l(e)=\sum_{e \in S} l^{\prime}(e)$ for every two R-labellings (R+-labellings, respectively) $\boldsymbol{l}$ and $\boldsymbol{l}^{\prime}$ of $G$ constrained by $\boldsymbol{a}$; if this is the case, the value of $S$ is taken to be 0 if $S=\varnothing$, and to be the sum $\sum_{e \in S} l(e)$ where $l$ is any R-labelling (any R+labelling, respectively) constrained by $\boldsymbol{a}$, otherwise. If the singleton $\{e\}$ is an R -invariant set (or an $\mathrm{R}_{+}$-invariant set), we call $e$ an R -invariant edge (an $\mathrm{R}_{+}$-invariant edge, respectively). A nonempty R -invariant set (or $\mathrm{R}_{+}$-invariant set) is minimal if none of its nonempty proper subsets is an R invariant set (an $R_{+}$-invariant set, respectively). It is easy to see that the family of $R$-invariant sets as well as the family of $R_{+}$-invariant sets are closed under disjoint union and proper difference. So, by the closure under proper difference and disjoint union, a nonempty edge set is an invariant set if and only if it is the disjoint union of one or more minimal invariant sets.

In this Chapter we address the problem of finding a characterisation of minimal R-invariant sets (or $\mathrm{R}_{+}$-invariant sets) for a given admissible $\mathrm{R}^{-w e i g h t i n g ~(o r ~} \mathrm{R}_{+}$-weighting) of a graph. The interest in (minimal) invariant sets was first motivated by the security issues connected with the publication of statistical data $[18,27,33,34,35,36,40,42,43,45,46,49,50]$. Recently, invariant sets have found applications in sum-query processing [51].

At the present, the only known result about minimal algebraic sets is a graphical characterisation of minimal invariant sets in a bipartite weighted graph [36, 39]. In this paper we first give a polynomial test for recognising invariant sets and, next, state a graphical characterisation of minimal invariant sets in a nonbipartite weighted graph.

### 7.2. Definitions

In this section, we recall some more-or-less standard definitions on graphs, which will be used in the sequel. A graph $G$ is defined by a nonempty finite set, denoted by $V(G)$ and called the set of its vertices, and by a (possibly empty) set, denoted by $E(G)$ and called the set of its edges, where each edge is an unordered couple of vertices which are called its endpoints. A trivial graph is a graph $G$ with $E(G)=\emptyset$. A subgraph of graph $G$ is a graph $H$ with $V(H) \subseteq V(G)$ and $E(H) \subseteq E(G)$. An edge in $E(G) \backslash E(H)$ having at least one endpoint in $V(H)$ is said to be attached to $H$, and the vertices of $H$ that are endpoints of edges attached to $H$ are called the attachments of $H$. The subgraph of $G$ induced by a nonempty subset $U$ of $V(G)$, denoted by $G(U)$, is the graph with vertex set $U$ whose edges are the edges of $G$ whose endpoints belong to $U$.

An edge with identical endpoints is called a loop, and an edge with distinct endpoints a link. The $\operatorname{star}$ of a vertex $v$, denoted by $\operatorname{star}(v)$, is the set of edges incident with $v$. An independent set is a nonempty set vertices whose stars are pairwise disjoint. A starset is the (disjoint) union of the stars of vertices from an independent set; if $U$ is an independet set, then by $\operatorname{starset}(U)$ we denote the starset over $U$, that is, $\operatorname{starset}(U)=\cup_{v \in U} \operatorname{star}(v)$. A complete graph is a loopless graph with an edge for each pair of distinct vertices.

A walk is a sequence $\left(v_{0}, e_{1}, v_{1}, \ldots, e_{k}, v_{k}\right)$ whose terms are alternately vertices and edges, such that if $k>0$ then, for $1 \leq i \leq k$, the endpoints of $e_{i}$ are $v_{i-1}$ and $v_{i}$; the vertices $v_{0}$ and $v_{k}$ are its start and end vertices, respectively, and $k$ is its length. A cycle is a walk whose start and end vertices are the same. A walk is a path if no vertex appears on it more than once. A cycle is a circuit if no vertex, other than the start-end vertex, appears more than once. Accordingly, a loop defines a circuit of length 1. A graph is connected if any two vertices are joined by a path. A component of a graph is a maximal connected induced subgraph.

A graph $G$ is bipartite if $G$ contains no odd cycles, that is, if and only if either $G$ is a trivial graph or there is a bipartition $(U, W)$ of $V(G)$ such that each edge of $G$ has one endpoint in $U$ and the other endpoint in $W$. The components of a graph that are bipartite will be referred to as its bipartite components. A nontrivial bipartite graph with bipartition $(U, W)$ is a complete bipartite graph if there is an edge for each pair of vertices $u$ and $v$ with $u \in U$ and $v \in W$.

For subsets $U$ and $W$ of $V(G)$, by [ $U, W$ ] we denote the (possibly empty) set of edges of $G$ with one endpoint in $U$ and the other endpoint in $W$. According to notation used in [15], if $U$ is a nonempty subset of $V(G)$ and $W$ is the complement of $U$, then $D(U)$ is used for $[U, W]$ and $B(U)$ is used for $E(G) \backslash D(U)$. Accordingly, if $G$ is a nontrivial bipartite graph with bipartition $(U, W)$, then $E(G)=$ $D(U)=D(W)$ and, if $G$ is an arbitrary graph, then $E(G)=B(V(G))$. A nonempty edge set $S$ is a cut set (an "edge cut" in [7]) if $S=D(U)$ for some nonempty proper subset of $V(G)$. A bond [7] is a minimal cut set. An edge $e$ of $G$ is a bridge if the singleton $\{e\}$ is a bond of $G$.

A nonempty edge set $S$ is a bip set if $S=B(U)$ for some nonempty proper subset of $V(G)$. Note that, since $E \backslash B(U)=D(U)$, the graph $G-S$ is bipartite. If $e$ is an edge of a nonbipartite and connected graph $G$ such that the singleton $\{e\}$ is a bip set of $G$, then $e$ is a handle on $G-e$ [32]; in other words, an edge of a nonbipartite and connected graph is a handle if and only if $G-e$ is bipartite. Note that there is at most one handle that is a loop, and there may be one or more handles that are links but, if this is the case, then $G$ is loopless.

Let $U$ be a nonempty proper subset of $V(G)$ such that $D(U) \neq \emptyset$. The union of the cut set $D(U)$ with a bip set of $G(U)$ is called a cut-bip set.

We now introduce special versions of cut sets, bip sets and cut-bip sets.

We say that a cut set $D(U)$ is simple if $G(U)$ is bipartite and either $G(U)$ is a trivial graph or there is a bipartition $(P, N)$ of $G(U)$ such that the attachments of $G(U)$ are all in $P$ (see Figure 7.1); if this is the case, we call $G(U)$ and the components of the subgraph of $G$ induced by $V(G) \backslash U$ the root and the branches of the simple cut set, respectively.


Figure 7.1. A simple cut set of a nonbipartite graph.
Remark 7.1 If the root of a simple cut set is a trivial graph, then the simple cut set is a starset given by the disjoint union of the stars of vertices of its root; otherwise (see Figure 7.1), the simple cut set is the proper difference of two starsets, that is, $\operatorname{starset}(P) \backslash \operatorname{starset}(N)$.

We say that a bip set $B(U)$ of $G$ is simple if either $G-B(U)$ is a trivial graph or there is a bipartition $(P, N)$ of $G-B(U)$ such that the attachments of $G-B(U)$ are all in $P$, that is, $B(U)=[P, P]$. A simple bip set $B(U)$ is a simple loop bip set if $B(U)$ is a set of loops (see Figure 7.2).


Figure 7.2. A simple loop bip set.
Remark 7.2 Let $B(U)$ be a simple loop bip set. If $G-B(U)$ is a trivial graph, then $E(G)=B(U)$ and the simple bip set is a starset given by the union of the stars of vertices of $G$; otherwise (see Figure 2), the simple loop bip set is the proper difference of two starsets, that is, $\operatorname{starset}(P) \backslash \operatorname{starset}(N)$.

A simple bip set $B(U)$ is a simple link bip set if $B(U)$ is a set of links (see Figure 7.3).


Figure 7.3. A simple link bip set of a nonbipartite graph.
Let $U$ be a nonempty proper subset of $V(G)$ such that $D(U) \neq \varnothing$, and let $B$ be a bipset of $G(U)$. We say that the cut-bip set $D(U) \cup B$ of $G$ is simple if either $G(U)-B$ is a trivial graph or there is a bipartition $(P, N)$ of $G(U)-B$ such that the attachments of $G(U)-B$ are all in $P$. A simple cut-bip set is a simple cut-loop set if $B$ is a set of loops (see Figure 7.4); if this is the case, we call the subgraph $G(U)-B$ and the components of the subgraph of $G$ induced by $V(G) \backslash U$ the root and the branches of the simple cut-loop set, respectively.


Figure 7.4. A simple cut-loop set.
Remark 7.3 If the root of a simple cut-loop set is a trivial graph, then the simple cut-loop set is a starset given by the disjoint union of the stars of vertices of its root; otherwise (see Figure 7.4), the simple cut-loop set is the proper difference of two starsets, that is, $\operatorname{starset}(P) \backslash \operatorname{starset}(N)$.

### 7.3. Invariance tests

Let $S$ be a subset of $E(G)$. The binary vector $\boldsymbol{s}=[s(e)]_{e \in E(G)}$ with

$$
s(e)=\left\{\begin{array}{lc}
1 & \text { if } e \in S \\
0 & \text { else }
\end{array}\right.
$$

will be referred to as the characteristic vector of $S$ in $G$. The following two results characterise Rinvariant sets and $\mathrm{R}_{+}$-invariant sets in terms of their characteristic vectors.

Proposition 7.1 [12] Let $\boldsymbol{a}$ be an admissible R-weighting of a graph $G$. A subset $S$ of $E(G)$ is an Rinvariant set for $\boldsymbol{a}$ if and only if the characteristic vector of $S$ is a linear combination of rows of the incidence matrix of $G$.

Proposition 7.2 [46] Let $\boldsymbol{a}$ be an admissible $\mathrm{R}_{+}$-weighting of a graph $G$, and let $Z$ be the set of the R+-invariant edges with value zero. A subset $S$ of $E(G)$ is an $R_{+}$-invariant set if and only if the characteristic vector of $S \backslash Z$ in $G-Z$ is a linear combination of rows of the incidence matrix of $G-Z$.

According to the terminology introduced in [39], a subset of $E(G)$ whose characteristic vector belongs to the row space of the incidence matrix of $G$ (i.e., the linear space spanned by the rows of the incidence matrix of $G$ ) is called an algebraic (edge) set of $G$. Thus, Proposition 7.1 states that an edge set $S$ is an R-invariant set if and only if $S$ is an algebraic set of $G$, and Proposition 7.2 states that an edge set $S$ is an $\mathrm{R}_{+}$-invariant set if and only if $S \backslash Z$ is an algebraic set of $G-Z$.

Propositions 7.1 and 7.2 lead to efficient tests for recognising invariant sets and computing their values. We first consider R -invariant sets and, then, $\mathrm{R}_{+}$-invariant sets.
(R-invariant sets) Let $S$ be a subset of $E(G)$. By the very definition, one has that $S$ is an algebraic set of $G$ if and only if the following equation system

$$
\left\{\begin{array}{cc}
c_{u}+c_{v}=s(u, v) & \text { for each link }(u, v)  \tag{7.2}\\
c_{w}=s(w, w) & \text { for each loop }(w, w)
\end{array}\right.
$$

has a real-valued solution $\boldsymbol{c}=\left[c_{v}\right]_{v \in V(G)}$. The following result states that one can recognise an algebraic set in linear time.

Proposition 7.3 [46] A solution (if any) of system (7.2) can be found in time linear in the size of $G$.
By Propositions 7.1 and 7.3, one can decide whether or not a subset $S$ of $E(G)$ is an R-invariant set in time linear in the size of $G$. Moreover, if $S$ is an R-invariant set then, given a solution $\boldsymbol{c}$ of system (7.2), using basic linear algebra one can compute the value of $S$ as

$$
\sum_{v \in V(G)} c_{v} a_{v}
$$

and, hence, in time linear in the size of $\boldsymbol{a}$.
( $\mathrm{R}_{+}$-invariant sets) The set $Z$ of $\mathrm{R}_{+}$-invariant edges with value zero can be found in time linear in the size of $G$ [41]. So, by Propositions 7.2 and 7.3, the problem of deciding whether or not a subset $S$ of $E(G)$ is an $\mathrm{R}_{+}$-invariant set has the same complexity as the problem of finding an $\mathrm{R}_{+}$-labelling of $G$ constrained by $\boldsymbol{a}$. If $G$ is bipartite, then Gusfield [27] proved that $\mathrm{R}_{+}$-labellings of $G$ constrained by $\boldsymbol{a}$ correspond to maximum flows of a network which can be obtained from $G$ and $\boldsymbol{a}$ in linear time, so that finding an $\mathrm{R}_{+}-$labelling of $G$ constrained by $\boldsymbol{a}$ requires cubic time [3]. If $G$ is not bipartite, two of the authors [41] proved that R+-labellings of $G$ constrained by $\boldsymbol{a}$ correspond to $\mathrm{R}_{+}$-labellings of the so-called "bipartite transform" of $G$, which is a bipartite graph that can be obtained from $G$ in linear time, so that finding an $\mathrm{R}_{+}$-labelling of $G$ constrained by $\boldsymbol{a}$ still requires cubic time. To sum up, using Propositions 7.2 and 7.3 , one can decide whether or not a subset $S$ of $E(G)$ is an $\mathrm{R}_{+}$-invariant set in cubic time. Moreover, if $S$ is an $\mathrm{R}_{+}$-invariant set then, given a solution $c$ of system (7.2) for the set $S \backslash Z$ of edges of the graph $G-Z$, one can compute the value of $S$ as

$$
\sum_{v \in V(G-Z)} c_{v} a_{v}
$$

and, hence, in time linear in the size of $\boldsymbol{a}$.

### 7.4. Algebraic sets

By Propositions 7.1 and 7.2, a characterisation of invariant sets passes through a characterisation of algebraic sets. Like the family of invariant sets of a weighted graph, also the family of algebraic sets of a graph is closed under disjoint union and proper difference [9, 10, 52]. Trivial examples of an algebraic set of a graph $G$ are the empty subset of $E(G)$ and the star of each vertex of $G$. By the closure under disjoint union and proper difference, one has that every starset and the proper difference of two starsets are algebraic sets.

Lemma 7.1 Simple cut sets, simple loop bip sets, simple link bip sets and simple cut-loop sets are all algebraic sets.
Proof. By Remarks 7.1, 7.2 and 7.3, simple cut sets, simple loop bip sets and simple cut-loop sets are all algebraic sets. What remains to prove is that every simple link bip set is an algebraic set. Let $S$ be a simple link bip set of a graph $G$. Of course $G$ is loopless. If $S=E(G)$, then the characteristic vector $s$ of $S$ in $G$ can be written as

$$
\frac{1}{2} \sum_{v \in V(G)} \boldsymbol{g}_{v}
$$

otherwise, $\boldsymbol{s}$ can be written as (see Figure 7.2)

$$
\frac{1}{2} \sum_{v \in P} \boldsymbol{g}_{v}-\frac{1}{2} \sum_{v \in N} \boldsymbol{g}_{v}
$$

So, in both cases, $S$ is an algebraic set of $G$.
Remark 7.4 If $G$ is a loopless graph, then the family of algebraic sets of $G$ is also closed under complementation since $E(G)$ is an algebraic set. On the other hand, if $G$ is a connected graph with loops, then it is easy to see that $E(G)$ is an algebraic set if and only if the set of loops of $G$ is a simple (loop) bip set of $G$, so that the family of algebraic sets of $G$ is closed under complementation if and only if the set of loops of $G$ is a simple (loop) bip set of $G$.

We now state some general properties of an algebraic set of a graph $G$. The first property we now state follows from the following two facts involving the incidence matrix $\boldsymbol{G}$ of $G$.

Fact 7.1 [15] The rank of $\boldsymbol{G}$ is $|V(G)|-p$, where $p$ is the number of bipartite components of $G$.
Let $\boldsymbol{r}=[r(e)]_{e \in E(G)}$ be a vector of the row space of $\boldsymbol{G}$. The support of $\boldsymbol{r}$ is the edge set $\|\boldsymbol{r}\|=\{e \in$ $E(G): r(e) \neq 0\}$, and $\boldsymbol{R}$ is a minimal vector of the row space of $\boldsymbol{G}$ is if $\boldsymbol{r} \neq \mathbf{0}$ and the support of no nonzero vector of the row space of $\boldsymbol{G}$ is a proper subset of $\|\boldsymbol{r}\|$. By Fact 1 one has

Fact 7.2 [15] The supports of minimal vectors of the row space of $\boldsymbol{G}$ are exactly the minimal edge sets whose removal from $G$ creates one more bipartite component.

Theorem 7.1 The removal of a nonempty algebraic set creates at least one more bipartite component.
Proof. Let $S$ be a nonempty algebraic set, and $\boldsymbol{s}$ its characteristic vector. Since $\boldsymbol{s}$ is a vector of the row space of $\boldsymbol{G}, S$ contains the support of a minimal vector of the row space of $\boldsymbol{G}$. Then, the statement follows from Fact 7.2.

Let $S$ be a subset of $E(G)$. Of course, $S$ is an algebraic set of $G$ if and only if, for each component $G^{\prime}$ of $G$, the intersection of $S$ with $E\left(G^{\prime}\right)$ is algebraic too. Therefore, without loss of generality, henceforth we assume that $G$ is connected. Then, the rank of $\boldsymbol{G}$ is equal to either $|V(G)|-1$ or $|V(G)|$ depending on whether or not $G$ is bipartite. It follows that, if the constant term of system (7.2) is the characteristic vector of an algebraic set of $G$, then the equation system has either $\infty^{1}$ solutions or exactly one solution depending on whether or not $G$ is bipartite. Let $S$ be an algebraic set of $G$ with characteristic vector $\boldsymbol{s}$, and let $\boldsymbol{c}$ be a solution of system (7.2). Let ( $P, N$ ) be the signed support of $\boldsymbol{c}$; that is,

$$
P=\left\{v \in V(G): c_{v}>0\right\} \quad N=\left\{v \in V: c_{v}<0\right\} .
$$

Since $c_{u}+c_{v} \in\{0,1\}$ for each $\operatorname{link}(u, v)$, and $c_{w} \in\{0,1\}$ for each loop $(w, w)$, it is easily seen that
Fact 7.3 There is no edge $(u, v)$ of $G$ with $u \in N$ and $v \in V(G) \backslash P$.
Fact 7.4 Each edge $(u, v)$ of $G$ with $u \in P$ and $v \in V(G) \backslash N$ belongs to $S$.
Moreover, for every two vertices $u$ and $v$ of $G$, if $\left(v_{1}, \ldots, v_{k}\right)$ is a path with start-vertex $u$ and endvertex $v$ then, since $c$ is a solution of system (2), one has

$$
c_{v_{i+1}}=s\left(v_{i}, v_{i+1}\right)-c_{v_{i}} \quad(i=1, \ldots, k-1)
$$

so that, since $s$ is a binary vector, one has

$$
\begin{equation*}
c_{v}=\alpha+(-1)^{k-1} c_{u} \tag{7.3}
\end{equation*}
$$

where $\alpha$ is an integer. Therefore, the following holds (see also lemma 6.1).
Fact 7.5 For every two vertices $u$ and $v$ of $G$, either both $c_{u}$ and $c_{v}$ are integers or neither $c_{u}$ nor $c_{v}$ is an integer.

Lemma 7.2 Let $S$ be an algebraic set of a connected graph $G$ with characteristic vector $\boldsymbol{s}$. If $G$ is bipartite, then there exists an integral solution of system (7.2). If $G$ is not bipartite, then the solution of system (7.2) is integral whenever $G$ contains a loop; but, if $G$ is not bipartite and loopless, then the solution of system (7.2) is either integral or half-integral.
Proof. Let us distinguish two cases depending on whether or not $G$ is bipartite.
Case 1: $G$ is bipartite. Then, one component, say $c_{u}$, of a solution $\boldsymbol{c}$ of system (7.2) can be chosen arbitrarily, so that $c_{u}$ can be taken to be 0 and, then, by (7.3) all the remaining components of $\boldsymbol{c}$ will be integers.

Case 2: $G$ is not bipartite. Then, there is exactly one solution of system (7.2), say $\boldsymbol{c}$. Now, if $G$ contains a loop, say ( $w, w$ ), then $c_{w}$ is equal to either 1 or 0 depending on whether the loop is or is not in $S$, so that by Fact 7.5 all the remaining components of $\boldsymbol{c}$ will be integers. If $G$ is loopless and $v$ is the start-end vertex of an odd circuit, then by (7.3) one has $c_{v}=\frac{\alpha}{2}$ so that $c_{v}$ is either an integer or a half-integer (that is, a fraction having an odd integer as a numerator and 2 as a denominator); in the former case, by Fact 7.5 each component of $c$ is an integer, and in the latter case each component of $\boldsymbol{c}$ is a half-integer.

Lemma 7.3 Let $S$ be an algebraic set of a connected graph $G$ with characteristic vector $\boldsymbol{s}$. Let $\boldsymbol{c}$ be a solution of system (2), and $(P, N)$ the signed support of $\boldsymbol{c}$. If $[P, P] \neq \emptyset$, then either
(i) $[P, P]$ is a set of loops, or
(ii) $\quad[P, P]$ is a set of links, $G$ is loopless and $V(G)=P \cup N$.

Proof see Lemma 6.1.
With the notation above, consider the set $S^{\prime}$ of edges with one endpoint in $P$ and the orther endpoint in $V(G) \backslash N$, that is, $S^{\prime}=[P, V(G) \backslash N]$. By Fact 7.4, $S^{\prime}$ is a subset of $S$. Moreover, if $G$ is bipartite, then $S^{\prime}$ may be empty; but, if $G$ is not bipartite, then $S^{\prime}$ cannot be empty for, otherwise, $E(G)=[P, N]$ and, hence, $G$ would be bipartite.

Lemma 7.4 Let $G$ be a nonbipartite and connected graph, and $S$ a nonempty algebraic set. Let $S^{\prime}=$ $[P, V(G) \backslash N]$ and $H=G(P \cup N)-[P, P]$. Then
(i) if $V(G)=P \cup N$, then $S^{\prime}$ is a simple loop bip set or a simple link bip set of $G$;
(ii) if $V(G) \neq P \cup N$, then $S^{\prime}$ is either a simple cut set or a simple cut-loop set (both with root $H$ ) depending on whether or not $[P, P]$ is an empty set, and
(iii) $S^{\prime}$ is a nonempty algebraic subset of $S$.

Proof By Fact 7.3, $[N, N]=\varnothing$ so that $H$ is bipartite with bipartition $(P, N)$. Again, by Fact 7.3, $[N$, $Z]=\varnothing$ so that the attachments of $H$ are all in $P$. Then, statements $(i)$ and (ii) follow from parts $(i)$ and (ii) of Lemma 7.3. Finally, as noted above, $S^{\prime}$ is a nonempty subset of $S$ so that statement (iii) follows from statements $(i)$ and $(i i)$ and from Lemma 7.1.

### 7.5. Minimal algebraic sets

A nonempty algebraic set of a graph $G$ is minimal if none of its nonempty proper subsets is an algebraic set of $G$, and an edge $e$ is algebraic if $\{e\}$ is an algebraic set. Note that, by the closure under disjoint union and proper difference, one has then that every nonempty algebraic set of a graph is a disjoint union of minimal algebraic sets. From Propositions 7.1 and 7.2 it follows that

Corollary 7.1 Let $\boldsymbol{a}$ be an admissible R-weighting of a graph $G$. A nonempty subset $S$ of $E(G)$ is a minimal R-invariant set if and only if $S$ is a minimal algebraic set of $G$.

Corollary 7.2 Let $\boldsymbol{a}$ be an admissible R-weighting of a graph $G$. A nonempty subset $S$ of $E(G)$ is a minimal $\mathrm{R}_{+}$-invariant set if and only if either $S=\{e\}$ for some edge $e$ in $Z$ or $S \backslash Z$ is a minimal algebraic set of $G-Z$.

By Corollaries 7.1 and 7.2, a characterisation of minimal invariant sets passes through a characterisation of minimal algebraic sets. The following is a graphical characterisation of minimal algebraic sets of a bipartite graph.

Theorem $7.2[36,40]$ The minimal algebraic sets of a bipartite graph are exactly its simple bonds. The minimal algebraic sets of a complete bipartite graph are exactly the stars of its vertices.

Corollary 7.3 The family of algebraic sets of a bipartite graph is the smallest family containing stars, and is closed under disjoint union and proper difference. The family of algebraic sets of a complete bipartite graph is formed by the empty set and by starsets.

Proof. Let $G$ be a bipartite graph. Since a simple bond can be obtained as a proper difference of two distinct starsets (see Remark 7.1) and every nonempty algebraic set is the disjoint union of minimal algebraic sets, the first statementent follows from Theorem 7.2. If $G$ is a complete bipartite graph then, by Theorem 7.2, the disjoint union of minimal algebraic sets is always a starset, and the proper difference of two starsets is either the empty set or a starset.

By Theorem 7.2, one also has that an edge of a bipartite graph is algebraic if and only if it is a bridge. At the present, the only known result about minimal algebraic sets of a nonbipartite and connected graph is the following characterisation of algebraic edges.

Theorem 7.3 [41] An edge of a nonbipartite and connected graph is algebraic if and only if it is a handle or a simple bridge.

We shall state a characterisation (see Theorem 7.5 below) of minimal algebraic sets of a nonbipartite and connected graph, which subsumes Theorem 7.3.

Theorem 7.4 Let $G$ be a nonbipartite and connected graph, and $S$ a minimal algebraic set of $G$ with characteristic vector $\boldsymbol{s}$. Let $(P, N)$ be the signed support of the solution of system (7.2), and $H=$ $G(P \cup N)-[P, P]$. Then, one has that
(a) if $V(G)=P \cup N$, then $S$ is a simple loop bip set or a simple link bip set of $G$ and, for each component $B$ of $H$, there is an edge in $S$ having both endpoints in $B$;
(b) if $V(G) \neq P \cup N$, then $S$ is either a simple cut set or a simple cut-loop set (both with root $H$ ) depending on whether or not $[P, P]$ is an empty set, and
(b1) $H$ is connected,
(b2) for each bipartite branch $C$ of $S$, the set of edges attached to $C$
is not a simple cut set, and
(b3) if $S$ is a simple cut set, then there is at least one nonbipartite branch of $S$.
Proof. First of all, observe that, by part (iii) of Lemma 7.4 and by the minimality of $S$, one has that $S=[P, V(G) \backslash N]$.
(a) By part ( $i$ ) of Lemma 7.4, if $V(G)=P \cup N$, then $S$ is either a simple loop bip set or a simple link bip set of $G$. If $S$ is a simple loop bip set, then $H=G-S$ and, since $G$ is connected, $H$ is connected too so that it is trivially true that there is an edge in $S$ having both endpoints in each component of $H$. Consider now the case that $S$ is a simple link bip set. Suppose, by contradiction, that there is a component $B$ of $H$ such that no edge in $S$ has both endpoints in $B$ (see Figure 7.5).
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Since $G$ is not bipartite and, by Lemma 7.3, is loopless, the set $S^{\prime}=D[V(B)]$ is a nonempty proper subset of $S$. Moreover, $S^{\prime}$ is a simple cut set and, by Lemma 7.1, $S^{\prime}$ is an algebraic set, which contradicts the minimality of $S$.
(b) By part (ii) of Lemma 7.4, if $V(G) \neq P \cup N$, then $S$ is either a simple cut set or a simple cut-loop set of $G$ (both with root $H$ ) depending on whether or not $[P, P]=\emptyset$.
(b1) Suppose, by contradiction, that $H$ is not connected and let $B$ be a component of $H$ (see Figure 7.6).


Figure 7.6
Then, the set $S^{\prime}=D[V(B)]$ is a nonempty proper subset of $S$ and is either a simple cut set or a simple cut-loop set. By Lemma 7.1, $S^{\prime}$ is an algebraic set, which contradicts the minimality of $S$.
(b2) Suppose, by contradiction, that there is a bipartite branch $C$ of $S$ such that the set $S^{\prime}$ of edges attached to $C$ is a simple cut set (see Figure 7.7).


Figure 7.7
By Lemma 7.1, $S^{\prime}$ is an algebraic set. Since $G$ is not bipartite, either $C$ is the unique branch of $S$ and $S$ is a cut-loop set, or $C$ is not the unique branch of $S$; in both cases, $S^{\prime}$ is a nonempty proper subset of $S$, which contradicts the minimality of $S$.
(b3) Suppose, by contradiction, that $S$ is a simple cut set and that the subgraph $K$ of $G$ induced by $V(G) \backslash(P \cup N)$ is bipartite with bipartition $(U, W)$. By (b2), the set of edges attached to no component of $K$ is a simple cut set (see Figure 7.8).
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So, neither $[P, U]$ nor $[P, W]$ is an empty set. Then, the set $S^{\prime}=[P, U]$ is a nonempty proper subset of $S$ and is a simple link bip set of $G$; so, by Lemma 7.1, $S^{\prime}$ is an algebraic set, which contradicts the minimality of $S$.

We shall show that the converse of Theorem 7.4 also holds. We begin by proving the statement for a simple loop bip set or a simple link bip set.

Lemma 7.5 Let $G$ be a nonbipartite and connected graph, and let $S$ be either a simple loop bip set or a simple link bip set. Then, $S$ is a minimal algebraic set of $G$ if, for each component $B$ of $G-S$, there is an edge in $S$ having both endpoints in $B$.
Proof. By Lemma 7.1, $S$ is an algebraic set. Let us distinguish two cases depending on whether $S$ is a simple loop bip set or a simple link bip set. In the former case, $S$ is the loop set of $G$ so that, if $S^{\prime}$ is a nonempty proper subset of $S$, then $G-S^{\prime}$ is connected and nonbipartite and, by Theorem 7.1, $S^{\prime}$ is not an algebraic set. Let $S$ be a simple link bip set and let $S^{\prime}$ be a minimal algebraic set contained in $S$. By Theorem 7.4, $S^{\prime}$ may be either a simple link bip set or a simple cut set. We first prove that (i) $S^{\prime}$ cannot be a simple cut set and, next, (ii) $S^{\prime}=S$.
(i). Suppose by contradiction that $S^{\prime}$ is a simple cut set with root $H^{\prime}$. Then, $H^{\prime}$ is an induced subgraph of $G$ and, by part ( $b 1$ ) of Theorem 7.4, $H^{\prime}$ is connected. Since $S^{\prime}$ is a subset of $S$, there exists a component $B$ of $G-S$ that is a subgraph of $H^{\prime}$. By hypothesis, there is an edge $e$ in $S$ whose endpoints are both in $B$, which excludes that $B$ is a one-point graph. Since $H^{\prime}$ is an induced subgraph of $G, e$ is an edge of $H^{\prime}$ so that $H^{\prime}$ is not bipartite, which contradicts the fact that $H^{\prime}$ is the root of a simple cut set.
(ii). Let $S^{\prime}$ be a simple link bip set. Since $G-S^{\prime}$ is bipartite, each edge in $S$ having both endpoints in the same component of $G-S$ must belong to $S^{\prime}$ (for, otherwise, $G-S^{\prime}$ would not be bipartite). We now prove that also each edge in $S$ whose endpoints are in distinct components of $G-S$ must belong to $S^{\prime}$, which completes the proof that $S^{\prime}=S$. Suppose, by contradiction, that there is an edge $(u, v)$ in $S S^{\prime}$ such that $u$ and $v$ are in two distinct components of $G-S$, say $B_{1}$ and $B_{2}$, respectively. By hypothesis, there is an edge ( $u_{1}, v_{1}$ ) in $S$ having both endpoints in $B_{1}$ and there is an edge ( $u_{2}, v_{2}$ ) in $S$ having both endpoints in $B_{2}$ (see Figure 7.9).
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Since ( $u, v$ ) does not belongs to $S^{\prime}$ and since $S^{\prime}$ is a subset of $S$, there is a component $B^{\prime}$ of $G-S^{\prime}$ containing both $B_{1}$ and $B_{2}$. Since ( $u_{1}, v_{1}$ ) and ( $u_{2}, v_{2}$ ) are both in $S^{\prime}$ (see above), the vertices $u_{1}$ and $u_{2}$ are attachments of $B^{\prime}$ which are joined by an odd path in $B^{\prime}$ (see Figure 7.10),


Figure 7.10
which contradicts the fact that $S^{\prime}$ is a simple (link) bip set of $G$.
The next lemma states a sufficient condition for a simple cut set or a simple cut-loop set to be a minimal algebraic set.

Lemma 7.6 Let $G$ be a nonbipartite and connected graph, and let $S$ be either a simple cut set or a simple cut-loop set. Then, $S$ is a minimal algebraic set of $G$ if
(i) the root of $S$ is connected, and
(ii) for each bipartite branch $C$ of $S$, the set of edges attached to $C$ is not a simple cut set, and
(iii) if $S$ is a simple cut set, then there is at least one nonbipartite branch of $S$.

Proof. By Lemma 7.1, $S$ is an algebraic set. Let $S^{\prime}$ be a minimal algebraic set that is contained in $S$. We shall show that $S^{\prime}=S$. Let us distinguish two cases depending on whether $S$ is a simple cut set or a simple cut-loop set.

Case 1: Let $S$ be a simple cut set with root $H$. By Theorem 7.4, $S^{\prime}$ may be either a simple link bip set or a simple cut set. But, $S^{\prime}$ cannot be a simple link bip set because, by (iii), $G-S$ is not bipartite and, since $S^{\prime}$ is a subset of $S, G-S^{\prime}$ is not bipartite. Therefore, $S^{\prime}$ is a simple cut set. Let $H^{\prime}$ be the root of $S^{\prime}$. In order to prove that $S^{\prime}=S$, it is sufficient to show that $H^{\prime}=H$. First of all, note that $H^{\prime}$ is a connected by part $(b 1)$ of Theorem 7.4 and $H$ is connected by $(i)$. Since $S^{\prime}$ is a subset of $S, H^{\prime}$ contains at least one component of $G-S$. Since $H^{\prime}$ is bipartite, $H^{\prime}$ can contain only bipartite components of $G-S$. Suppose, by contradiction, that $H^{\prime}$ contains a bipartite branch $C$ of $S$. Since the set of edges attached to $C$ is not a simple cut set (see Figure 7.11), at least one edge attached to $C$ is not in $S^{\prime}$.


Figure 7.11
But, then, $H^{\prime}$ should also contain $H$ and, since the root of a simple cut set is an induced subgraph, $H^{\prime}$ should also contain all the edges attached to $C$ (see Figure 7.12), which would make $H^{\prime}$ a nonbipartite graph. Therefore, $H^{\prime}=H$ and, hence, $S^{\prime}=S$.


Figure 7.12
Case 2: Let $S$ be a simple cut-loop set with root $H$. By Theorem 7.4, $S^{\prime}$ may be either a simple (loop or link) bip set, or a simple cut set, or a simple cut-loop set. First, $S^{\prime}$ cannot be a simple loop bip set for, otherwise, $S^{\prime}$ would be the set of loops of $G$ but, even if each branch of $S$ were bipartite, $G-S^{\prime}$ would not be bipartite by (ii). Second, since $G$ contains loops, $S^{\prime}$ cannot be a simple link bip set by part (ii) of Lemma 7.3. Third, $S^{\prime}$ cannot be a simple cut set because, using the same argument as in Case 1, the root of $S^{\prime}$ would contain $H$ but, then, would also contain the loops attached to $H$ and, hence, would not be bipartite. Therefore, $S^{\prime}$ must be a simple cut-loop set. Let $H^{\prime}$ be the root of $S^{\prime}$. Using the same argument as in Case 1, one can prove that $H^{\prime}$ contains no branches of $S$ so that $H$ is the unique component of $G-S$ contained in $H^{\prime}$. Moreover, since $H^{\prime}$ is bipartite, each loop in $S$ must be in $S^{\prime}$ for, otherwise, $H^{\prime}$ would not be bipartite. Therefore, $S^{\prime}=S$.

Finally, we are in a position to state the following characterization of minimal algebraic sets of a nonbipartite graph.

Theorem 7.5 Let $G$ be a nonbipartite and connected graph. A nonempty edge set $S$ is a minimal algebraic set of $G$ if and only if either
(a) $S$ is a simple loop bip set or a simple link bip set such that, for each connected component $B$ of $G-S$, there is an edge in $S$ having both endpoints in $B$; or
(b) $S$ is a simple cut set or a simple cut-loop set such that
(b1) the root of $S$ is connected,
(b2) for each bipartite branch $C$ of $S$, the set of edges attached to $C$ is not a simple cut set, and
(b3) if $S$ is a simple cut set, then there is at least one nonbipartite branch of $S$.
Proof. (only if) By Theorem 7.4. (if) By Lemmas 7.5 and 7.6.
Corollary 7.4 The family of algebraic sets of a nonbipartite and loopless, connected graph is the smallest family containing stars and the whole edge set, and is closed under disjoint union and proper difference. The family of algebraic sets of a graph with loops is the smallest family containing stars, and is closed under disjoint union and proper difference.
Proof. If $G$ is a loopless graph then, by Remark 7.4, $E(G)$ is an algebraic set. Moreover, every simple cut set can be obtained as a proper difference of two starsets, and every simple link bip set that is properly contained in $E(G)$ can be obtained as $E(G)$ minus a starset. If $G$ a graph with loops, then every minimal algebraic set is either a simple cut set, or a simple loop bip set or a simple cutloop set and, hence, is either a starset or the proper difference of two starsets.

As a consequence of the first part of Corollary 7.4, one has

Corollary 7.5 The family of algebraic sets of a complete graph $G$ contains exactly $2(|V(G)|+1)$ sets; namely, $\varnothing, E(G)$ and, for each vertex $v$ of $G$, the two sets $\operatorname{star}(v)$ and $E(G) \backslash \operatorname{star}(v)$.

## Conclusions

## The Performance Problem

Existing approaches to answering statistical queries using aggregate views adopt as rewriting language the very query language. We have presented an analytic approach which proves to be more powerful. Two query-execution plans have been given for sum-queries: one, plan $D$, is independent of the domain of the response variable; the other, plan $E$, is sensitive to the domain of the response variable. We have shown that plan $D$ always succeeds in recognising answerable sumqueries in polynomial time, and that plan $E$ succeeds in doing so only if the domain of the response variable is the set of reals, or the set integers or the set nonnegative reals (the case of the set nonnegative integers requires solving a co $N P$-hard problem). Moreover, both in plan $D$ and in plan $E$ the problem of finding a maximally contained sum-query proves to be $N P$-hard, so that more-orless trivial solutions should be adopted when a sum-query turns out to be unanswerable.
Future research at least includes the following two directions:

- special classes of (maps of) view bases for which the two above-mentioned intractable problems above can be solved in polynomial time
- the extension of the analytic approach to semi-additive statistical queries such as max and $\min [9,10,37]$.


## The Security Problem

In order to protect the confidentiality of individual data, the query system of a statistical database should be sure that no confidential piece of information runs the risk of being disclosed in an exact or approximate way from responses to sum-queries. To achieve this, the query system should audit sum-queries and issue non-informative answers to sum-queries that directly or indirectly would lead to the disclosure of confidential data. We proposed an answering procedure, which makes a parsimonious use of standard linear-programming methods.

Possible directions of future research are:

- auditing sum-queries with a response variable that is of a general additive type (e.g., an Abelian group [9,10,43]), or of a specific type (e.g., a nonnegative integer type or a binary type [37]);
- auditing max- or min-queries, by relaxing some restrictive assumptions such as the individual values of the response variable are all distinct [11] and there is a single tuple falling in every sensitive category [11, 37].

Finally, note that auditing count-queries requires solving the same integer linear-programming problems as auditing sum-queries with a response variable of a nonnegative integer type.

## Problems solved when the information model is graphical

We solved the problem of finding the set of invariant edges of an EWG under the assumption that edge weights are nonnegative reals. It is an open problem the case that edge weights are nonnegative integers. However, if the underlying graph of the EWG is bipartite, then Gusfield's algorithm still holds owing to the total unimodularity of the incidence matrix.
A natural generalization of the problem dealt with in Chapter 4 is the search of invariant edges of an edge-weighted hypergraph. It should be noted that mutatis mutandis Theorem 4.3 (see Section 4.3) applies to edge-weighted hypergraphs too. So, in order to find the invariant edges of an edge-
weighted hypergraph ( $G, \boldsymbol{w}$ ), we have to devise a procedure for computing its kernel, say $K$, and the co-loops of the matroid $\boldsymbol{\mathcal { M }}(G-K)$. It should be clear that, in order to find to co-loops of $\boldsymbol{\mathcal { M }}(G-K)$, we need a formula for the rank of the incidence matrix of $G$. At the present, such a formula is known only for special classes of hypergraphs, e.g., for the class of connected uniform hypergraphs [5].
Also we solved the problem of finding feasible ranges of the sums of the weights for an arbitrary set of edges on an edge weighted graph.
We solved the NAS problem in linear time and also solved the problem of finding a maximal algebraic set in quadratic time. However we left open the question of whether the problem of finding a maximum algebraic set of a given edge set can be solved in polynomial time or not.
Finally, we stated the graphical characterisation of minimal algebraic sets. This characterisation suggests viewing a minimal algebraic set $S$ as being a "chemical bounding" among the components of $G-S$ that is "easy to loose". Future research is required to find an analogous characterisation for the case that weights are nonnegative integers, or to consider invariant sets of a weighted hypergraph.
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