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Abstract

Un sistema di difesa da minacce balistiche & un sistema rooftplesso dal punto di vista
ingegneristico. Esso racchiude, infatti, sottosistenidérsa natura e, allo stesso tempo,
presenta dei requisiti molto stringenti. L'evoluzionelddkcnologie impiegate porta, in-
oltre, alla necessita di aggiornare costantemente le tapbet sistema. Uno dei campi che
presentano maggiori possibilita di sviluppo € quello dglieda e del controllo.

Questa tesi affronta le problematiche di guida e contratiowolte in un sistema di difesa
da minacce balistiche. Per intraprendere questo studi@ta analizzata anzitutto la mis-
sione di un missile balistico intercontinentale. La ricogione della traiettoria a partire da
misure radar e satellitari & stata effettuata con un algorili stima per sistemi non lineari.
La conoscenza della traiettoria € il prerequisito perdingetto del missile balistico con un
missile tattico.

L'intercetto avviene da parte di un missile dedicato. Lodigiudella guida e del con-
trollo di questo veicolo e stato oggetto di questa tesi. iR#dre attenzione € stata posta
sul problema della stima delle variabili dell'ingaggio’ialerno del cosiddetto homing
loop. | missili intercettori sono solitamente dotati di ureker che fornisce I'angolo sotto
il quale l'intercettore vede il target. Quest’'unica misuisulta insufficiente a garantire
I'osservabilita di tutte le variabili necessarie ad atéuleggi di guida avanzate come APN,
OGL o quelle basate su giochi differenziali. In questo sensa nuova strategia di guida
concepita per ovviare ai problemi di cattiva osservabhi#iconsentito di ottenere risultati
soddisfacenti in termini di performance dell'ingaggio.

Il lavoro si conclude con uno studio della configurazionederamica pit adatta ad imple-
mentare la nuova strategia di guida e con il disegno detijaildta. L'autopilota consente
di attuare i comandi di accelerazione laterale elabordtsdéema di guida. Il progetto
dell’autopilota é stato portato avanti con tecniche di odid lineari, tenendo conto dei
requisiti in tempo di risposta, massimo sforzo richiestt atjuatori e risposta a un co-
mando di tipo bang-bang derivanti dal sistema di guida.

L'analisi della bonta delle soluzioni scelte é stata corgpaui risultati di simulazioni nu-
meriche, sviluppate specificatamente per ogni caso distudi






Abstract

A defense system against ballistic threat is a very compjsies from the engineering
point of view. It involves different kinds of subsystems aatithe same time, it presents
very strict requirements. Technology evolution drives tiged of constantly upgrading
system’s capabilities. The guidance and control fields weedf the areas with the best
progress possibilities.

This thesis deals with the guidance and control problemshd in a defense system
against ballistic threats. This study was undertaken blyaimg the mission of an intercon-
tinental ballistic missile. Trajectory reconstructiorn radar and satellite measurements
was carried out with an estimation algorithm for nonlinggtems. Knowing the trajectory
is a prerequisite for intercepting the ballistic missile.

Interception takes place thanks to a dedicated tacticaiimisThe guidance and control
of this missile were also studied in this work. Particulaesation was paid on the esti-
mation of engagement’s variables inside the homing loogréeptor missiles are usually
equipped with a seeker that provides the angle under whilntlerceptor sees its target.
This single measurement does not guarantee the obsetyalbithe variables required by
advanced guidance laws such as APN, OGL, or differentialegabased laws. A new
guidance strategy was proposed, that solves the bad obgiyvaroblems and returns sat-
isfactory engagement performances.

The thesis is concluded by a study of the interceptor mosdtsei aerodynamic configura-
tion in order to implement the proposed strategy, and byeélaive autopilot design. The
autopilot implements the lateral acceleration commarats the guidance system. The de-
sign was carried out with linear control techniques, cogrsidy requirements on the rising
time, actuators maximum effort, and response to a bang-tpaidgince command.

The analysis of the proposed solutions was carried on by snefanumerical simulations,
developed for each single case-study.






Contents

1 Introduction 1
1.1 Thedefensesystem. . . .. .. .. .. .. . .. .. .. .. .. ..., 1
1.2 Reviewof ballisticmissiles . . . . ... ... ... ... ......... 2
1.3 Phases oftheinterception. . . . . . .. ... ... ... ......... 3
1.4 Outline . . . . . . . 4

2 Strategic missiles 7
2.1 Trajectoryphases . . . . . . . . . . . . .. 7

2.1.1 Boost-phase. .. ... ... ... .. ... e 8

2.1.2 Freeflightandreentry. . . . . ... ... ... ... ....... 9
2.2 Dynamicalmodel. . . . . .. ... .. .. ... 9
2.3 Guidance for strategic missiles. . . . . . .. .. ... .. .00, 13
24 SUMMAIY . . . . o o e e e 17

3 Threat localization 19
3.1 Measurements for detection and tracking. . . . . ... ... ... ... 19
3.2 Measurements processing . . . . . . . .o e i 21
3.3 Strategic missiletracking . . . . . . . .. ... oL 24

331 Results. . . ... .. 25
3.4 SumMmMary . . ... 25

4 Tactical missile guidance laws 29
4.1 Classification of guidance techniques. . . . . . .. ... ... ... .. 30
4.2 Lineofsightand PurePursuit . . . . . .. ... ... ... ....... 30
4.3 Collision triangle and Proportional Navigation . . . . .. ... ... .. 32
4.4 Linearization and missdistance . . . . .. ... ... ... ... ... 34
45 Correctionstothe PNlaw. . . . . .. ... ... ... .. ... ..., 38
4.6 Optimalguidancelaws . .. .. .. .. .. ... .. .. .. .. ..... 40
4.7 Differential games missile guidance . . . . . . . .. ... ... L. 46

Vii



4.8 Summary . . ... e e e e e 50

5 Estimation issues in guidance laws implementation 51
5.1 Measurements forthe engagement . . . . . . . .. ... ... ... .. 52
5.2 Estimatorintheloop. . . . . . . . . . ... ... 53
5.3 PN implementation through a 2 states Kalmanfilter. . . . . .. .. .. 55
5.4 Target maneuver estimation . . . . ... ... ... ... ... 56
5.5 Bearings-onlyissues. . . . . . . . . .. e 59
5.6 Combined guidance-estimation problem . . . . . . ... ... ... .. 61
5.7 Anewguidancestrategy . . . . . . ... 63
5.8 Nonlinear stochastic simulations. . . . . . ... ... ... ....... 66

5.8.1 Engagementscenarios. . . . . . ... .. ... ... 66
582 Estimation. .. .. ... ... ... 67
5.8.3 Results - Notargetmaneuvers. . . . . .. .. .. ... ..... 68
5.8.4 Results-Targetmaneuvers . . . . . ... ... ... ...... 71
5.9 Summary. . . . .. e e 79

6 Design of the interceptor 81

6.1 Classificationofmissiles . . . . . .. .. ... ... ... ... .. ... 82
6.1.1 Aerodynamic configuration. . . . . . ... ... ... .. ... 82
6.1.2 Motorconfiguration. . . . ... ... .. .. ... ... ... .. 84

6.2 Dynamicalmodel. . . . . . . .. ... 85

6.3 Linearization . . . . . . .. ... 87

6.4 Considerations on the parameters ofthemodel . . . . . . . ... ... 89

6.5 Wing configurations . . . . . . . ... 91

6.6 Summary . . . . ... e e e 95

7 Autopilot 97
7.1 Autopilot architecture . . . . .. .. ... ... 98
7.2 Pitchautopilotdesign . . . . ... ... ... ... 99

721 Scenariol. . . . . ... 100
7.22 Scenario2. . . . ... e 105

7.3 Guidance systemintegration. . . . . . ... ... ... ... ... ... 110

T4 SUMMANY . . . . o o e e e e e e e e e e e 112

8 Conclusions 115

Bibliography 118

viii



List of Figures

2.1 Rockettrajectory . . . . . . . . ... 12
2.2 Rocketaltitude . . . . . . .. ... 13
2.3 Rocketspeed. . . . . . . . .. 14
2.4 Ballistic trajectory geometry . . . . . . ... 15
3.1 Radarmeasurements . . . . . . . . . . . . ... 21
3.2 Estimated X . . . . . . . ... 26
3.3 EstimatedY . . . . . . ... 26
3.4 EstimatedZ . .. ... .. . ... 27
35 EstimatedU . . . ... .. . . . ... 27
3.6 EstimatedV . .. ... .. . . .. 28
3.7 EstimatedW . . . . .. ... 28
4.1 Two dimensional engagementscenario. . . . . . . . . . ... ... .. 31
4.2 PPengagement . . . . . . . ... 33
4.3 Collisiontriangle . . . . . . . . ... 34
4.4 Comparison between PP and PN - trajectories. . . . . . ... ... .. 35
4.5 Comparison between PP and PN - control efforts. . . . . . .. ... .. 36
4.6 PNand APNblockdiagrams . . . . . ... ... ... ... ....... 39
4.7 PNand APN againsttargetmaneuver. . . . . . ... .. ... ..... 41
4.8 PN and APN against target maneuver - firstorderlag . . . . . ... .. 42
4.9 OGLblockdiagram . . ... ... .. . . .. .. . ... 46
4.10 PN, APN and OGL against target maneuver - firstorderlag . . . . . . 47
4.11 DGL/1 game structure withy > landue>1 ... ... ... ... .. 49
5.1 Homingloop with estimator . . . . . . ... ... ... ... ...... 54
5.2 EstimatedA . . . ... . . ... 57
5.3 Estimatedd . .. ... ... 57
54 CDF-MT . . . . e e 58



5.5 Engagementgeometry. . . . . . . . . ... 61

5.6 DGL/lgamestructure . . . . . . . . . . ... 64
5.7 Missile and target trajectories - deterministic strategy -NMT . . . . . . 68
5.8 Missile and target trajectories - stochastic strategy - NMT. . . . . . . . 69
5.9 Sample accelerations and ZEM - Deterministic NMT . . . . .. .. .. 69
5.10 Sample accelerations and ZEM - Stochastic NMT . . . . . .. ... .. 70
5.11 Estimated R-NMT . . . . . . . . .. ... . .. ... 71
5.12 Estimated A -NMT . . . . . . . . . . 72
5.13 Estimated yr -NMT . . . . . . . . . 72
5.14 Estimatedar - NMT . . . . . . . . . . . . 73
5.15 Estimatedvr -NMT . . . . . . . . . . . .o 73
5.16 CDF-NMT . . . . . e 74
5.17 Missile and target trajectories - deterministic strategy -MT . . . . . . . 74
5.18 Missile and target trajectories - stochastic strategy - MT. . . . . . . .. 75
5.19 Sample accelerations and ZEM - Deterministic MT . . . . . . ... .. 76
5.20 Sample accelerations and ZEM - StochasticMT . . . . . ... ... .. 76
.21 Estimated R-MT . . . . . . . . . . 77
5.22 Estimated A -MT . . . . . . . . .. 77
B.23 Estimatedyy -MT . . . . . . . e 78
5.24 Estimatedar -MT . . . . . . . . . .. 78
5.25 Estimatedvr - MT . . . . . . . . e e 79
526 CDF-MT . . . . . e 80
6.1 Wing control (e.g. RIM-7 SeaSparrow ). . . . . .. .. .. .. ..... 83
6.2 Canard (e.g. AIM-9 Sidewinder) . . . . . . ... ... ... ... .. 83
6.3 Tail control (e.g. AIM-54 Phoenix) . . . . .. .. ... ... ... .... 84
6.4 Sidewinder missile withb, =17.40cm . . . . ... ... ... ...... 92
6.5 Stepresponses-scenariol . ... ... ... ... ... ... 94
6.6 Stepresponses-scenario2 . . . . . . . . . ... 94
7.1 Autopilotarchitecture . . . . . . ... .. 99
7.2 Second order system stepresponse. . . . . . ... e 100
7.3 Root locus rate-damping loop - Scenario1 . . . . . ... ... ... .. 101
7.4 Bode plots rate-damping loop - Scenariol . . . . . ... ... ... .. 102
7.5 Root locus detail with negativeK; - Scenariol . . . ... ... ... .. 102
7.6 Rootlocus synth. stab. loop-Scenariol . . . . ... ... ....... 103
7.7 Bode plots synth. stab. loop-Scenariol . . . . ... ... ....... 103
7.8 Root locus accelerometer loop - Scenariol. . . . . ... ... ..... 104



7.9 Step response accelerometer loop-Scenariol . . ... ... ... .. 105

7.10 Stepresponse-Scenariol. . . . . . ... 106
7.11 Commanded fin deflection - Scenario1 . . . . . . ... ... ... ... 106
7.12 Root locus rate-damping loop-Scenario2 . . . .. ... ... ... .. 107
7.13 Bode plots rate-damping loop - Scenario2 . . . . . . . ... ... ... 107
7.14 Root locus synth. stab. loop-Scenario2 . . . . .. ... ... ..... 108
7.15 Bode plots synth. stab. loop-Scenario2 . . . . ... ... ... .... 109
7.16 Root locus accelerometer loop - Scenario 2. . . . . ... ... ... .. 109
7.17 Step response accelerometer loop - Scenario2 . . ... ... ... .. 110
7.18 Stepresponse-Scenario2. . . . . ... 111
7.19 Commanded fin deflection - Scenario2 . . . . . . .. ... ... .... 111
7.20 Response to a bang-bangcommand. . . . . ... ... 112

Xi






List of Tables

2.1
2.2

3.1

5.1
5.2
5.3

6.1
6.2
6.3

7.1

Rocket model parameters. . . . . . . . . . .. ... 10
Medium range missile parameters. . . . . .. .. .. .. ... ... .. 13
Simulation parameters . . . . .. ... L L 25
PN simulation initial values and parameters . . . . . .. ... ... .. 56

Algorithm for stochastic strategy . . . . . . .. .. .. .. ... ..... 66
Simulation initial values and parameters . . . . ... ... ... L. 67

Simulation scenarios. . . . . . .. ... 91
Aerodynamic coefficients . . . . . . ... L Lo 93
Airframe parameters . . . . . ... 93
Autopilotcomponents . . . . . . ... 99

Xiii






List of acronyms

AAD

ABM

APN

BTT

CcC

DSP

ECIF

EKF

ERIS

GEM

GEO

GPS

HOE

ICBM

IMU

KF

LOS

MEL

Advanced Air Defence

Anti-Ballistic Missile

Augmented Proportional Navigation
Bank-to-turn

Collision Course

Defense Support Program

Earth Centered Inertial Frame
Extended Kalman Filter
Exoatmospheric Reentry Intercept System
General Energy Management
Geosynchronous Earth Orbit
Global Positioning System

Homing Overlay Experiment
Intercontinental Ballistic Missile
Infrared

Inertial Measurement Unit

Kalman Filter

Line of Sight

Minimum Effort (Guidance) Law

XV



NMD  National Missile Defense

OGL Optimal Guidance Laws

PAD Prithvi Air Defence

PN Proportional Navigation

PP Pure Pursuit

STT Skid-to-turn

THAAD Terminal High-Altitude Area Defense
TVC Thrust Vector Control

UKF Unscented Kalman Filter

ZEM Zero Effort Miss

XVi



"It is good to renew one’s wonder," said the philosopher.
"Space travel has again made children of us all."

Ray Bradbury 'THE MARTIAN CHRONICLES

Beaucoup d’'observation et peu de raisonnement conduiskentéxite:
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Capitolo 1

Introduction

Most of the systems employed in defense against ballist&sites strongly relies on gui-
dance and control algorithms to achieve their tasks. Thigef such systems requires a
large effort, involving many engineers with expertise ie tireas of aerodynamics, flight
controls, structures, and propulsion, among others. imgef high accuracy and low cost,
an efficient system is the result of a collective design antkwiven if guidance and con-
trol are only a part of the whole system, their design largelgacts the performances of
the system, because their activities involve all the siubsys.

This work analyzes the aspects of guidance and controlvadain ballistic missile defen-
se. The intent is to present solutions for all the phaseseofrtission. They can result in
mathematical tools and formulations or in technical sohai

In this introduction, the concepts related to ballistic siiesdefense will be presented along
with some historical details. The defense system in a gesenae will be firstly described.
A review of ballistic missiles will follow and, eventuallyhe phases of the missile defense
mission will be described.

1.1 The defense system

To own defense capability against ballistic missiles is sk teor many countries. This
involves the development of a complex system, able to gupidssible missile threats.
The complexity lies in the different nature of the interesseibsystems, in the demanding
constraints, and in the constant need for updates. Basieallefense system is composed
of

» a network of sensors, with the task to localize incomindidta threats

 a series of appropriate weapons for destructing enemyilesisgenerally indicated
as tactical missiles
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 a center that plans the defense and coordinates the actions

The interest of global powers in effective missile deferesgainst a range of long and short
range ballistic missile threats has been ongoing sincertdeo&World War 1. Since the
1950s, USA and USSR began numerous programs, but only a eergdw completion
to deployment. USSR and USA signed the Anti-Ballistic MsgABM) Treaty in 1972,
which limited the number oABM sites to two for each country. The 1991 Gulf War was
the first test of a ballistic missile defense in actual conjdd}. In 2002 President G. W.
Bush withdrew US from thBM treaty, allowing for deployment of interceptor missiles
in more sites. US National Missile DefensgdMD) is actually based on several componen-
ts, such as ground-based interceptors, ship-based ratthiatarceptors (the AEGIS pro-
gram), airborne systems and high-altitude interceptdrs Tierminal High-Altitude Area
Defense THAAD) program). Missile defense in Russia is currently operati@nly in the
area ofMocksa and it is based on th&-135anti-ballistic missile system.

Other countries than US and USSR have developed defensgrsyafjainst ballistic mis-
siles. France, UK and Italy use tiester missile family. India relies on two interceptors,
Prithvi Air Defence PAD) and Advanced Air DefenceA@AD), respectively for high al-
titude and low altitude interception. Israel has a systemireyj medium-range missiles
that employs thé\rrow missile; moreover, thkon Domesystem is designed against short-
range missiles.

Most defense systems are designed to attack their tardetsttadir boosters have burned-
out. This leaves sulfficient time for defense countermeasuBefense during the boost-
phase of the ballistic missiles raises technical critiiegdi due to the short times available.
Nevertheless, it is an attractive option, because boostickets are easy to detect and, in
this phase, countermeasures are less effe@hle Furthermore, a boosting missile trajecto-
ry is limited by dynamical constraints and this makes thesil@snore vulnerable. A good
compromise is to detect the incoming missile before its {murt) leaving its destruction to
later phases.

1.2 Review of ballistic missiles

Long-range ballistic missiles are often referred to agedfiia missiles or Intercontinental
Ballistic Missile (CBM). They are typically designed to carry nuclear warheadse Th
launch can be performed from several platforms: silos, sulmas, trucks or other mobile
launchers. These vehicles have been developed since 194@meking weapons and also
as deterrent to possible enemies attacks.

After World War 1l both United States and Soviet Union stdrtecket research programs.
The first successfully launchd@€BM was the sovieR-7, tested on August 1957. The
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first USICBM flight took place almost one year later, on June 1958, withAtitees rocket.
Beside the cold war arms race, these military projects ptweday to the development of
the first vehicles for space exploration in the 1960s.

In 1991, the United States and the Soviet Union agreed inTARS | treaty to reduce their
deployedICBMs and attributed warheads to a number of delivery vehicle6@ each,
with no more than 6000 warheads. In some cases, the vehickacess were adapted to
become launch vehicles and to carry a space payload insteadarhead. This is the case
of the Dneprcommercial launcher, formerly known as the so8&-18missile P].
Nowadays there are only four countries known to possessbdasddCBM: China, India,
Russia and United States. The latter relies only ortMhmitemen Il] a missile with a range
of 13000km Russia has five models 68BMs, each one with different range capabilities
and different launch features. China has developed saBall models, from the class of
medium to long range vehicles, all belonging to Beng Fengfamily. India has a series of
ballistic missiles called\gni, the latest developed with a range of 830Q Some countries
(US, Russia, France, United Kingdom and China) have sulbexdaiunched missiles. Other
countries such as Iran and North Korea are reported to hayarmmnl CBM projects #].

With regards to the propellant used, most mod&BMs employ solid-propellant boosters.
Liquid-propellant boosters were developed at the beg@winthe ICBMs era, since it is
an easier technology to master. Nowadays, this is still dioor the countries that are
trying to build their own vehicles.

1.3 Phases of the interception

The interception of an incoming ballistic missile is a misstomposed of several phases.
Each phase has a different task and different means to aciiédnce thdCBM has been
launched, the first action to be performed is detection. yeaarning systems of ballistic
missiles launches have been operated since 1970s. ThedeeSaipport ProgranDSP),

for example, is a space-based system from the US army: mistiéction is provided by a
constellation of satellites, equipped with proper sentmaswill be described in chapt8r

A dedicated sensor must cover the area where the missilerig.fi§x constellation of satel-
lites can give a potentially total coverage of the Earth,levhadar platforms have limited
coverage. Furthermore, it might be not possible to indt&lirt near enemy launch sites.
Tracking thelCBM trajectory is the second task of the defense system. Evaduite tra-
jectory allows to properly plan defense countermeasuréss ifivolves obtaining precise
measurements dCBM state variables, such as position and velocity. Again, arrptat-
form is able to provide the defense system with these infioma Radar measurements
will be described in chapte8. Radar measurements can be also conveniently processed to
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obtain a precise reconstruction of the trajectory througkesestimation algorithms. The
prerequisite for employing such techniques is to knowl@BM motion and its peculiari-
ties.

When thd CBM has been acquired, it is time for the defense system to se&tivp aounter-
measures. An interceptor is hence launched againdCibl. This is a tactical missile in
charge of concluding the engagement. In this work it will &rred to also as the pursuer.
The interceptor firstly undergoes a boost-phase, wheradkiguincreases speed. During
the successive midcourse phase, the interceptor flies anmtfie launch platform toward
the direction of the target. During these two phases, tlegdaptor navigates exploiting the
information from its inertial sensors and it can be guidexifrexternal, using information
from surface-based rada®.[ When the distance between the interceptor and@BM is
sufficiently small, the missile takes control over the ndasand enters in the terminal pha-
se of the engagement, end game Guidance in this phase is delegated to the information
from an on-board terminal sensor, often referred teesker The engagement is concluded
when the interceptor hits tHEBM or when interception can not take place anymore. The
former condition can be expressed as achieving a minimuativeldistance (usually less
than 1 or 2 meters). Once the relative distance has reachéaraum, it starts increasing.

If the minimum value is not satisfactory, the engagementés and interception cannot be
achieved.

1.4 Outline

Next chapters deal with the issues related to guidance amgotdn the defense against
ballistic missile. The work is organized as follows. Thetfpart of the thesis (chapté&r
and 3) deals with strategic missiles issues. The second parptetgafrom4 to 7) deals
with tactical missiles issues. Each chapter has a gendratirction and a summary at the
end. Numerical simulations have been included in everytehap validate the theoretical
considerations with practical results.

Chapter2 describes the trajectory of d@&€BM, including the derivation of the dynami-
cal model for its motion and the formulation of a classicaldgnce law for the exo-
atmospheric phase. Chaptgis dedicated to the problems ballistic threat detection and
trajectory reconstruction by means of noisy measuremditis.two tasks require the use
of some state estimation algorithms, which are describedwroently.

Tactical guidance algorithms are introduced in chagteiGeometrical concepts related
to each algorithm are explained along with the correspandiathematical formulations.
The discussion starts with the most intuitive guidance lamng ends presenting the more
advanced ones. The issues related to the estimation of emgag related variables are
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presented in chapté: Looking back to the state estimation algorithms previpadsfined,
the implementation of a simple estimator in the loop is sated with a simple guidance
law. Then, a new guidance strategy is developed, that i=tyoad engagement performan-
ces compared to other strategies in literature. The desitedanterceptor vehicle is faced
in Chapter6. In particular, the aerodynamic configuration of the mésslanalyzed, based
on the short period response of the missile. An autopilotiferinterceptor with the chosen
configuration is derived in chapt& The control system is designed with linear techni-
ques. The requirements for the design come from the new igcedstrategy simulations,
proposed in chaptés. Final comments and conclusions are drawn in chapter






Capitolo 2

Strategic missiles

Long-range strategic missiles are often referred t&€&Ms. They have large fuel supplies
and extremely complex guidance and control systems. Thetared within specially
designed areas, or even underground as a measure in casattdanfrom an unfriendly
nation. Apart from their use in military context, they canibegrated with space vehicles
and payloads to be carried into outer space.

The trajectory of thédCBM undergoes several constraints, due to the critical camditof
the mission (high speed, high dynamic pressure). The tajecan be scheduled off-line
or can be calculated adaptively on-line, depending on thbaamd computer capabilities
and on the adopted strategy. During flight, the navigati®tesy computes position, velo-
city and altitude. Navigation can be based on inertial syster on celestial, terrestrial and
magnetic references. The former systems do not depend emakequipments and send
neither receive any signal and, therefore, can not be aetect

In this chapter théCBM will be regarded as a rocket with solid engine. With a soligiee,
thrust magnitude can not be modulated. Steering occursrbinuthe thrust direction with
a movable nozzle. This technique is known as Thrust Vectaiti©b(TVC). TVC is the
control input of the system. Aerodynamic control is not ¢gdesed since it is in contrast
with TVC and, furthermore, is not effective outside the atmosphere.

This chapter is organized as follows. First, the phaseseofrijectory are studied. The dy-
namical model ofCBM motion is then derived and the mission of I@BM is simulated.
Eventually, a guidance law for the missile is described.

2.1 Trajectory phases

The trajectory of alCBM can be split into two parts: the boost-phase and the free fiigh
ballistic phase. Reentry is the final phase of the free flight.

7



2. Strategic missiles

2.1.1 Boost-phase

The boost-phase is the powered phase of flight. It lasts fratomgnition and missile

launch to motor burnout or cutoff. The final instant of the &tephase is indeed indicated

as time of burnouty,.

During this phase of flight, the rocket gains velocity by meahthe thrust force obtained

from a rocket engine. The vehicle travels through the atin@spand eventually exits it,

depending on mission and on cutoff altitude.

Boost phase can be divided in four arches of trajectory: #réioal trajectory, the pitch

maneuver, the gravity turn trajectory and the guided phase.

« Vertical trajectory The vertical trajectory is usually a short arch of flight, esgary
for range safety reasons (especially for ground launchekkte). During this phase
the vehicle gains the velocity sufficient to overcome thevigyaforce that would
otherwise draw it down. A roll maneuver might be performeddaveniently rotate
the rocket so that, at the end of the vertical archyitbody axis (orthogonal to the
plane of symmetry of the rockdt the right of the piloin the aeronautic convention)
is already pointed to the proper direction.

Pitch maneuverWith the pitch maneuver, the rocket bends along one of thaegla
passing for the vertical arch of the trajectory. The planieéstified by the relative
azimuth angle. The bending motion originated by dedicataurols (e.g. TVC

or aerodynamic controls) creates an initial incidence euagthat is subsequently
reduced by the effects of thrust and gravity. When the imdds completely nulled,
the pitch maneuver is ovepitch— over phase) and the velocity of the vector is
restored along the longitudinal axis of the rocket. The ldokley is defined at this
point as the angle between the local vertical direction déedvelocity vector.y is
the complementary of the flight path anglat the pitch over.

Gravity turn The gravity turn is a phase of flight where is kept at an almost
null value. Even small incidence angles, indeed, can cauige berodynamic loads,
especially on the nose of the rocket. The maximum load aedepy the rocket is
expressed by the bourgt a, whereqis the dynamic pressure. Structural damage
are likely to occur beyond this bound. Thea bound decreases with the altitude,
due to the exponential decay @f During this phase, thrust is always directed along
the velocity vector. Therefore, it is evident that the kiclgke heavily characterizes
the remaining trajectory of powered flight.

Guided phaseWhen the rocket exits from the atmosphere, the bapradis expired
and the trajectory can be controlled in order to cover for éh®rs accumulated
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in the previous phases. Guidance shall place the rocket cajeztory with flight
conditions that are appropriate for the mission. This ttajgy shall end at burnout
in a point that uniquely identifies position and velocity dee to reach the target on
a free, unpowered flight. Suitable guidance laws can be ative or adaptive. A
perturbative guidance law tries to steer the rocket towardeminal trajectory, that
has been previously calculated at ground. An adaptive guo&laalculates at each
instant a new trajectory starting from the actual flight dbads.

2.1.2 Free flight and reentry

After burnout, the rocket travels on a ballistic flight undlee influence of gravity. The
resulting trajectory is a conic trajectory (i.e., an elips Usually, this phase takes place
outside the atmosphere, so that the missile does not loesal decause of atmospheric
drag. The initial conditions of the free flight, i.e. the fliglonditions at burnout, determine
the parameters of the trajectory.

The free flight phase ends when the rocket returns to the spiestered at the center of
Earth and with radius equal to the altitude reachet§@atNo guidance is supposed to be
needed, as the rocket was placed on a convenient elliptagattory that ends at the target.
The reentry phase starts when the rocket has returned teféremce sphere. More or less
this coincides with the reentry in the atmosphere. Theegfaerodynamic actions need
to be considered again. Furthermore, heating must be takeraccount due to the high
reentry speed. These parameters limit the structural degithe rocket and the possible
reentry trajectories for a given rocket.

2.2 Dynamical model

As it is evident from the description of the phases of flighaabcket, there are three main
forces that act on a rocket. They are the thrust, the grawitithe aerodynamic force. The
equations of motion of a rocket can be derived expressingdhtributions of these forces
in a convenient reference frame.

The Earth Centered Inertial FrameGIF) is a Cartesian frame with bagié;, €, ¢3) and
origin O at the center of the Earth. It has the unit veagaligned with the Earth axis of
rotation; ¢; belongs to the line in which the Earth equatorial plane sgets the ecliptic
plane at a specified epotip and is aligned with the vernal axis (i.e., the direction friva
Sun to the first point in Aries) dgo. The triple(€;,¢;,€3) forms a right-handed sequence
of unit vectors.

An inertial reference frame system centered at the lauretiostis a suitable choice to
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Tabella 2.1. Rocket model parameters

Parameter Symbol Definition Dimensions
o . . T
Initial thrust to weight ratio No — [—]
’s’ P
Reduced ballistic coefficient o — —
2mg Kg
Specific impulse lsp - El
Structural over total mass ratio u % [—]
. m No 1
Relative mass rate do — = -
my lsp S
. —u
Burn-out time th ﬂ— s
o
Thrust over weight ratio n(t) 1 (; " [—]
— Qo
- . m?
Ballistic coefficient B G Po —
1— gt Kg

describe the trajectory of a rocket. Such a frame is knowrha&acal Horizon Frame
Its basis argf,E,N) with N axis along the North direction of the launch stati@haxis
along the East direction of the launch station arakis toward the centre of Earth, that is
along the direction of the gravity vector. Therefore, gnaeiffects are easily expressed in
this reference. On the other hand, the effects of thrust anobdgnamic forces are natural-
ly expressed in a body fixed reference frame. Neverthelesscan pass from the body
reference to the inertial reference by means of simple angtesformations. Théocal
Horizon Frameis defined by two simple rotations about the center of mass:

f cosA —sinA O cosL 0 —sinL (]
E [=| sinA cosA © 0 1 o0 & (2.1)
N 0 0 1 sinL 0 cos. s

whereA andL are the absolute longitude and latitude of the center of ymaspectively.
Having defined the position vectétin the Local Horizon FrameasR= ( x y z), the
gravity force vectoG can be defined as

_,__ﬂ_,
G=-5R (2.2)

where is the Earth’ standard gravitational parameter.

The other forces can be written after the definition of sormeléumental parameters. They
are resumed in tab2 1 The aerodynamic force can be written starting from the kedgyé

of air densityp and wind relative velocitWir. The former can be approximated by an
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exponential model

p = poe KR "Ra) (2.3)

wherepg andk are constant values am}y is the Earth’s radius. Wind relative velocity is
the difference between the rocket velocity vedtoand the wind velocity,. The latter
can be obtained assuming that the atmosphere is rotatihghvétsame velocitydg as the
Earth. Therefore,

Viw = @y x R (2.4)
Vr=V —Vy (2.5)

Now the aerodynamic force vectdrcan be defined as

A= —pVr VR (2.6)

1—qot

Thrust can be expressed as the product of thrust magniftuifees thrust directiod =
< l1 I I3 ) The former is given by

No
1—qpt

T=g 2.7)

The latter depends on the guidance strategy, and it is oblyioarying with time. It is
convenient to express thrust direction for each of the fligfdises described in section
211

During the vertical trajectory the thrust is aligned witke longitudinal axis of the rocket
and, therefore, with the directianté the center of the Earth

1
Ten=1| 0 (2.8)
0

The roll and pitch maneuvers determine a plane for the ti@jgand the kick angle. Thrust
direction at the pitch over is thereby defined from the azinartgley and fromy.

cosy
-IA-pitchov = | sinyxsiny (2.9)
siny cosy

During the gravity turn, the thrust is aligned with the vétgosector in order to null the
incidence 1L8]. Thrust direction is

-fgravturn =V (2-10)
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Figura 2.1. Rocket trajectory

After the gravity turn, thrust direction is defined by thetmardar guidance strategy adopted.
The trajectory of a rocket is calculated integrating théofeing set of differential equations

y=v

Z=W

U:—%X—PVR]__B(;OtVRX—Fgl_n(;Otll (2.11)
V= —%y—pvalﬁotvagl_n‘;otlz

W= _%Z_pVlezothz+gl—n?qot'3

The trajectory of a medium range missile has been simulagetumerically integrating
this dynamical model. The missile is identified by the parrsein table2.2 The launch
station and the B reconstruction of the trajectory are represented in Big.The missile
flies initially along the launch vertical direction; thehperforms the pitch maneuver. The
boost phase ends with the gravity turn trajectory.

Figs. 2.2and2.3 show the altitude and the velocity profiles for the missilégti time is
about 1000s. The missile reaches a maximum altitude of 80®, after 500s. Some of
the flight phases can be recognized in R2g3, which represents the velocity profile. The
velocity of the missile is increasing due to thrust utgd. At t = ty, a discontinuity in
the speed profile occurs. It indicates the end of the boostephad the beginning of the
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Tabella 2.2. Medium range missile parameters

Parameter Value Parameter Value

No 2.2 Isp 300s
Uo 0.17 Bo 4.15e-05
do 7.33e-03 tho 113s
Lo 55° Ao —60°
5
8 x 10
7L i
6f i
ES *
|
g4t :
2
24 ,
2t i
1r |
0 1 1 1 1
0 200 400 600 800 1000
time - [s]

Figura 2.2. Rocket altitude

ballistic phase. The maximum speed is arounidm/s. At the beginning of the ballistic
phase, the missile starts slowing down, until it reachesaffegee. The local minimum in
the speed profile corresponds to the maximum in the altitudélga From that point on,
the missile is in free fall and it starts increasing its spagdin. The maximum value of
speed at reentry is a critical design criteria for the stmecaind the overall mission.

2.3 Guidance for strategic missiles

After the dynamic pressure bound has ceased to exist, gitratéssiles usually performs
some form of guidance to correct for errors and to arrive enténget point. The choi-
ce of the guidance law depends on the engine of the rocketuid.igeled engines can
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Figura 2.3. Rocket speed

terminate thrust before having burned all the propellamidSropellant engines can not
terminate thrust before burn out and shall consume all tredtfuel before. The former
rockets usually employ a form of Lambert guidance, the lataploy General Energy
ManagementGEM) steering to waste booster’s fuel excess.

Both Lambert guidance an@EM are based on the numerical solution to Lambert’s pro-
blem [6], [47]. According to Zarchang§],

At each instant of time, if you know where you are and where yaumt to
go and how long it should take you to get to your destinatibie, golution
to Lambert’s problem tells you the magnitude and directiérthe required
velocity vector

Under certain assumptions, a simplified expression for lexinfuidance can be derived.
In a two dimension, flat Earth, constant gravity scenarivemgiinitial missile locatiornxg,
Yo and destinations, ys and desired arrival timg, the goal of Lambert guidance is to find
the velocityV required to fly ballistically fromty, until t¢ to the target point att;.
During free-flight, the missile flies on a elliptic trajecgoiThe general equation of a conic
is

=P

1+ ecoso,

wherer is the position of the missile along the elliptical trajegtop is the semi-latus
rectum of the ellipseg is its eccentricity and, the true anomaly. It is well knowr6] that

(2.12)
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reentry

o ————

Figura 2.4. Ballistic trajectory geometry

the semi-latus rectum is related to the angular momertafithe trajectory:

2
p= % (2.13)

wherey is the planetary constant. The missile burnout will takeglat some pointy on
the ellipse with true anomal@,, as it is shown in Fig2.4. If the missile has to fly to a
pointr; whose angular distance fromis @, the target point, can be expressed as

o= 7’3
o 1+eco%6* (2.14)
Ty ecos(6, + @)

The velocity vectoN of the missile on the ellipse can be expressed inpépldne:

V=" (ep+80) (2.15)

o=

This vector can be decomposed in the radial and in the taiageirection. Remembering
that the velocityV forms theflight path angley with the local horizon, one has

Vi _Vsmy: — (epf) = Eesm@ast

N (2.16)
b (

Vg =V cosy = 1 -+ epG " (1 + ecosBast)
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From equation2.160one can derive expressions for the sine and cosirék:of

sing@, = Vsinyh
(2.17)
cosO, = } [DV cosy — 1}
eLu
At this point, it is useful to define the nondimensional pagtenQ [5]
2
Q2 \% (2.18)

Since the angular momentum of the orbit is definedh asrV cosy, from the geometrical
properties of the ellipse one can write

h?  r3Vgcosy

= = roQcos’ 2.19
I I 0Qcos o (2.19)
Going back to equatio@.14one can now write
roQcosyp?
= 2.2
£ 1+ ecos(6. + @) (2.20)

Using the trigonometric addition formulas, expressiariksy yields

- roQcosyp?
1+ e[cosf, cosp — sinb, sing]

roQcosyp?

r

1+e cosq)% (Qcosyp?—1) — sinq%Qsinyocosyo

- roQcosyy?

1+ Qcospcosy? — cosp — Qsingsiny, cosyy
B roQcosyy?

1 cosp+ Qcosyp [cosyy cosp — singsinyp)
_ roQcosyp?

~ 1—cosp+ Qcosycos(yp+ @)

This equation expresses the trajectory of the missile imgeof the conditions at burn-

(2.21)

out (i.e. rg andyp) and of the anglep betweenrg andry. Substituting equatio2.18in
this expression, one obtains the velocity necessary fomilsile to fly ballistically tor,
starting from burn-out conditions. This velocity can beigeated as Lambert’s velocity

VLam

v H(1—cosgp)
=M\ rocosyo (rocos(y) /11 — cos(yo + 9)

The task of the guided phase is to achieve this velocity at-but, so that thé&CBM would

(2.22)

fly ballistically to its target. The difference betwe¥pnm and the actual velocity of the
ICBM is known as the velocity to be gain@¥ . If the thrust of the missile is aligned with
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the velocity to be gained, then thgsm velocity will be obtained.
Defining the velocity to be gained on a plaxg one has

AVX — VLam - VMX
AVy = Viam, — Vi, (2.23)
AV =\ NE + Vi,

If the magnitude of the current thrust acceleratioajisthen the direction of the thrust at
each instant should be aligned with the velocity to be gairesdor

aT AVX
ar, = Dy

acll, (2.24)
aTy = —AV

2.4 Summary

This chapter has dealt with the trajectories of strategissités. During the atmospheric
flight, a strategic missile must undergo a vertical segmedtagravity turn arch. When
the missile is out of the atmosphere, and before the burntbetmissile can be steered
through theTVC. The task of the guided phase is to achieve the necessarjtioango-
sition, velocity and flight path angle) at burn-out, so tln imissile would reach its target
ballistically. Lambert guidance is a suitable method fossile steering during the boost-
phase.

When the missile reenters the atmosphere, it experiengbsinag forces and large heating.
The structural design of the missile needs to take into atdbese constraints.

Tracking strategic missiles is the first task of the defegstesn and will be described in the
next chapter. The knowledge 2BM trajectories features is a prerequisite for tracking.






Capitolo 3

Threat localization

Now that the mission of atCBM has been described, it is time to introduce the problem of
intercepting an incomingCBM. Interception involves target missile, interceptor ana-se
sors for detection and tracking. The latter are the first @had the interception. During
them, the interceptor is provided with the information resktb start the engagement.
This chapter describes the systems employed for deteatidtracking and how measure-
ments are translated in useful information for the intetmeMeasurements can come from
different sensing systems, such as radars or InfrdRRdsensors. In order to reconstruct
the trajectory of the missile, measurements are procesgbdmwestimation algorithm.
The Kalman Filter is the optimal solution, in the sense oblesmuare estimation, to the
problem of state estimation with noisy measurements, irc#se of linear system8T7],
[60], [41]. Other algorithms are employed in nonlinear contexts, retiiee estimation pro-
blem is infinite-dimensional. Extended Kalman Filt&KF) [52] and Unscented Kalman
Filter (UKF) [36] are two filters suitable for nonlinear problems.

This chapter is organized as follows: possible measuresrienboth the detection and the
tracking phase will be introduced, including a modelizataf the errors; then, two state
estimation algorithms for nonlinear problems will be désed; eventually, the simulation
of anICBM detection and tracking will be performed.

3.1 Measurements for detection and tracking

During the boost-phase, the missile exhaust generatesnaepbehind the vehicle as it
travels through the atmosphere. This plume is composed bygases and it is a powerful
source ofIR radiation p9]. This radiation is visible from space. Therefore, a séell
equipped with arR sensor can detect the plume of the missile. Furthermorellites
can guarantee large-area coverage of the Earth, providmglefense system with early
warning of missile launches. These features make spaestmetection oiCBM very

19
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interesting.

TheDSPis a system that provides missile launches early warningsarted in 1970, using
satellites in Geosynchronous Earth OrlHO). Its characteristics are described 88].
Each satellite is equipped with a rotating telescope witleaters in the focal plane that
locate the position of missile’s plume. The precision of BfePsystem is determined by
the footprints of the pixels in its satellites’ sensor arr@jje number of detectors suggest
that the 1 position error is 500nin all directions #]. The three measurement from the
space-baselR sensor are

X:>Z+V|R
Y=Y+vgr (3.1)
Z:Z—{—V|R

whereX, Y, Z are the three position coordinates of the missile, expdesBsan inertial
referenceyr is a zero-mean, Gaussian noise with variaage The tilde sign stands for
the true measurement.

Measurements for target tracking are usually provided irDacBordinate system. A
ground-based radar can provide the necessary measureni¢r@sneasurements are ea-
sily expressed in the radaocal Horizon Frameas it is shown in Fig3.1 The rangeRis
the relative distance between the radar and the target;zthruth ( is the angle between
theN direction and the projection of target position on i plane; the elevatiod is the
angle between the target position and its projection omtBelane. Doppler or range rate
I measurements are not considered in this study.

The three measurements can be modeled in the following way

R= ﬁ—FVR
Y=0+vy (3.2)
9:é+V9

where the tilde symbol indicates the error-free true giyaamd
V = [VR, Vy, Ve]/

is an additive noise vector. It is usually assumed that theges are zero-mean, Gaussian
distributed, and uncorrelated process&3 [

UV~ 4 (0,R)

3.3
R = diag(0g, 03, 0%) (3:3)

For a surface radar such as the existing Aegis AN/SPY-1Bvdhiance of range noise can
be taken awr = 10m. The variance of angular measurements noise can be cosidsr
Oy = 0p = L mrad [4].
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Figura 3.1. Radar measurements

3.2 Measurements processing

In this section the problem of processing the measuremenmtsthe radar is addressed. A
dynamical filter is used to estimate the states of the mijsiséle its position and velocity
as it travels along its trajectory. A dynamical filter needskmhow a dynamical model of
missile motion, such as the one given in equagatil

Due to the nonlinearity of this problem, a non linear filteeds to be employed. In the last
50 years, several filters for nonlinear estimation have lsseloped. Among them, the
most widely known is th&KF, which is regarded as thae factostandard in the field35)].
The main feature of thEKF is the linearization of the dynamical model it performs ardu
the actual conditions at each time step. This allows to aqprate and propagate the mean
and the covariance of the state variables.

The EKF works with a nonlinear discrete system in the form

Xer1 = F(X) +0(uk) 4wk (3.4)
7 = h(x) + Vi

wherex is the state vectog represents the control aa@re the measurements.andv are,
respectively, the process and the measurements noises/edto statistics

Qk = E[wiwy]
R = E[wv]

Linearizing the system at tHé" step around the actual state trajectory yields the definitio

(3.5)

of the matrices

of ag Jh
A= x|, T aul, " ax
Xk Xk

Estimation is performed in two steps. In the first phase ttheevaf the stochastic variable

k k (3.6)

Uk

Xis predicted according to the state model, by projectingatiigal estimation and its cova-
riance via the transition matrices. In the second step, tbdigted estimation is corrected
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with the information from the measurements. A gain ve#pweights the difference bet-
ween the real measurements and those one would obtain thtbadd matrix from the
predicted state. The two phases can be summarized as follows

Prediction Predicted estimated state vector and its covariance matexdenoted as
Kqk—1 and Rg_1. The former can be obtained by propagating the old estimatgy "y
selecting the proper equations from the dynamical moddi@ptocess

A

Kigk—1 = F(Re-k-1) +9(Uk-1) (3.7)

Pok-1 = Fe 1P 1 1R +Q (3.8)

Correction  The actual values of estimated statg and covariancé are obtained after
calculating the Kalman gailx and the estimated measuremezts ~

Kic = Pa-1Hy [HBge1H¢ +RJ ™ (3.9)
2 = HiXk—1 (3.10)

Rk = Rigk—1 + Ki(z — Z); (3.11)
Rak = (I — KkH)Pqk-1 (3.12)

The main flaw of th€eKF is in the propagation of the error covariance maRiXEquation
3.8assumes a linear evolution fBr This approximation can result very inappropriate in
the case of non linear systems.

The UKF is another algorithm for state estimation of nonlineareyst, proposed by Julier
and Uhlmann in the 1990'8f]. The main difference with the Kalman-like filters is in the
prediction phase. This is based on the selection of a finitel®n of points from the state-
space, ther-points. Theo-points are picked up so that tlieset has the same stochastic
moments (mean and covariance) of the stochastic variablegenting the actual state
estimate. The nonlinear equations of the system can belgliegaplied to propagate the-
points. After propagation, the mean and covariance of thimated state can be calculated
as the mean and covariance of the new set of points. This mhethe named Unscented
transformby its creator, Jeffrey Uhimani64].

The prediction and propagation steps of th€F are stated in the following

1Apparently after a deodorant. See
http://wwv. i eeeghn. org/ wi ki /i ndex. php/ Fi rst - Hand: The_Unscent ed_Tr ansf orm
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Prediction If nis the dimension of the state-space,®21 pointsy are selected to form
the o-set. Weight factorsv,, andw are calculated for the mean and the covariance. The
actual prediction of the state vector is the linear comlmmaof the o-points. The pre-
dicted measurementg are the measurements resulting from theoints. The predicted
covariance is calculated from the deviatiaysof eacho-point from the mean.

Rh-1 = i_iv%x& (3.13)
Ex = Xk — Xkk—1 (3.14)
o1 = 3 e, @15
¢k = h(xk) (3.16)
2= iivv'mzﬁ (3.17)

Correction Correction is performed in the same fashion as in the cased{alman-like
filters. A gainKy is calculated from auxiliary covariance matridés, andWy, and it is then
used to update the prediction of mean and covariance.

€z = Ck— % (3.18)
2n . . i
Woapes = _Z)V"cézkézk + R« (3.19)
|=
2n . . N
przk\k—l = _%chelxkelzk (3.20)
|=
-1
Kk = LIJXZ(\k—l <qJZZ<\k71> (3.21)
Rk = Rqk—1 + K(z — %); (3.22)
Pk = Pak-1 — KiWagg 1K (3.23)

To obtain theo-points for the next step one has to build a maBix ||0:M:M||, with M
being defined as

M=VA A=(n+k) [P+ (3.24)

The o-points are updated as

Xk = Xgk + Oi (3.25)

whereg; is theit" column ofS.
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3.3 Strategic missile tracking

In this section, the missile tracking problem using the spaased IR sensor and the
surface-based radar is analyzed. BWKF is used to estimate the states of the missile,
i.e. its position and velocity in a inertial reference. Tiséiraation is performed on a set of
200 Monte Carlo samples. Each sample differs from the othyetke initial guesses given
to the estimator. The simulation covers the boost-phaseedOBM trajectory.

The trajectory to be estimated is the one simulated in se@i2 The filter is provided
with the model of equatio.11 The identification phase, when the missile is tracked by
the space-based IR sensor, lasts until30s. After that, the surface-based radar acquires
the target missile and tracks it.

The process noise is originated from acceleration dishaods Since the kinematic model
corresponds to the differentiation of the position, themxl noise on the process can enter
only as an acceleration signal. The process noise covaria@atrixQ is defined as

Ts
Q= | ®(mQ®(n)dn (326)

whereQ is a 6x 6 matrix whose only non-zero element is & 3 diagonal block in the

Q:<8 2>-q0 (3.27)

lower right position.

whereqp is a numerical value found by experimedt.is the state transition matrix that, for
a system such as the one from equafdalil, is composed by & 3 blocks

1 T
= S (3.28)
01
whereTs is the sampling time of the measurements. Carrying out tzlon for Q, one
yields a block matrix
T2/3 TZ/2
Q= S S 3.29
Jo ( 2 T, (3.29)

The filter is initialized with a vector of guessego and with aPy matrix. The initial
guesses belong to a Gaussian distribution with the true\@lxp as mean and the elements
of the Pyo matrix as variances

Xojo ~ A (%0, \/Pojo)

3.30
Pyo = diag| 2000 2000 2000 10 1C° 1P | (3.30)

The parameters of the simulation are reported in Takle
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Tabella 3.1. Simulation parameters

Parameter Value Parameter Value

ORr 500m ORr 10m
Oy 0.001rad Op 0.001rad
w 1 Ts 0.02s

3.3.1 Results

Figs. 3.2, 3.3, 3.4, 3.5, 3.6, 3.7 show the results of the estimation process, plotted against
time. The red line is the mean estimation error; the greeniéithe error from a sample run;
the blue line is the error standard deviation; the blacksliae the &r bounds calculated by
a sample run of the filter.

During the detection phase the filter is able to estimateectiyr the trajectory of thé€CBM:
the estimation error expected from the filter (the blackd)rie converging to a value around
50 m for the position and around fem/s for the velocity. During the tracking phase the
expected errors are even smaller: aroundrifor the position and around rh/s for the
velocity.

Furthermore, the filter is well tuned. The standard deumtibthe errors is almost identical
to the 1o bounds from the filter (blue and black lines superimposedie mean error on
the set of samples is near zero, meaning that the filter hagaso Bhe sample error stays
satisfactorily inside the I bounds.

3.4 Summary

This chapter has dealt with detection and tracking ofGBM. The measurements from
space-baselR sensors and a surface-based radar have been employednatestiissile’s
trajectory in a numerical simulation.

Trajectory estimation has been carried out usindgJ&f. This is a suitable algorithm for
nonlinear estimation. The simulation has been conducteads@t of Monte Carlo samples.
Each sample differs from the others by the initial guessidemy/to the filter.

A good reconstruction of target’s trajectory allows to sptam effective defense strategy.
The interceptor will be guided towards the target thank&éattacking information. When
the distance between the interceptor and the target wiledaaed to few kilometers, the
task of estimating target’s trajectory will be demandedh®interceptor itself. The issues
related to this estimation problem will be dealt with in cteab, after having described
guidance laws for the interceptor.
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Capitolo 4

Tactical missile guidance laws

The discussion has dealt so far with threat related issueseciing an incoming missile
and being able to track its trajectory is the first requisited defense system. The next
requisite is to have a system able to tackle missile thresexlained in chaptet, this sy-
stem is based on a missile that should hit the incoming Kallisissile. A major necessity
for the interceptor is to be able to steer its trajectory delpgy on the ballistic missile.
This chapter presents an overview of the basic conceptadtical missiles guidance sy-
stems. Guidance is a process that involves two subjectgjtarcéptor (later on defined
also aspursuel) and a target (also referred to egadej. The task of the guidance system
is to drive the missile towards the target until interceptigvhen the missile hits the target
the engagement is concluded.

Missiles can be guided in all the phases of the mission. [Qutie boost phase the missile
can be either guided or not. During the midcourse, guidaii@stive, should bring the
missile onto the desired course and maintain it on courseiuenters in the last phase of
the engagement. Guidance is crucial during the terminadgbéthe engagement. In this
phase, high accuracy from the guidance system is requiredeicept the target. Small
errors can result in large miss distance at the end of thegengent.

In this chapter a classification of the most common guidaackrtiques will be first given.
Then the geometrical and mathematical aspects of the pahguidance laws will be intro-
duced. The guidance laws will be described starting fromntlest simple and traditional
algorithms, such as Pure Pursi®fj and Proportional NavigatioP(N). Then, more advan-
ced laws will be derived as extension of the previous alfgorét by adding new elements to
the analysis. Optimal control theory and differential garframeworks will be employed
in the description of guidance laws. At the end of the chapieintroduction to estimation
in the loop issues will be given. Numerical examples will o the description of the
algorithms.

29



30 4. Tactical missile guidance laws

4.1 Classification of guidance techniques

Missiles guidance systems are classified in three main grf@fh. homing, honhoming
and direct. Thénomingterm refers to a missile that tracks the target thanks to Some
of energy emitted by the latter. Homing can fessive if the source of energy is the tar-
get itself (RF transmissions, acoustic noise, heat, eictjve if the target reflects energy
beamed at it from the missile semiactiveif the missile exploits the reflection of energy
from the target, with the latter being illuminated by an exst source. In the following,
the guidance control system will be often referred to adbraing loop

A missile like theSidewinder which will be used in the simulation in chapt&ris an an
example of a passive homing guided missile. It uses an edrdevice to identify the tar-
get against the background. This kind of devices are usgfihat any target with large
temperature differentials with respect to the surrounsling

Examples of homing systems can be found not only in engingexpplications, but also
in nature. Hawks catch their preys using their sight and gerforming passive homing.
Bats perform active homing, because they emit ultrasoutskpu

Nonhoming techniques includeertial guidance. This is mostly related to ballistic missi-
les, since it is not based on sending and receiving signaisather on computing position
and velocity. Corrections are provided by measurements &o board equipment.

Direct guidance techniques are based on commands caltwiatee ground controlling
site and transmitted to the missile. Both the missile andalget must be tracked by some
tracking system (e.g. a radar). If guidance commands atedsextly to the missile the
technique is calledommand guidanceBeam rider guidancés another direct technique
where the target is tracked by an electromagnetic beam. Témlensenses the beam by
means of a on board antenna. Variations in the beam corrddpochanges in target’s
relative positioning and can be translated to guidance camagn

4.2 Line of sight and Pure Pursuit

The first geometrical concept to be introduced in missilelgnce is related to the Line of
Sight LOS). This is defined as the ray that starts from some referenice @oand passes
through the target T. Considering a fixed reference framecamedefine thé.OS by the
angleA which it forms with the horizontal, as in Fig.1

Under certain assumptions (no target maneuvers, constotity for both M and T, ideal
actuation of required acceleration), one can write a setreft equations which describes
the engagement. The variables are the rdddke anglel and the missile flight path angle
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¥ (see Fig4.1)

R=vrcosyr —A) —vmcos —A) Vg
5 vrsin(yr —A) —vmsin(yiy —A) é\ﬁ (4.1)
R R
g =
Vm

This set of equations captures the motion of both the missitethe target, provided that
the latter has constant speedand headings. If this is not, one shall consider a larger
number of variables. The terey, refers to missile acceleration.

The first guidance law that can be considered in this framleveocalled Pure PursuiPP
[59]. Its purpose is to have the missile velocity vectgr always pointed along theOS,
i.e. alongR. This means that one can assuyge= A and, consequentlyy = A. Then,ay
turns out to be

aMpe = VMM = VWA 4.2)

Due to its simplicity, this rule was widely employed by thesfigeneration of two-point
guided weapons until the early 50’s. It is interesting toertbiat also animals seem to know
this law: ants use thePrule to follow one anotherl]2].

A modified version of this rule has an addictive term for ercompensation, which is
needed in casey, is not aligned with th&.OS:;

AMppm = VM}\ + KPP(VM _)\) (4-3)

Missile

w

Figura 4.1. Two dimensional engagement scenario
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Kpp is a gain that is chosen according to the desired performanderms of time and
control effort.

In order to evaluate the issues related toRRrule expressed id.2an engagement simu-
lation was conducted. The engagement is planar, with Mt&lrposition in the origin of
the reference. The initial rand® between M and T is 10006 and the initialLOS angle
Aois 10°. T has constant speegl = 500m/s and constant flight path angje = 90°. M’s
initial flight path angle is 20and the constant speedvwg = 200m/s.

Fig. 4.2shows M’'s and T’s trajectories and the rarigjes time. It can be seen that M hits
T from behind: this is a peculiarity of the PP engagementgcivig often referred to asiil
chaseor dog chase

4.3 Collision triangle and Proportional Navigation

With the assumptions of constant heading and constant §pe&édth M and T, one can
derive conditions under which the collision is guaranteHuis is related to the concept of
Parallel Navigation, which aims to keep th®S rate always constani\ (= 0). From the
set of equationg.1and with reference to the angles in Figlone sees that constdo®S
rate results in

VM Sind = vy sind (4.4)

Another obvious condition for the engagement is tRat 0, otherwise we will have M
receding from T. This means that

VM COSO > Vi cosO (4.5)

Conditions4.4and4.5are calledCollision Course CC) conditions They allow to introdu-
ce the geometrical concept obllision triangle represented in figuré.3. Here¢ is the
closing velocity, defined ag = —R=vycogy —A) — vrcog yr — A).

Achieving and maintainin@ = 0 is the purpose dPN, one of the most widely known and
employed guidance lawPN commands are always proportional)toand to the closing
velocity. The expression of tHeN law is

By = NVCA (4.6)

N is a unit-less gain, calledavigation constanthat has to be chosen with respect to some
performance index.

In order to evaluate the differences betw&andPN a simulation was run with both gui-
dance laws. The engagement is planar, with M initial pasitiothe origin of the reference.
The initial rangeRy is 10000m and Ag is 10°. T has constant speegd = 500 m/s and
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¥ LoS(0)
Figura 4.3. Collision triangle

constant flight path anglg- = 90°. M’s velocity is not initially aligned with the LOS, as
v = 20°. v is constant and its value is 750/s. A number of simulations has been run,
varying the values of the navigation gains from expressib8snd4.6.

Figs. 4.4 and 4.5 show the results of the simulations. In all the cases M hitglike
PP, PN does not generally hit the target from behind: the trajgci®more’straight’. The
only exception is whelN = 2: this time the missile’s trajectory is similar to thosenfrthe
PP ltis also interesting to observe the different behavidrghe control history, which is
the acceleration required from the guidance system: gaiati@ns seem not to affect the
level of required acceleration in the caseR® while they are very significant in the case
of PN. FurthermorePN required acceleration has a peak at the beginning, but tigeres
asymptotically to zero towards the end, meaning that theection is performed as soon
as possible. Higher gains highlight this trend.

4.4 Linearization and miss distance

Usual engagement conditions toead onor tail chasecases admit small flight path angles
and almost constant bearing. This allows to perform sonaatimation in the guidance law
derivation.

In the scenario of Figd.1y is the relative separation between M and T, perpendiculdreto
fixed reference. Having constant bearing means to haved. Therefore, one can choose
a smallA such that

y=RsinA ~RA 4.7)
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This leads to the definition of thmiss distances the relative separation between M and T
at the end of flight

miss= y(t;) (4.8)

Herets is a constanta priori chosen. The quantityt —t is defined as the time to dggo
until the end of flight.Ris then the distance covered at a velodigyin the interval [tt¢]

R=Vc(ts —t) = Vctgo (4.9)

Ve =Vu £ V7 is called closing velocity, respectively folgad oror atail chase Differen-
tiating y twice, one obtains
y=RA +RA
= —Vc)\ —{—V)\

) . ] (4.10)
y=—VcA +—VcA +V,

=V,
sinceA and\¢ are assumed to be constant and their derivatives are thenmditl. Going
back to the definition of, A can be expressed as

A= (4.11)

y
R
Differentiating this expression one obtains

3 Ry—yR
R2
_ Ry+wwe

Vétéo

. R 412
y+ Y\TC ( )
- Vctéo
_ Y+ Ylgo
Vctéo

The quantityy + yty, is defined as the Zero Effort MisZEM). At each instant th&EM
is the miss distance that would result if both the missile Hiedtarget made no further
maneuver from then on. TH&N law can now be written as

ZEM

amey =NweA =N 2
go

(4.13)

It can be demonstrate@][that PN with N = 3 turns to be the optimal solution in the case
of a linearized problem, under the assumptions of nonmarewg/target and zero-lag (i.e.
ideal) guidance system.
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4.5 Corrections to the PN law

A restrictive hypothesis considered so far is to have atavigh constant speed and heading.
This simplification might result too strong in real applioas, since targets can perform
evasive maneuvers at any point of the engagement. Thusysefsll to take into account
target acceleration in the definition of the guidance laws.

Augmented Proportional NavigatioAPN) is a modification of the PN law which explicitly
takes into account target acceleration. This new law carebeatl by means of analytical
analyses. In particular, it can be derived applying optiteahniques that will be dealt with
in section4.6. Mathematical proofs of the solution can be found4f][and [8].
Nevertheless, th&PN law can also be inferred in a more intuitive way, by remenigeri
equationd4.13 There theZEM was defined as the distance that would result in case both
the missile and the target made no further correction. Ircse of a maneuvering target,
this quantity can be modified in order to take into accounteffiects of target maneuver.
The new definition of th&EM is

. 1
ZEMapn =Y+ Yigo+ EaTtgz0 (4.14)

because the resulting distance is that of an uniformly acatdd motion with acceleration
ar. TheAPN law is now modified as

Kapn:- ZEMapn

o (4.15)
go

AMapy =

The implementation oAPN inside the homing loop is shown in the block diagrams in Fig.
4.6 along with thePN law. The only difference among the two loops is the targetacc
leration term that feeds the commanded missile acceleratio order to compare these
two algorithms against a maneuvering target, the modelsgof4=6 were run. The initial
value for the miss is 50én and the target performs an evasivg ghaneuver. Results of
the simulations are shown in Fig.7. Accelerations are normalized with the level of target
maneuver. The maximum level of required acceleration witNAs almost half the level
of PN. Furthermorey,., < ams, for more than halfs.

Another assumption that has been made so far is that thelenissible to implement in-
stantaneously any acceleration command calculated frenguidance system. However,
in real missile applications, commands actuation by theylat takes a finite time. This
lag is a very important feature of the guidance system: lénges can result in large miss
distances.

The lags of the guidance systems can be approximated witsfénrafunctions of a certain
order. The simplest representation is a first order trarigfetion with a certain time con-
stantt. Indicating the commanded acceleration witAnd the actual missile acceleration
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with ay, one has

U—ay
T

Time constant value varies from missile to missile, but galheranges between 0.1 and 1

s. A larger time constant would be hardly tolerable for thedgmice system.

ay = (4.16)

To test the effects of the guidance system lag on the engadethe previous simulation
was run again, this time considering equatib@6 Results are shown in figu8. The
maximum level of required acceleration is almost the samwoth cases, although APN
requires less acceleration for more than halés in the zero order lag guidance system.
The lag does not significantly affect the outcome of the twgpathms, even if it makes
acceleration profiles lesstraight’.

4.6 Optimal guidance laws

The guidance laws described so far are derived from gearregirisiderations. They work
well in the ideal cases of nonmaneuvering targets and zgrgiiidance systems. At the
end of the 1950’s the optimal control theory approach siaidebe employed to derive op-
timal guidance lawsd0], [13], [39], [14]. However, it was just in the 1990's that the newly
derived guidance laws found real applications in air defettganks to the advances in the
numerical techniques and to the diffusion of microproces{&g].

In this section expressions for optimal guidance laws véliderived in the case of a zero-
lags guidance system and of a single lag guidance systentdém t implement the opti-
mal guidance law in a feedback control loop inside the hortoog, it has to be a function
of system variables. Among the many possible formulatiothefcost functional, the most
practical definition for the optimal law is to minimize the seidistance and the required
acceleration. The requirement is

y(t) =0 subject to minimizing f3 u2(t)dt (4.17)

whereu is the missile acceleration, here considered as a control.
The linear variables introduced in Set.4 form a practical and useful set of equations to
work with. Three state variables describe the engageméat state vector is defined as

x=[x x x]=[y y ar] (4.18)
If the guidance system has no lags, the dynamical model is

Xl = X2
X2 =X3—U (4.19)
X3=0
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This model can be easily written in the state space form
Xx=Fx+Gu (4.20)

Usually this type of problems is solved using techniquemfaptimal control theory15).
In this case, however, the solution can be found more easihguthe Schwartz inequality
[4Q], [67]. Due to the linearity of the system, the value of the statdoreatt =t; is

X(tf) = P(tr —t)x(t) —l—/ttf ®(tr — A)Gu(A)dA (4.22)

where® is the state transition matrix of the system, calculated as

®=2"YsI—F]? (4.22)
For the mode#.19® is
1 t 0.5t?
=] 0 1 t (4.23)
00 1

The miss at =t can be expressed as

it
Yit) = YO+t~ + 08ar(t— 12— [ G —Aud)dA  (@24)
Writing 4.24in a more compact way yields

y(te) = fu(ti —t) — [ hy(tr — A)u(A )dA
f(ts —t) = y(t) + Y(te) (tr —t) + 0.5ar (tr —t)? (4.25)
hi(ti —A) =tf —A

To have zero miss distance means to hgtg) = 0 and thus
t
faty —t) :/f ha(tr — A)u(A )dA (4.26)
t

The Schwartz inequality states that the inner product ofweaiors is less than or equal to
the product of their norms. Furthermore, the equality igdviéland only if the two vectors
are linearly dependent. In formulas one has

[ <)y > [ <Xyl (4.27)

| <Xy >[=[X][- [yl =y =kx (4.28)

Applying the Schwartz inequality to equatidi?6one has

t t
2t —t) < / "2 (tr — A)dA / "2(A)dA (4.29)
t t
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which yields

t f2(t: —
/fuz()\)d)\> it =Y (4.30)
; TR (t; —A)dA

Equation4.30sets a lower bound on the commanded acceleration. Cleddyninimized
when the equality sign 0£.30holds. Remembering equati@n28 this means that and
hi(ts — A) are linearly dependent, i.e.

U(A) = Khy (t; — A) (4.31)

Substituting4.31 in equation4.30 and taking ouk from the integral one can define the

value ofk that minimizesu .
k= — Zl(tf_t) (4.32)
i hi(tf —A)dA

The optimal control is given by

fl(tf—t)
u= hy(tf —t 4.33
a0 433)

Substituting the terms from.25and considering that

3
(ty —t)3

one has the expression for the optimal guidance law, saifablfeedback implementation

/tf R2(t; — A)dA — (4.34)
t

- 3(y+ Ytgo+ 0.5art3,)
t3o

(4.35)

This is the same expression of tA@N law, defined in equatiod.15 Thus it is demonstra-
ted that, under the assumption of a constant target maneAR&fis the optimal solution
to the interception problem. This law was first derived bydgny in a general waylp).
Considering a lag in the guidance system, the state vecatirshaugmented with one new
variable

X=[x1 % x3 xa]=[y y ar au] (4.36)

If the guidance system has no lags, the dynamical model is

X1:X2

=X 4.37
% =0 (4.37)
. U—X3

Xq = -

whereu is the missile acceleration, here considered as a cont@lais the time constant
of the missile guidance system. Commands are then actuatied \wertain delay, due to
the real implementation of the guidance system.
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The previously defined procedure can be used again to daeveptimal law with the new
system. This time thé matrix can be found to be

1t 052 —tr+713(1—etT)
0 1 t T(1-e'T
b= ( ) (4.38)
00 1 0
00 O et
The expression foy(ts) is slightly changed with respect th24
. tf —t
y(tf) :y(t) +y(tf)(tf —t) —|—O.5a'|'(tf —t)z— TZaM [etf/r+ fT — 1:| +
t (4.39)
f
—/ (tr—A —T[1—e @ N/T])dA
t
Thus, the new expressions fbrandh; are
fa(te —t) = y(t) +y(t; ) (ts —t) +0.5ar (t; —t)2— t2ay |etr /T4 g
1ty —1) = YO+ ¥(tr)(tr 1)+ 05ar(tr — 1)~ % | U a0

hy(te—A) = (tr —A —1[1—e U= A/T])
These expressions can be substituted in equati88 Calculating the integral term one
has

1y Dty 00/T  t2) tye 13
h2(ts —A)dA =13 05— 05e /T - 290 99, 90, 90 4.41
t it =2) f ( T T2 * T - 3713 (4.41)

Defining
x= 9 (4.42)

after some algebra, one has that
hy (tf —t) 6x? (X — 14-€7%)

= 4.43
Fh2(t—A)dA  126(2C —6x2 +6x—3e > — 1267+ 3) (4.43)
Hence, the optimal guidance law can be written
!/
U= [V(t) + ¥(ts )tgo+ 0.5artd, — T2awm [€* + X — 1]] (4.44)
go

The quantity in the brackets is tlEEM. The navigation ratio is not a constant as in the

other laws, but is changing witl, and the guidance system time constant
6x2(x—1+e7%)

23 —6X2+6x—3e % —12%+3

To test the behavior of this optimal guidance law against agugering target, a simulation

N =

(4.45)

was run. The results of the optimal guidance law are compartdthose fromPN and
APN. The initial miss is 500m and the target performs a constang 8vasive maneuver.
The lag of the guidance system is represented by a first araesfer function, with time
constantr = 1s. The block diagram of this simulation is shown in F§9. The guidance
law is implemented through the blocks
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N
L] Cl = —
t%
N
e Cp= —
d Cg = 0.5N
~NT72(e /T 4 t40/T — 1)
e Ci=

t%
Results are shown in figue1Q The obtained miss is zero and the required acceleration is
most of the time lower than the one requiredmiy.

4.7 Differential games missile guidance

Some of the laws described so far consider explicitly theatfof target maneuvers and
some do not. A target maneuver can be estimated, but notcpeddias it is controlled
independently by the target. Thus, the previously forradatssumptions on target accele-
ration can be untrue and result in a very large miss distaRaghermore, actual missiles
presents saturations on the maximum level of lateral a@t@a. The so called zero-sum
pursuit evasion game is a suitable solutiodg] for such problems.

A pursuit evasion game is a negooperative differential game. The pursuer’s task is to
maneuver in order to minimize the miss distance and its obaffort, while maximizing
the evader’s control effort. The evader plays to do the opgpog\n advantage with this



4.7 Differential games missile guidance

600

400

200

miss — [m]

-200

-400

-600 I I I I ]
0 2 4 6 8 10

time - [s]

(a) miss

—PN
——APN
—— OGL

15

aM/aT
o
[6)]
T

-1 I I I I ]
0 2 4

6
time - [s]
(b) acceleration

Figura 4.10. PN, APN and OGL against target maneuver - first oder lag



48 4. Tactical missile guidance laws

particular formulation is that it does not require the knedge of the opponent’s strategy
by the missile guidance system. Rather, it takes into addihenevader’'s maneuver capa-
bilities. The game outputs are the optimal strategies ftin bgents, guidance commands
u*(t), v¥(t), respectively, and the value of the game, i.e. the guardntess distance. A
very useful feature of this formulation is the game spacétjmaring to capture and avoi-
dance zones.

Within the capture zone, finite miss distance is guarantae@Gutman and Leitmani24]
first showed. They proposed a simple pursuit evasion gamesbattwo players with con-
stant speeds and constant bounds on lateral acceleratibba ireighborhood of a collision
course. Later formulations include first-order pursueratyits R3] and evader dynamics
[56]. Recently, Conway and Pontani proposed a numerical soldtir a game with reali-
stic dynamics 17].

The model for the game can be written starting from a lineadehor he state vector is

X=1yy aut) aa w wnl' (4.46)
The dynamical model is
X = A(t)X 4 B(t)u+C(t)v (4.47)
with ) )
01 0 0 0 0
00 -1 1 —am(t) ar(t)
00 -1 0 0 0
At) = /T (4.48)
00 0 -—1/rr 0 0
0 0 1/Vm 0 0 0
|00 O 0 0 0 |
T
B(t)z[o 0 aw,,/Tu 0 O o] (4.49)
T
Ct)=[0 0 0 ag,/mr 0 0] (4.50)

whereu andv are the normalized controls

u = a(l.\"/lomm/aMmax

(4.51)
u = a'gl'omm/aTmax

afy™Mand af®™™M are the guidance commandsy,,, andar,, are the saturation level of

lateral acceleration. This dynamic model with first ordansfer functions for both pursuer
and evader guidance systems is known in literature as QG&6].
The state vectot.46can be reduced to a scalar using the terminal projectiosftvamation

described by Bryson and HA%]:

Z(t) = DO(tr )X (t) (4.52)
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Figura4.11. DGL/1 game structure withp > 1 and ue > 1

where®(t;,t) is the state transition matrix and
-
D:<1 0000 o) (4.53)
The cost function can now be written as
J=[DTX(t)] = Iy(tr)| (4.54)

The optimal solution for this differential game was deril®dShinar p6]. The optimized
game dynamics is
Z* =T (ts,t)sign{Z(t)} (4.55)
[ (te,t) = (B(tr,t) +C(ts,1))
where
B(tf,t) = DT d(ts,1)B(t) (4.56)
C(ts,t) = DTd(ts,1)C(t)
Integrating backward this equation yields a candidatenugtitrajectoryZ(t). The game
solution is a decomposition of th& (ty.) reduced game space intoegular (the avoidance
zone) and aingular region (the capture zone). Regions that cannot be filled bgidate
optimal trajectories are singular. The decomposition temieined by the form of (t;,t),
depending on the dynamic model of the game.
Generally speaking, a capture zone (callfl is a region of the state space where optimal
strategies are arbitrary. No matter what the two agentstdogtanted miss is finite, as
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long as theZEM trajectory stays in this region. The value of the game inrbigon can be
either zero or not, depending on the game structure. Avoilaone (called,) is a region
where the optimal strategies are

U (1) = Byt SIGNZEM)

} (4.57)
V¥(t) = ar,,, - SIGN{ZEM}

and the value of the game is a function of initial conditiofibe bound<; andZ* between
the two zones are semipermeable symmetric surfaces, ia.e#ith player can prevent
the adversary from penetrating the surface. Depending erasisumptions of ideal or
real guidance systems for the missile and the target andeom#&ximum values of lateral
acceleration, a number of game structures can be descBbgd [

The parameters of the game are the pursuer-evader maniiliteratio, defined agu =
AMmax/ @Tax @Nd the evader-pursuer dynamics ratio, defined asaw,,, - 1)/ (aT ™)-
Fig. 4.11represents the game structure of DGL/1 under the assursghatu > 1 andue

> 1. Trajectories that starts [Dp have a zero guaranteed miss; trajectories that staBs in
do not have finite guaranteed miss.

4.8 Summary

This chapter has presented various guidance laws for ghatissiles in the terminal phase
of the engagement. Along with the description of the lawsnerical simulations have
been reported to support the theoretical analysis with ekesrand results. Traditional
laws have been employed in missilry since the first half of 208 century. They are
easy to implement and to design, being based on few parasn&andPN were firstly
described starting from geometrical considerations. Themalization of the engagement
equations was derived to introduce the concepts of misardistan&EM. Miss distance
andZEM are used to derive the expressionAefN.

Thanks to the technological improvement in the electrogiggments, more complex laws
have been employed in the last decades. The starting poithhdee formulations is the
optimal control theory and the game theory. Modern laws ceal @ith more realistic
scenarios than the traditional laws.



Capitolo 5

Estimation issues in guidance laws
Implementation

In the previous chapter the main issues related to guidaweeHhave been analyzed. Going
through the description of the laws, it was possible to rdtiow geometrical concepts gave
way to mathematical ones. Modern guidance laws are more lgatgdl and less intuitive
than traditional. However, they can deal with more complesngrios and this can result
in an overall supremacy in performance.

The hypothesis of having perfect knowledge of all the vdeisimvolved in the engagement
is not realistic in real missile applications and it will bedaxed in this chapter. While pre-
senting the guidance laws, the actual values of miss distdi@aring, accelerations and all
their derivatives have been considered in the formulatiwh ia the numerical examples.
In some cases analytical expressions for some of theseitiggmtan be derived. In so-
me others, though, one must rely only on measurements. Eahets are not disposable
anymore, because real measurements are corrupted with fidigrefore, in order to use
available measurements, one needs some kind of processing.

Automatic measurements processing inside the homing Bppriormed through dynami-
cal filtering. TheEKF described in chaptes is a suitable algorithm for the engagement
nonlinear environment. Due to its particular formulatiam the error covariance matrix,
this algorithm will be preferred in this chapter to the athp@mployedJKF.

Using estimation, both traditional and modern laws can bglémented starting from a
single bearing measurement, no matter how complex they@rethe mathematical point
of view. This allows to reduce the impact of guidance systeasss and to ease their reali-
zation.

This chapter is dedicated to the problems related to estmatside the homing loop. An
introduction to measurement related notions will be firgilyen. After that, the homing

51
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loop presented in chaptdrwill be implemented along with a noisy seeker sensor and an
estimator. Particular attention will be paid to the unotzability problem that raises in
the presence of bearings-only measurements. An innovstiisgegy combining guidance
and estimation will be presented that enhances range ¢stimend improves the overall
performance of the engagement. The supremacy of this nesaigee strategy over the
classical approach will be demonstrated by means of nanlisienulations.

5.1 Measurements for the engagement

In guided missile systems a seeker is used to sense and h@adkrget. Seeker can be
active, if the missile itself illuminates the target; seaative, if the illumination source is
external (e.g. a ground based radar); passive, if the iflation source is the target itself.
The motion of the target is used in the mechanization of théagee law, feeding the gui-
dance system with a bearing measurement. The tracking fierperd with an antenna or
another energy-receiving device (e.g. a radar, an infrardaser, or an optical sensor).
The seeker is usually composed of up to three gimbals on vdriglmounted gyroscopes
and an antenna. In an active radio frequency seeker or paefiared seeker, two gimbals
are commonly used. There are also fixed antenna systems uggoblectronic beam stee-
ring by means of a phased array antenna. The radome compesasse of the missile. It
has the task to cover the radio-frequency or infrared devidehe seeker. The design of
the radome involves electro-magnetic, mechanical, theamdaerodynamical issues.
Semi-active RF seekers used to be boarded on missiles iraie phey were large and
heavy devices, in accordance with electronic equipmeata the pre-miniaturized era. As
low cost, small and reliable electronics have become alaildigher-accuracy infrared or
high-frequency RF seekers have been emplogédilhe AIM-9X Sidewindeis equipped
with a high-resolution rotate-to-view seek@d], mounted on a body-fixed, two-axis gim-
bal. The outer seeker casing rotates 3@0provide a clear viewing path for the seeker.
The seeker is not the only sensor boarded on the missile. fitaan Inertial Measu-
rement Unit (MU) and a Global Positioning SysterGP9 system, properly processed,
provide the missile navigation system with the necessdoyrimation. Telemetry data from
the actuators and from the other subsystems of the missiles&d from the on board com-
puter to keep everything under control. However, for thgopses of this chapter, the only
significant measurement is the one from the seeker. Nomaiagés for pursuer inner va-
riables such as flight path angjg, actual acceleratioay and velocitywy, will be taken
into account in the following examples. They are meant tohigeoutput of some internal
pursuer subsystem, so that there is no need to filter them.

On the other hand, noise on the bearing is a crucial factoeéker’s performance. It can
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occur due to target effects or missile effects. The radosgdfitonstitutes a bias error due
to diffraction; this effect is calletboresight error Receiver noise is mostly due to thermal
noise by the antenna and missile integrated electronigscriases with the range, because
the signal to noise ratio of the target lowers when rangergelta

An exhaustive description of seeker’s characteristicsoiensources in the bearing signal
is out of the purposes of this work. More material can be foumithe book from Siouris
[61]. For estimation studies in this work, the bearing measergr from the seeker will
be regarded as the nominal line of sight anglplus an additive noise. The noise will be
white Gaussian noise with variancg = 0.001rad

A=A+V

(5.1)
v~ ./ (Orad,0.001rad)

5.2 Estimator in the loop

Considering the linearized formulation of the engagenihietsystem is in the form

X=Fx+Gu+w

5.2
Z=Hx+vVv ®2)

wherex is the state vectoy represents the control (in this case the lateral accebeatind
z are the measuremenig.andv are, respectively, the process and the measurements noise
vectors with statistics
Q=E[ww'] (5.3)
R=EW']
In reality, the filter works with discrete signals, becaussasurements are available only at

fixed time instants. Discretizing.2yields

X1 = PXi + el + Wi

(5.4)
Z = Hix + Vic
O =, =M= [1D(1)Gdr (5.5)

As explained in chapte3, estimation is performed in two steps. The equations KR
can be summarized as follows

Prediction Predicted estimated state vector and its covariance matexdenoted as
Xqk—1 andRg_1. The former can be obtained by propagating the old estimatg, "y
selecting the proper equations from the dynamical modéi@proces$.4

Xk—1 = PRe_1k—1 + Mkl (5.6)

Pgk-1= PR 1 1®" +Q (5.7)
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Figura 5.1. Homing loop with estimator

Correction  The actual values of estimated statg and covariancé are obtained after
calculating the Kalman gaildx and the estimated measurements *

Kk = Pge_1H " [HRg HT + R (5.8)
2 = HRy (5.9)

Kk = R—1 + Ki(2z — Z); (5.10)
Pk = (1 — KiH)Pe_1 (5.11)

These equations can be implemented inside the guidancensyset provide it with the
estimates of the necessary state variables. Bifyshows the block diagram of a homing
loop with an integrated Kalman filter. The implemented gomalaw is theAPN from
equationd4.15 Sample and hold devices are employed in the Kalman filterkbilo order
to discretize the continuos inputs. In the presence of neali systems, theKF algorithm
can be used instead of the Kalman Filt&F]. The structure of th&KF algorithms is the
same as the one of thd=. The only difference is in the prediction phase. Correcfibase
is not reported for the sake of brevity.

Prediction Predicted estimated state vector is obtained propagdtegduation from the

nonlinear model. The covariance is propagated throughttite gransition matrix of the
system

Rek-1= F(Re_1k—1,t, Uk, 0) (5.12)
Rgk-1= PR 1 1PT +Q (5.13)
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5.3 PN implementation through a 2 states Kalman filter

PN from equationd.6is at the same time one of the principal and simple guidanes.la

It works well with zero-lags guidance systems and with a naheuvering target. If both
the missile and the target have constant speeds the closlagity of the engagement is
constant. Assuming that is known from some external source, in the terminal phase of
the engagememN needs only to know .

A 2 states Kalman filter is then sufficient to implem®M. The state vector of the estimator
iSX= [xl xz}T = [)\ }\}T. The dynamical model for the filter is

{ X=X (5.14)

X =0

The only target measurement for the missile is the bearimgeakh; measurements are
updated everyls seconds. Measurements at the inskacén be obtained through equation

Z« = Hx+v (5.15)

whereH is the vector
H— [ 1 o} (5.16)

The bearing measurement is corrupted by a white Gaussiae wavith varianceg,. In
chapter3, the process noise covariance matrix Q for this example wasdf to be

B T3/3 T/2
Q—%(Ts2 P ) (5.17)

To test the Kalman filter implementation a simulation wasaara set of 200 Monte Carlo
samples. Each sample differs from the other by the valueeofrtitial guess. The initial
guesses belong to a Gaussian distribution whose mean aada@@are specified in Table
5.1along with other initial values and parameters of the sitimta The engagement starts
on a collision triangle, so th&N is able to drive the missile to interception. The model
employed for simulation is

R=vrcogyr —A) —Vvmcos(yu —A)
3 vrsin(yr —A) —vusin(yyu —A)
- R
- am
W= — (5.18)
VT
_&
=
ar=0
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Tabella 5.1. PN simulation initial values and parameters

Parameter Value Parameter Value
Ry 10km Ao 0°
Yo 50° Ts 0.02s
VM 3km/s vr 1km/s
aw, 0m/s? ar, om/s?
oy 0.001rad (o) 0.001

Ao ~ N (0P, 5°) oo ~ N (0°, 5°)

Figs. 5.2 5.3show the results of estimation. The red line is the mean astim error; the
green line is the error from a sample run; the blue line is therestandard deviation; the
black lines are thed bounds calculated by a sample run of the filter. Variablephrtted
againsty,. The mean estimation error from the set of Monte Carlo sasnglalmost zero.
The standard deviation of the samples is almost superimdposthe 1o bounds from the
filter. Hence, the filter is well tuned and the estimation tesicorrect.

Fig. 5.4shows the achieved miss distance by means of the cumulagivibdtion function.
The axis of abscissae is the miss distance, while the oafinaticate the percentage of
samples with a miss smaller than or equal to the value repanmethex axis. The 90%
accuracy of this simulation is 0.18. This means that if the missile designer would like to
achieve a 90% kill probability then a warhead lethal radiU8.©2 mis needed.

5.4 Target maneuver estimation

In chapter4 it was shown that more advanced laws suctABR®N are more effective than
traditional PN against target maneuvers. To implement such laws, one neéa@se more
information on target’s behavior. In particular, the guida system has to be provided with
an estimate of target maneuver. This is impossible to détermvithout external measu-
rements such as radar based range and range-rate, in additiee bearing measurement
from the seeker. In a simple seeker-only configuration meiskirget maneuver estimation
has to be tackled with a deeper mathematical approach.

The concept okhaping filterwas introduced by Fitzgeral@]] to represent signals with
known formh(t) but random starting time;. Fitzgerald proved that the output of a shaping
filter excited by white noise has the same mean and autoatiarelfunction as those of the
signalx(t)

X(t) = h(t - tst)u(t - tst) (5-19)
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whereu(t —tg) is the unit step. The shaping filter representatid(s) is the Laplace
transform of the signati(t)

H(s) = Z[h(t)] (5.20)

The process of equatidh19and the output of the shaping filter are then statisticallyi-eq
valent in the sense that they have the same second-ordisticsafi.e. root mean square
value). Thus, passing either of them through a physicaksysthey are indistinguishable
if their second order statistics are being observed.

Zarchan applied shaping filters to represent various te&atisissile maneuverssp|, [67].
Once the ballistic missile is identified by the defense sysiess maximum level of maneu-
verability is known. Assuming that the evasive maneuvel gl performed constantly at
the maximum acceleration, the form of the target maneuygrasiis also known and the
only unknown quantity remains its starting time. The startiime can be assumed as uni-
formly distributed over the flight timg. Hence, a target maneuver can be represented as a
stochastic process with probability density function

Pr =1/t (5.21)
The signal that drives the shaping filter is a white noise witver spectral density

W=a2Pr = a2/t (5.22)
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To implement the shaping filter in the estimator inside thmimg loop, one has to add a
state foray and the term to the process noise covariance maix

5.5 Bearings-only issues

The introduction of Kalman filtering and shaping filters hiasvgn how to implement a sim-
ple law such a$N and to identify a target maneuver. Nevertheless, reakstgagement
features such as lags in the guidance systems have not lxeeririto account, yet. Passing
to a more down-to-earth description of the engagement, aabranced laws such &8N
[67] or Minimum Effort (Guidance) LawNEL) [8] are needed. Their implementation,
however, requires more complex structures.

An essential information is thig, to the interception. In the case of bearings-only, such
a measure is unobservable as the range is not directly blail&urthermore, the bearing
measurement turns out to be not sufficient to reconstruetthésrange, because it contains
no information on how fast the missile is approaching to thercept point. Itis like if one
has to travel in a certain time from one point to another, leubthly knows the direction to
go: he would surely arrive on the point, but there is a chahathe might miss the right
time. The process remains unobservable prior to a manerorerthe observerdy], [20].
Aidala showed ]] that bearing and range estimation errors can interactusecastimator
instability. He suggested a proper estimator initialimatprocedure to make the estimator
stable.

A solution to improve range observability is to maneuveraivam the collision triangle:
this causes the line of sight to rotate and gives some irsighut the relative range. The
Cramer-Rao lower bound was used 2@ to demonstrate that it is impossible to estimate
range without maneuvers and to analyze the effects of sucleuwars on estimation accu-
racy. Optimal maneuvers that increase the observabilitiietf,, have been studied i13]]
and 27]. Optimality sensitivity to errors iy, estimation can be mitigated by weighting
the terminal relative velocity, and possibly the missilertimal acceleration as well as the
usual miss distanc&]. The maneuver defines a new course for the interceptorirtbiga-
ses the observability of the range and also the miss distdinigis adequate and somehow
desirable until a certain point, when the missile should @imlecreasing the miss distance.
The maneuver can be also optimized with respect to the detentof the Fisher informa-
tion matrix. Numerical method26§], [49] were employed to design suboptimal maneuvers
with numerical techniques. Song and UB2] proposed to add in the APN expression a
term proportional to the range and to the heading, whichefotbe line of sight to rotate:
this term is dominant at the beginning of the engagementievithjjoes to zero at its end,
having terminal performance as the traditional APN. Hexaret Weiss 28] derived a feed-
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back guidance policy that initially describes tigethrough a probability density and then
updates it by a Kalman filter from the interceptor’s obseoret. In this case, the intercep-
tor does not maneuver to improve the observability.

In the following a new strategy for missile guidance with fegs-only measurements is
introduced, based on the evaluation of the Kalman filter (Kiffdr covariance matrix ei-
genvalues. They are, in fact, a measure of the level of theasd system’s observability
[25]. The information obtained from the eigenvalues will beleipd in the framework of
a pursuit-evasion game.

Considering a single lag in the guidance systems of bothilmesd target, the differential
equations that fully describe the engagement are

R=vrcogyr —A)—vmcosy —A) £ Vg
}\_stin(yr—)\)—vMsin(yM_)\) aVa
_U—w R R
ay = -
. a" (5.23)
W =—
W a
ar=—"
_ar!
-

whereR s the relative distance between missile and targjas the line of sight angley,
and yr are, respectively, missile and target flight path anglgsand vy their speedsu
andv the missile’s and the target's commanded acceleratiapsandar the actual ones.
The lags are represented by a first order transfer functidim tivhe constantsy, and 1T,
respectively. The geometry of the engagement is repredsénteg. 5.5.

In this particular study, an extended Kalman filter will be@oyed to reconstruct the
parameters that cannot be measured directly. The estiratteis defined as

A /
g=[R A j ar o | (5.24)

Missile related parameters (i.ey, v andyy) are not estimated since they are directly
measured om priori known. A shaping filter is used to detect target maneuverse Th
complete model for estimation is

([ R=vrcogyr — ) — Vo —A)
o vrsin(yr —A) —vumsin(ym —A)

A

. ar R

T (5.25)
VT
w
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Figura 5.5. Engagement geometry

5.6 Combined guidance-estimation problem

In a scenario with guidance systems lags and target margwydgdance laws likeéMEL
and differential-games-based guidance laws are neede&y.réquire an accurate estimate
of the engagementtg,. This is related to the knowledge of the relative distaRe@d of the
collision speed/c between the missile and the target. If a collision trianglenaintained,

tyo Can be estimated as
- R

If CC conditions hold, the range cannot be reconstructeah fbearings-only measuremen-
ts and therefore the guidance law cannot be properly impitede There is a conflict
between the optimal guidance strategy and range estimatienbetter the former is ap-
plied, the worst the latter results. A poor range estimatihresult in a poor engagement
performance.

In order to solve this issue, information from the outputtheffilter can be exploited. Ham
et al. 25 outlined a relationship between the eigenvalues of therfdétror covariance
matrix P, properly normalized, and the observability of the systdinis relationship will
be very important in the rest of this study, and it is theref@peated here for the reader’s
convenience.

Let X be the estimation error from a Kalman filter and define it as

% =R —x (5.27)
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whereX'is the estimated state amds the true state vector. Beinga“stochastic variable,
each linear combinatiow of its components through a basifias an associated variance
o2. This can be related to the error covariance maerof the filter in the following way

W=ViXy + ...+ Vpky = V' X

n on 5.28
o= 3 5 wipy = VTP (.29
i=1j=

By selecting the canonical basis
v={[1,0,...,0],[0,1,...,0],...,[0,...,0,1] }

one can obtain the covariances associated with the sirajkesst

A large value ofa implies a large error in the estimation, meaning that therfitannot
reconstruct the linear combination of states associatedaiothe single state in the case of
canonicalv. Unless the filter is not well-tuned, this is related to themsic unobservability

of the state. Thus, a largg’ can be regarded as a measure of bad observability.
Therefore, the largest eigenvalue Bfcorresponds to the variance of the state or to the
linear combination of the states that is poorly observable smallest eigenvalue, instead,
is associated to the most observable states. To look foratigedt value obiZ means to
maximize it subject to the constraint

viv=1

This problem can be solved with the Lagrangian multipliethod [15]. The condition to

find the maximum iss2 is
7]

a—v(av%,—)\(vTv—l)) =0 (5.29)
whereA is the Lagrangian multiplier. Using relatidn28and carrying out the differentia-
tion one has )

—(VTPv—=A(VIv—-1))=0
vV Pv=Aviv=1) (5.30)
= (P-Al)v=0
Multiplying both sides 06.30by V' yields
VI(P=Al)V=VTPv—VvAv=0
(5.31)

02 =M\

sincev' Pv= g2 andv'v = 1.
In order to compare eigenvalues in the same range, a noatiahofP is necessary. Being
n the dimension of the state vector, the normalization procedan be expressed as

POormPPOho

norm norm

n
trace(POnarmP POndrm) (5.32)

T 1 1 . 1
POnorm — d |a-g < |:\/P11(0> ) \/P22(0> 9 9 \/Pnn(o):| >

norm —




5.7 A new guidance strategy 63

As seen before in this chapter and in cha@ethe error covariance matrix of a Kalman
filter at thek!" iteration is calculated in two steps

Pok-1= PP 1 1P" + Qe1 (5.33)

Pk = (I =TkH)PFk-1 (5.34)

The prediction step in equatidh33is a projection of the old value d® along the direc-
tion of @, the state transition matrix. The correction phase in égndi.34 updates the
predicted covariance with the Kalman g&rand the measurements matkx For the set
of equations.25 ® can be calculated starting from the Jacobian magrix

0 Vy —vrsin(yr—A) O cogyr—A)

-V, —Vr vrcogyr—A) 0 sin(yr —A)
R2 R R 1 Fg
F=] o 0 0 = -Z (5.35)
VT VT
0 0 0 0 0
0 0 0 0 0
D=¢Ts (5.36)

Due to the nonlinearity of the system, the effect of a maneowehe eigenvalues can be
calculated starting from the Jacobian magig85and then applying equatidh33

A maneuver is originated by a variation @i which results in a variation of; andVg (see
equation5.23. Different maneuvers are characterized by different Becomatrices and
eventually by different eigenvalues Bf The smallest value among the range associated
eigenvalues of P corresponds to the maneuver, which mosgisoves range observability.
Given thatay,,, is missile’s maximum level of lateral acceleration, a firsiet of guidance
commands ranging betweenl and 1 can be considered. The one that returns the best
observability conditions can be identified evaluating tlyeevalues. Nevertheless, not all
the commands can be applicable, because some of them mighttide missiletoo far
from the nominal engagement trajectory. The pursuit evageime framework can help
decide when to prefer observability and when to go straightHe target.

5.7 A new guidance strategy

Recalling sectiont.7, the resulting game structure for the considered first adglaamics
model for the adversarie®47-4.50is known as DGL/1 and it is represented in FB6.
The Do region is the one comprised between the boundatieandZ*. Z} andZ* are



64 5. Estimation issues in guidance laws implementation

25001
2000
1500
1000

500

ZEM - [m]

-500
-1000
-1500
—-2000

_2500 1 1 1 1 1
0 0.5 1 15 2 2.5 3 35 4 4.5

tgo — [s]

Figura 5.6. DGL/1 game structure

calculated $6] as the solution of the differential equation, integratimackwards in time

from a certain initial condition

where
= By COS0 — )=t ) T (539
aTmax COi Vro - )\O)E (tgoTT) TT
with
=00 = (e +x-1) 539

The cosine terms have been introduced in order to take th@epamntribution of the ac-
celerations perpendicular to the line of sight. The perfmtar direction is calculated at
the beginning of the end-game engagement and the derivertste is considered for the
rest of the engagement. Integrating the differential @gndtom the conditiorZ’ = 0 one
obtains
t2
Z} = —8MpaCOS Yo — Ao) (—TMetgo/TM + 50— lgot TM) 1y
M
(5.40)
t2,
+aTax COS Yo — Ao) (—TTeIQO/TT + 50 —lgot TT> Tr
T

Thanks to the pursuit-evasion game formulation, two défferguidance strategies can
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now be defined. The first strategy will be referred talaserministi¢ while the second as
stochastic

The deterministic guidance is based on the optimal stradegy The commanded accele-
ration in this case is36]

a'COmrrbET - aMmax : Slgn{Z/E\I\/I} (541)

whereZEMis the estimate@ero Effort Miss Under imperfect observations this law is not
optimal anymore. Still, it is of common practice to use deifi@istic guidance laws in a
stochastic setting, relying on the certainty equivalenaecple [57].
For the considered problem tE&EM is expressed as

ZEM= —RAt2 +ar cos(yr — A)= (tgo/Tr) T2 5.42)

—ay oS — A)= (tgo/ Tw) 75 '

The stochastic strategy is a new approach to guidance. plitsrstwo cases, depending
on whether we are in thBg or in theD; region. As mentioned before, the value of the
game inDg does not depend on the applied strategy. This allows chgdbhim guidance
command that returns the best observability conditionsgmin Dg. Maneuvering away
from the collision triangle will increase treEM. This can be tolerated until it reaches the
value of the bound&*. From then on the guidance command shall letZ&M follow the
Z* bound, thus remaining with a finite guaranteed miss distance
When in theDg region, a finite set of acceleration command is considesatying from
— M, 10 +8M,..,- Then the normalized error covariance matrix is computedgatvith its
eigenvalues for each entry of the set of commands. Thisvegolhe computation of the
Jacobian matrix of the filter, which dependsanand, therefore, oay. The acceleration
command is the one that results with the smallest among theosgposed by the largest
eigenvalues oP,orm for each command. When in th#; region the applied command is
again the one expressed %4l The stochastic strategy is given in Tall€ Due to
computational constraints, the maneuver is determinedct 8me step over a unit time
step horizon. Due to noise, eventually tBEM trajectory will leave theDg region and
miss distance will occur. In order to delay this departurmash as possible, a conservative
approach has been chosen: Zridoounds have been reduced by an amduritthe punctual
value of equatiorb.4Q furthermore, wheriy, is smaller than a certaity,, the guidance
switches to the deterministic strategy. This way, at thearttie engagement, the missile
tries to reduce it EM and not to move away from the collision triangle.
A andtsy, values are specified in Tab#e3. They can be considered as the guidance tuning
parameters. Their significance can be understood in théedigtine division of the game
space between capture and avoidance zones. It is extrempbytant not to cross to the
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Tabella 5.2. Algorithm for stochastic strategy

Lif ZEM| < (1-4)- Z* & tgo > tgy then
calculate resultingi for each command from a finite sete [—awm,., Mzl
for each command, find Porm largest eigenvalue and store it in the Eet

commro = U'
: else

aCOI’angTo = aMmax ' Slgn{z E M}

1
2
3
4: choose the command associated with the smallest eigenvalue from the&set
5
6
7
8: endif

D, region, because there would be no finite guaranteed missnidsadistance is therefore
very sensitive to these two parameters.

5.8 Nonlinear stochastic simulations

Two nonlinear simulations were conducted to test the \gliofi the strategies, one without
target maneuvers and one with target maneuvers. Beingttee damore general case, the
former is nevertheless interesting because it is more difffoom the observability point
of view. The engagement performances of the two strategiebevcompared also to that
of PN. PN does not require the knowledgegafand it is seems interesting to test it against
two algorithms highly dependent dg. The estimator integrated in the PN simulation is
the one described in secti&n3

The two different scenarios are described in secid@l The performances of the two
strategies will be compared in terms of miss distance. Thepesison will be made on a
set of 200 Monte Carlo samples. Each sample differs from tiwere by the initial guesses
given to the estimator and by the initial valueygfandy,. The stopping criterion for the
simulation is wherR > 0.

5.8.1 Engagement scenarios

The scenarios of the engagement start with the missile anthtget on a collision trian-
gle. In the first scenario (Not Maneuvering Target - NMT) theget does not perform
any maneuvers, while in the latter (Maneuvering Target - MEjarts maneuvering at its
maximum capability at a uniformly distributed random tinBBoth missile and target have
constant speed.

Initial values and parameters of the simulation are resum@edble5.3. The values ofy,
for all the samples belong to a Gaussian distribution wittamef 50 and variance 10
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The initial values ofyyy belong to a Gaussian distribution with values correspandina
perfect collision triangle as mean and variante 1

5.8.2 Estimation

The only target measurement for the missile is the bearimgeakh; measurements are
updated everyls seconds. Measurements at the inskacén be obtained through equation

Z« = Hx+v (5.43)

whereH is the vector
H=[0 1 0 0 o] (5.44)

The bearing measurement is corrupted by a white Gaussiar wnaeiith varianceo, . The
process noise covariance matrix Q is defined as

.TS
Q= / ®(n)wo(n)Tdn (5.45)
0

whereW is a matrix whose only non-zero elementii¢4,4) = (. The filter is initialized
with the Py g matrix and with a vector of guessgg,”

Xojo ~ A (X0, \/Pojo)

5.46
Poo = diag| 500 (3)° (35)° (50> 10C | (549

The only tuning parameter of the estimatoristhat was chosen by numerical simulations.
Noise on the measurements was taken as an ifgytelements were chosen according to
the variances of the Monte Carlo samples.

Tabella 5.3. Simulation initial values and parameters

Parameter Value Parameter Value
Ro 10km Ao 100
Yo ~ A (500, 10°) Ts 0.02s
VM 3km/s vr 1km/s
aw, 0m/s ar, 0m/s
™ 0.1s T 0.2s
A 309 B 59
oy 0.001rad Oion, a%%fax m/s?
tew (NMT) 2s tow (MT) 2.5s

A (NMT) 0.3 A (MT) 0.35
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Figura 5.7. Missile and target trajectories - deterministc strategy - NMT

5.8.3 Results - No target maneuvers

The missile remains on the collision triangle in the casdefdeterministic strategy, while
in the other case it maneuvers away and breaks the collisiorse conditions. As it can
be seen from Figss.7 and5.8, in fact, in the latter the trajectory of the missile is sligh
curved, while in the former is straight as expected.

Figs.5.9and5.10show the estimatedEM, the actuaZEM, the commanded acceleration
and the actuated one for a sample run. The represéjtedcalculated after the end of the
simulation, by subtracting each time instant from the filrakt One should keep in mind
that the acceleration command (black line) is driven by stereatedZEM (red line). After
the estimateEM has reached the 0 level, the command exhibits the typicaj-bang
behavior, as the strategy tries to maintain the estimzZtedl around 0. In the stochastic
case the command is less chattering than in the former: shigtier from the actuators
point of view. Both the estimated and the tfZEM are increasing at the beginning, until
they reach near the threshold of thebound. Then, they start to chatter around the bound,
until tyo < tsw, When the strategy switches to the deterministic one anddghenand is no
longer based on the solution that mostly enhances obsétyabi
It is interesting to note that the commands bamg— bang This confirms that, in order
to enhance observability, the best option is to maneuvey dxean the collision triangle.

Fig. 5.11shows the results of range estimation, plotted agdjgstThe red line is the
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Figura 5.10. Sample accelerations and ZEM - Stochastic NMT

mean estimation error; the green line is the error from a gamm; the blue line is the
error standard deviation; the black lines are timelibunds calculated by a sample run of
the filter.

The results of range estimation in the deterministic caserghat the system is not obser-
vable: the bounds of the covariance matrix diverge ugdit> 0.5s. On the other hand,
they converge in the stochastic case, meaning that the mameg strategy affects the esti-
mation results. The jumps in the standard deviation at tideoéthe simulation mean that
there are some samples whose estimation is very bad. Thigris ernident with the deter-
ministic strategy.

Shaping filter effectiveness can be evaluated in Bifi4 The filter is able to detect target’s
maneuver as the mean error is around the zero level. The ¢ethpaunds from the filter
are consistent with the standard deviation of the error. &b the range estimation, the
jumps at the end of the engagement are due to bad estimatglesanThe jump in the
deterministic strategy case is greater than in the other. cas

Figs.5.12 5.13and5.15show the estimation results far, yy andvr. These results shows
a small improvement in the stochastic strategy, in term®o¥ergence of the expected fil-
ter boundaries and in terms of jumps in the standard dewiatithe end of the engagement.
Arguably, the improvement of range estimation has poséitects on the overall filter be-
havior. It shall be remembered, in fact, that Bi€F is a numerical tool and thus can suffer
from numerical conditioning when there is something wroltg@an be concluded that the
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new strategy is helpful to enhance the overall estimation.

Fig. 5.16shows the achieved miss distance by means of the cumulasiréodtion func-
tion. The axis of abscissae is the miss distance, while tti@ates indicate the percentage
of samples with a miss smaller than or equal to the value tepan thex axis. The two
strategies obtain almost the same results in 35% of the ,casthsa miss around 0.08.
From that until 97% of the cases, the stochastic strategwis precise, having an accuracy
smaller or equal to 0.321in 90% of the cases, while the deterministic strategy hasem-a
racy of 0.50min 90% of the cases. PN reaches the performance levels o&tkeninistic
strategy in 70% of the cases and of the stochastic strateZfy?anof the cases. In the rest of
the cases, its results are less precise. Clearly, despiiadependence frotg, advantage,
PN is not adequate to deal with a scenario with lags in theagaie system.

If the missile designer would like to achieve a 90% kill prblity then using the stochastic
strategy a warhead lethal radius of 0r82s needed while in the other case itis 56% larger.
A 90% kill probability with the PN requires a lethal radiuslob m.

5.8.4 Results - Target maneuvers

Missile and target trajectories from a sample run are showigs.5.17and5.18for both
the strategies. This time the trajectory of the target (ireg) lis curved and thus the missile
has already an insight on range estimation. Fi4.9and5.20show, respectively, the
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computedZ* bounds, the estimate<EM and the actual one, along with the acceleration
command and the actuated acceleration for the case of taayetuvers. These plots look
almost the same as in the case with no target maneuvers. ddiestic case has almost no
chattering in the first 3 seconds of engagement. The redulésge estimation are shown
in Fig. 5.21 With the deterministic strategy the range is again unoladée, as in the
NMT case. Only at the end of the engagement tbiebbunds converge, arguably because
the missile is missing the target and thus the line of sigtattes very fast. With the stocha-
stic strategy the estimation is more precise, meaning liegatange is more observable than
with the other strategy.

Fig. 5.24shows the results of target's acceleration estimationnAlsé NMT case, the sha-
ping filter is effective and target's maneuvers are wellneated. The jump in the standard
deviation at the end of the simulation is more noticeabldédeterministic case.

Figs. 5.22 5.23and5.25 show the estimation results far, yy andvy. As in theNMT
case, the results with the stochastic strategy are betiantith the deterministic strategy:
the expected bounds from the filter converge better and thpgun the standard deviation
at the end of the engagement are less evident. Even in treslvastochastic strategy has
resulted effective in improving the estimation performan€ the engagement with respect
to the deterministic strategy.

Fig. 5.26 shows the cumulative distribution function of the miss aliste over the 200
Monte Carlo runs. The two strategies give almost the sanferpgance until 0.03n (20%
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of the runs). From then on the stochastic strategy is moreiggréhan the deterministic.
In 90% of the cases the stochastic strategy reaches an egafr@.44m, while for the
deterministic the accuracy is 0.8@ These results are slightly worse than in the case with
no target maneuvers, presented in Fgll Target maneuvers facilitate range estimation,
but they also help the target to escape and thus increaseissedistance. This is even
more evident when it comes to PN results, that are hardly eoaftyte to the formers. This

is easily understandable because of the presence of taegetuvers, which have a large
impact on miss distance if not taken into accolG¥][

5.9 Summary

This chapter has dealt with the problem of estimating thétsées involved in a homing
loop. Estimation is based on a single bearing noisy measnenThe implementation of
PNwas demonstrated to be feasible with a 2-st&tesThe concept of shaping filters was
introduced to detect target maneuvers. The rest of the eheyais dedicated to the descrip-
tion of a new approach to missile guidance driven by beaforgg measurements.

A major problem with this kind of application is range unohsdility. The new approach
embeds the analysis of the error covariance matrix from tmiig loop integrated Kal-
man filter into a pursuit evasion differential game. The infation from the filter is used
to determine which missile maneuver improves range obbgityathe most.
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Within a pursuit-evasion game the state space is dividedptuce and avoidance zones. In
the capture zones maneuvering does not impact the missickstd the engagement, but
it does improve the observability of the range. A new guidastrategy that makes the
missile maneuver improve observability in the capture sdres been defined.

The new guidance strategy has been compared to the ondmgsgtdim the optimal solu-
tion of the deterministic pursuit-evasion differentialnga and to PN. Their effectiveness
has been compared on a set of Monte Carlo samples in a scevitlritarget maneuvers
and in a scenario with no target maneuvers. The results dietvttte new approach enhan-
ces engagement’s variables estimation in both scenariasgdrestimation is particularly
improved by the new strategy. The analyzed guidance lawepe¥®N, critically depend on
the estimation ofy,, and hence on the estimation of range. Therefore, the dVvenaling
performance, both in the absence and in the presence of mageuvers, is improved.

In conclusion, the use of the pursuit-evasion game framiewas allowed to reformulate
the initial problem: instead of looking for the optimizatiof the maneuver that enhances
observability, a suboptimal guidance strategy was fourat,defines a maximum allowable
distance from the collision triangle.

The results of the new guidance strategy will drive the neménts for the autopilot that
has to be designed in the next chapters. The autopilot steat the requirements of the
guidance system in terms of lateral maneuvering capalailityresponse fastness.



Capitolo 6

Design of the interceptor

This chapter is dedicated to the design specifications dhtkeceptor. The interceptor can
be a surface-to-air or an air-to-air missile. Once the l@yeshave burned out, the inter-
ceptor has reduced to the kill vehicle. The kill vehicle igigily given information on the
target by a radar or a infrared tracker or both. Once it hasredtin the terminal phase
of the engagement, on board sensors take control on thengteser that the kill vehicle
can operate autonomously. Kill vehicles task is to hit thhgega Target destruction can be
achieved through an explosive warhead or even thanks tongh&dt between the target and
the kill vehicle. In this case the latter is called a kinetit kehicle. Even deviating the
target from its nominal trajectory can be a goal for the kéhicle.

The design criteria of the interceptor and, more specificalf the kill vehicle are very
demanding with regards to maneuverability, response tontama, and stability. A first
distinction is between exo-atmospheric and endo-atmeogpbrgagements. Within atmo-
sphere, aerodynamic control can be used, while outsidetthesphere control is perfor-
med with thrusters.

The guidance laws expressed in chagtean be implemented either through a set of wings
or a single thruster. This was the case of the first midcouitge-kill vehicle, the Homing
Overlay ExperimentHlOE) in 1984 |8]. A cruciform configuration of thrusters, moun-
ted perpendicularly to the longitudinal axis of the missikeas employed in 1991 on the
Exoatmospheric Reentry Intercept SystdaRR(S) [4], [29]. This work will focus on aero-
dynamic controlled kill vehicles.

The choice of the configuration heavily impacts the dynahubaracteristics of the missile.
Autopilots, that will be introduced in chapt@r can improve missile response to guidance
commands, but a good preliminary design of the missile aiilitate the task of the con-
trol system designer.

The chapter is organized as follows. Firstly, an introduttio aerodynamically controlled

81
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missiles classification based on wing configuration and mzaafiguration will be given.
Equations of attitude motion will then be derived, with partar attention to aerodynamic
contributions. Linearization of the model will yield therfaame representative transfer
functions. This kind of representation of the airframe isfusbecause it gives some in-
sights on the dynamical properties of the missile. The patara which describe these
properties will be examined too in this chapter. Finallyptaerodynamic configurations
for the missile will be compared in terms of static and dyraprioperties. The best con-
figuration will be chosen with respect to the requirementhefguidance system and will
be used in chaptéf for the design of the autopilot.

6.1 Classification of missiles

Missiles use in defense system against ballistic threatteotplates a wide range of sce-
narios, as described in chapter Mission requirements vary with the particular engage-
ment scenario. A variety of missile configurations existmtaich the mission requiremen-
ts. The most important distinctions that will be discussedehregard the aerodynamic
configuration and the motor configuration.

6.1.1 Aerodynamic configuration

The missile is usually in a cruciform configuration of wingsdatail. This symmetrical
configuration allows lateral maneuvering in any directiagthaut first rolling, as airplanes
with fixed wings do 61]. As these missiles use direct side force to turn, they denesl

to as Skid-to-turn$TT) missiles. For these missiles, inertial coupling betwesh pitch,
and yaw is negligible. Bank-to-turBTT) missiles must roll to a banked position so that
their wings are in the direction of the maneuver and then malisback to resume straight
flight. Since the maneuver must have a very short time regp&7sI missiles shall have
high roll rates. However, this increase the aerodynamigloog and can raise attitude
control issues]1]. Hence,BTT missiles are more difficult to controB[. This addresses
the choice of this work towardsSiT' T missile.

Another important feature of the missile is the configuratid wings. As it is well known,
tail wings are needed for stabilit¢§]. Control surfaces are movable surfaces that allows
lateral maneuvers by changing the aerodynamic forces agdes acting on the missile.
There are three main configurations for control surfaces:

Wing control  Wing control configuration is represented in Figl, with theSea S parrow
missile. In this configuration, wings are placed slightlyward of the center of gravity.
Movable surfaces placed on them allow to perform maneuvered surfaces on the tail
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Figura 6.1. Wing control (e.g. RIM-7 Sea Sparrow )

vl
4

Figura 6.2. Canard (e.g. AIM-9 Sidewinder)

guarantees stability. A disadvantage with this configarais that downwash from the
control surfaces hits the tail and may cause undesiredhgaflioments at supersonic Mach
numbers 10], [61], [16].

Canard Canard configuration is shown in Fi§.2with the Sidewindemissile. The term
canard stands in French for duck and indicates wings plaaddifvard from the center of
gravity. Movable surfaces are on the canard wings, whildahés fixed and usually larger
than the canards for stability reasons. The same consmtesain induced rolling moments
from wing-control configuration generally hold for the cashaonfiguration. However, this
effect can be nullified with a properly designed (reduceiibstzan B0].

Tail control  Tail control configuration is represented in F&3with the Phoenixmissile.
Fixed and movable aerodynamic surfaces are located onithdlés configuration does
not suffer from the induced rolling moments issue as the &dacontrol surfaces configu-
rations. On the other hand, it suffers from the phenomenanwkraswrong— way effect:
the initial acceleration response of the missile is in thengrdirection with this configu-
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Figura 6.3. Tail control (e.g. AIM-54 Phoenix)

ration. When the movable surface is deflected, a lift forceuoe on the tail. This force
causes the instantaneous motion of the entire body in tleetitin of the lift. At the same
time, it generates also a torque around the center of grawitgh makes the missile rotate.
After the rotation, the missile is heading towards the diogcopposite to that where it was
initially pointing at. Thewrong— wayeffect is represented by a right-half plane zero in the
transfer function from the control to the lateral accelerat The behavior of a tail control-
led missile is that of a non-minimum phase system. The wreag-effect limits the speed
of response to a lateral acceleration command, even ifigothoments are minimize@1].

Among these three configurations, the one with canards s#emsost suitable for the
problem of intercepting a target. Its time response to aelacation command, indeed,
is faster than with the tail wing configuration. Furthermatteey do not suffer from the
wrong-way effect. The torque generated by a canard deffebés a sign opposite to that
generated with the tail, because of the difference of sigrthé arm of the torque. The
rotation is in the same direction as the movement generatéioketinitial lift.

Canard configurations are known for assuring agility and engerability. On the other
hand, the disadvantage of induced rolling moments expegtkiy forward-control sur-
faces configurations can be solved by designing a suffigiesmtiall tail-span. In conclu-
sion, the design of the interceptor in this study will focusabcanard configuration. The
Sidewindemissile will then be taken as a benchmark for the design oirtteeceptor.

6.1.2 Motor configuration

A major consideration in the design of a missile is the prsiounl system. A deep analysis
of propulsion aspects is out of the scope of this work. Hetg arbrief description of the
main missile motors categories will be given.
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All-boost  An all-boost motor is burning for a very short time periodagking a high

thrust peak . The missile is accelerated rapidly in the fesbads of flight. However, this
causes high drag, high aerodynamic heating and short tiffliglatf, for a given range. This
motor is suitable for a tail chase engageméd].[

All-sustain  An all-sustain motor has low thrust and long time of flightheTdrag expe-
rienced by the missile is lower than with an all-boost motdnis kind of motor can be used
in head-on engagements or in look-up engagements at higldek to overcome gravity.

Boost-sustain A boost-sustain motor is a compromise between the two pueviatego-
ries, having a thrust peak at the beginning (lower than witll&boost) and then maintai-
ning a low acceleration for a the rest of the flight time (lowean with an all-sustain).

Although quite general, this classification explains theeesial features of a propulsive
system for guidance aspects. Propulsion modelizatiornwtlbe pursued in this work. Ho-
wever, the best solution for the interceptor seems to havetarrof the boost-sustain type,
as it can cover a wider range of missions.

6.2 Dynamical model

In chapters4 and5, the physics inherent to the missile was represented asag ohethe
transmission of the guidance command. A first-order trarfsfection described the rela-
tionship between the commanded acceleration and the amteal This approximation is
commonly used in the design of guidance system. In this ehautd in the following it
shall be demonstrated that the missile response to comnesandseet the time constraints
previously considered. The design of the autopilot is gainbe based on the dynamical
model derived in the following for the missir frame

There are essentially three kind of forces acting on a naistfile gravity force, the thrust
and the aerodynamic. The model that is going to be hereafteriabed aims at represen-
ting missile motion generated by wings deflection. For te&son gravity and thrust effects
will be neglected in the analysis. The missile will be corsdl as it is floating at a certain
altitude, thanks to the lift that balances gravity. For ditat missile, furthermore, gravity
acts on a much larger time scale than that of autopilot respand its effects are balanced
at the level of the guidance system. Gravity moments aresntgl due to the short dimen-
sions of the missile

The longitudinal motion is considered balanced by the suthrofst and drag forces. For
an aerodynamically controlled missile, (i.e. with@\C) thrust is assumed to be perfectly
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aligned with the longitudinal axis of the missile. Mechatimoments due to thrust are
then neglected too.
The remaining forces and moments are only those generatttt ligteraction with the air.
The missile generates lift by moving its control surfacebijclv are placed on the forward
wings (canards) for the considered case. Canards are éeflalbout their hinge line by a
fin angled. The description of how aerodynamic forces are generatetvainged vehicle
is well described in several textbooKsl], [19], [46] and will be here briefly resumed.
Since there are no changes in the forward velocity and thevamiations occur in the angle
of attacka and pitch angled, the analysis will be limited to the so callstiort— period
mode[11]. The normal forcey acts through the center of pressure of the vehicle. It can
be expressed as

Fn = %pV%/lSefCN = (SefCn(a,Mach vy, h,9) (6.1)

wherep is the air densitySe+ the reference section of the missitgthe dynamic pressure
andCy the normal force coefficientSe+ is taken as the cross section area of the missile.
Cy depends on several aspects, such as the Mach number, tingedifithe angle of attack

a, the fin angled and so on.

The total momenM acting on the missile is due to the normal force multipliedtbyarm

and can be expressed in terms of the moment coeffi€igras

1 _
M = Epmsefdaw = 0SerdCy(a,Mach vy, h,d) (6.2)

whered is the missile diameter.
Dynamical equations can be derived from tfé Rewton’s law and the Euler’s law. Con-
sidering a body fixed reference system, the normal accelarstdefined as
Py 3SerCy(a,Machvy,h,d)

wheremis the mass of the missile. The angular acceleration is
. q° M h
ezq_M — qSedeM(av aChVM7 76) (64)

a lyy lyy
wherelyy is the missile moment of inertia. The last equations is eelaba, defined as

a=0—yu (6.5)
Remembering the expression from equadohbfor the flight path angle and differentiating,
one has
a—f-_y—p_M 6.6)
Vim

For small angles the lateral acceleratiyy can be approximated with the normal accelera-
tion ng:
a=06-—— (6.7)
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The short period equations for the airframe are resumedhfiere

W 0SeCn(a,Machwy,h, d)
. m
0=q
i— qSerdCu(a,Machwy,h,d) (6.8)
lyy
a—6-%8
Vm

6.3 Linearization

In order to develop a linear control system, a linearizatibequations.8is needed. As-
suming a flight at reference altitudg and reference velocityyo, equations.8 can be
considered linear except for tloeand d terms. Linearization can be performed assuming
that the two contributions frora and¢d are linear.

Thus the normal coefficient and the moment coefficient carebeitten

Cn (a> MaChVM s h> 5) R CN(G, Ma.Ch),VM(), h0> 5) ~ Cna O +CN55

6.9)
CM(a7 MaChVM ) h7 5) ~ CM (a7 MaCh)7VM07 h07 5) ~ CMC!a +C|V|55

Cnas Cns: Cuva, Cus are the derivatives of the normal coefficient and of the mdmen
coefficient with respect ta andd. The expression of the flight path angle can be written

YR L = CISefCN = ASef [Cna @ +Cnsd) = —Zoa — Z50 (6.10)
VM VM VM
where _
7 — qSefCNa
T T myy
2 OSeiCns (6.11)
5= —— o “NO
MMy
The same considerations hold for the angular acceleration
:M: QSedeM _ qsefd[CMaC!—{—CM55] _ Mg +M;sd (6.12)
ly lyy
where _
Ma _ _qSe:dCMa
My — 3SerdCys (6.13)
5= ———e M9
lyy

Z4, Zs, Mg, Mg are not constants, but vary with the relative angles. Theyeaaluated
at a trim angle. The missile is at trim when the moment actingtas zero Cy = 0).
Substituting in the differential equation farone gets

& =0+2Zqa+2Z50 (6.14)
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The linearized system can be written in the matrix forea Ax+ Bu, where the state vector
T
isdefinedas=| 6 q a vy ] and the only controli is the fin deflectiord

] 01 0 O ) 0

: 00 My O M

a1= @ N (6.15)
o 1 0 0 -1 a 0

v 00 -Zz O y ~Zs

The outputs of the system are the lateral acceleratipand the angular ratg For small
a the lateral acceleration can be considered equal to the doxbleratiomg. The output
matrices are
Cacc:[o 00 VM]
(6.16)
Cangrate: { 010 0}
The transfer functions from the angle deflection to the &t@cceleration and to the angular
rate can be derived through the well known expres$ior: C(sl — A)~1B. After some

algebra one obtains

Zs
~W[MaZs —ZgMs) |1 — ——2o——&
Waco = M — Caeelsl — A) 1B = Moo % 6][ MaZs ~ ZaMs }
acc 5 acC' Ma—i—ZaS—SZ
Ms
. —[MgZs —ZgMs] |1+ ————5
W, LS (sl-A)"'B= Moto % 6]{ +M“Z<5_Z“M5}
angrate — 5 = V“angrate = Ma—i-ZaS—Sz
(6.17)
By defining
Ko — —Vm[MaZs — ZogM]
1=
Mg
K _[Mazé_ZaMé] Ki
3 = = —
Ma VM
To = Ms
y=—20°
MaZs — ZaM 6.18
o MaZs — ZaMs (6.18)
Zs
War = v —Mg
z _ ZaWnF
Y
the two transfer functions can be simplified to
S
Ky <1__2>
_ W
acC —
2 &
1 Karg, S
WAF w, (619)
Ks(1+ TaS)
Wangrate: ZZ 32
l+is+—2
WAF  Whr
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war represents the natural frequency of the airfrafig; represents the damping of the
airframe; ;T represents the missile turning rate time constantiepresents the airframe
zero;Kj is called the acceleration aerodynamic g#igis called the body rate aerodynamic
gain. These and other parameters will be discussed in thesaetion.

6.4 Considerations on the parameters of the model

Before implementing the modél19in a suitable scenario, it is useful to analyze the para-
meters on which it is based.

Parameter$.18 summarize some of the most important dynamical charatitarief the
airframe. The airframe natural frequency it is very impottaecause it related to the na-
tural time constant of the airframe. The latter is, in fabe tnverse ofwae. A fast time
constant means that the autopilot does not have to speeé apfitame response. Airframe
time constant is a first requisite for the autopilot desigd idisomes from the engagement
simulations performed in chapt®rwhere the stochastic guidance strategy was defined and
implemented.war decreases with increasing altitude and decreasing speed.

The airframe damping gives information on the oscillatiohshe airframe response to an
acceleration command. A small value &= means that oscillations will be slightly dam-
ped. An oscillatory actuation of the acceleration commarnghirbe unsatisfactory. To
have a sufficiently damped acceleration response is anabeisite for the autopilot.

The missile turning rate time constant expresses the ddpatfithe missile to execute a
maneuver. Wings or canards help reducing this value, isargahe maneuverability of
the missile.T, increases also with altitude and speed. A sufficiently swalle forTy is
desirable to have an agile missile.

The airframe zero determines an important feature of theuthjcal response of the mis-
sile. As mentioned earlier, in a tail-controlled missilieysually assumes a positive value.
This implies a non-minimum phase behavior of the systemdheaés the missile transient
motion in the opposite direction with respect to the comneahdne. w, decreases with
increasing altitude and decreasing velocity. Smalleresltause monerong— way effect.
The acceleration gain returns the amplification of the stestate acceleration for a given
fin deflection.K; gets smaller if altitude increases or velocity decreasesalse the aero-
dynamic force is less effective. The body rate aerodynarain i the equivalent for the
angular rate. Alsd3 gets smaller with an increasing altitude or a decreasingdspe
Another important parameter of the model is the torque telign Once that the flight con-
ditions (e.g. missile speed, altitude, incidence, etcd #we missile structure parameters
(e.g. missile diameter, moment of inertia, etc.) are fixk, term is a function of the aero-
dynamic coefficienCy . For a flying vehicle, the longitudinal equilibrium conditi is to
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have a null pitching momem, at a fixed angle of attack. If a positive (nose-up) increase
in Cy causes an increase in the angle of attack from its equifibkialue, this would result

in instability. The generated lift force, indeed, woulddage pitch motion and this would
create a greater perturbationdn so that this chain reaction would continue. On the other
hand, if theCy vs a relation is inversely proportional (i.e. one increases tmeother
decreases), this would lead to stability, because thelealmibys be a pitching moment
that tends to restore the equilibrium. This property is kn@sstatic stabilityin pitch, or
positive pitch stiffnesglL9).

If Cmq is defined as the derivative 6f, with respect tax

_ 0Cy
Cumg = Fa (6.20)
then the positive pitch stiffness condition can be expidése
Cma <0 (6.21)

It must be noted that conditiof.21 is neither a necessary nor a sufficient condition for
stability, although it is a very useful and practical criber for the design of the missile.
Cma can be regarded as a relative measure of static stabilityeleet two aerodynamic
configurations.

Another consideration on stability involves the positidnttte center of gravity and the
center of pressure. If the former is ahead of the latter, tissila is said to be in a stable
configuration; if it is behind, the missile is said to be ub$ta If the two coincide, the
missile is said to be neutrally stable. The difference betwtie center of gravity and the
center of pressure of the missile is calldtic margin During the flight the static margin
decreases because, as the propellant burns, the centewvity gnoves forward. Thus, at
the end of the flight, the missile is more stable than at thénbatg.

The value ofCy 4 depends mainly on two aspects: the lifting surfaces cordigur and the
position of the center of gravity along the longitudinalsaaf the missile. In this study the
static margin will be assumed fixed at a design level, whilgilitbe investigated the best
wing configuration in order to guarantee flight stability andatisfactory time response to
command.

A statically unstable missile can be made stable throughutopdot, but at a higher cost in
terms of control system design effort and provided thatettieenough controllability. On
the other hand, a very statically stable missile will noegivsatisfactory response in terms
of fastness, because it would be hard to move it from the ibguin. A good solution to
be adopted by the control system designer is to start witlaldestonfiguration but with
enough room for the autopilot design.
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Tabella 6.1. Simulation scenarios

# a Mach Altitude | Mass lyy

a=02° | Mach=2.5| h=1000m | 86kg | 60.35kg- n?
a =12 | Mach=3.5| h=5000m | 50kg | 35.09kg- n?

6.5 Wing configurations

The preliminary step for autopilot design is the design efdkrodynamic configuration of
the missile. This activity will be carried out confrontinlget open loop responses of two
models with two different wing configurations.

The benchmark missile is @idewinder AIM-9, represented in Fig6.4 along with its
dimensions expressed@m The difference between the two configurations is the taihsp
b. In the first casdy, is 14.15cm, in the second is 17.40m The latter is represented in
Fig. 6.4.

The two scenarios where the model is tested are resumed|la@db They are repre-
sentative for two different phases of the engagement. Thedoenario is referred to the
midcourse phase. Here, the relative range between theépter and the target is large
and there is no need to perform large maneuvers in a short Times, the reference angle
of attack is considered small. The missile has not reackadaiximum speed and altitude.
The latter scenario is referred to the end-game. Here thaeiey of the engagement chan-
ges very frequently and large, sudden maneuvers can bestequé he reference angle of
attack is larger. The missile travels at its maximum speédsaa higher altitude than in the
former case. The aerodynamic coefficients are resumedIlm@abior both configurations
in the two scenarios. The configuration with the smallerdpén is, as expected, less sta-
ble than the other, because the tail acts against the magioergted by the canards. In the
second scenario, both configurations are more staticaljesthan in the first one. Even
though velocity is greater than in the first scenario, thedaramic action is less effective
because of the lower air density at an higher altitude.

Static stability does not give enough information to choibeebest aerodynamic configu-
ration; the dynamical characteristics of the airframe acganseful to decide. The para-
meters of the airframe transfer function are resumed iret@3for both configurations in
the two scenarios. Fig6.5 shows step responses for both tail configurations in the first
scenario. In order to compare the responses, they are ripeahdly the respective gaky
and byg. The same plots from the second scenario are shown ir6Fg.

All the responses exhibit an intolerable oscillation thas ko be damped during the design
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Figura 6.4. Sidewinder missile withb; = 17.40cm
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Tabella 6.2. Aerodynamic coefficients

Tail span configuration | Scenario| Cng | Cys Cma Cus
by = 14.15cm 1 40.17| 0.07 -9.62 2.23
by = 14.15cm 2 53.48| 9.70 | -70.62 | -4.90
by =17.40cm 1 44.16| 0.08 | -47.5667| 2.17
by =17.40cm 2 55.64| 10.23| -100.16 | -11.49

Tabella 6.3. Airframe parameters

Tail span Scenario WAF 4= Ta W, K1 Ks
by = 14.15cm 1 10.2907| 0.1431| 0.3367 | -12638| 572.08 | 0.6984

by = 14.15cm 2 50.2085| 0.0922| -0.0669| -1557.1| 1182.8 | 1.0379
by =17.40cm 1 22.8828| 0.0707| 0.2963 | -12888 | 128.1 | 0.1545
by =17.40cm 2 59.7950| 0.0805| -0.1721| -1345.4| 760.0243| 0.6669

of the autopilot. The largest damping comes with the smé#diéspan, which also presents
a smaller natural frequency. From the values in td&bit can be seen that the configu-
ration with the smaller tail span has also a larger accédgragain, which means that the
same acceleration can be produced with a smaller fin defledtowever, the response of
the configuration with the larger tail span is faster tharhim d¢ther case. The rising time
is smaller and oscillations are damped in a shorter time thighlarger tail, especially in
the first scenario. Step responses in the second scenarergrsimilar one to each other.
The main difference is in the frequency of oscillation: tlemfiguration with a larger tail
comes with a greater frequency. It is interesting to noté tloéh configurations in both
scenarios do not exhibit a zero in the right-half plane:rairfe zerosu, are all negative.
This means that the missile will not suffer from thveong— way effect, as it is expected
from a canard-controlled missile.

The requirement from the guidance system on the airfranfeonse is to be able to im-
plement the commanded acceleration in a time compatible thit constants expressed in
chapter5. Given that both tail configurations seems able to supplyréiggired level of
acceleration, the remaining principal aspect is the fastioé the response. It was shown
that the configuration with a tail spdip= 17.40cmis faster than the other. Thus, it will be
chosen for the final design of the missile.
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6.6 Summary

This chapter has described some aspects of the design oiténedptor. The classification
of missiles provided at the beginning clarified which kindimerceptor was chosen and
why it was selected. The canard configuration was choserubeda presents the best
maneuverability properties and does not suffer from induodling moments which might
cause aerodynamic couplings and instability issues. Silewindemissile was taken as
a benchmark for the design of the interceptor.

The dynamical model of the airframe was derived taking irtcoant only aerodynamic
effects. Gravity and thrust effects were assumed to begiblgifor the considered motion
of the missile. A linearization of the model has allowed tpresent the airframe with
two transfer functions, one between the fin deflection andatesal acceleration and one
between the fin deflection and the pitch rate of the missile.

An analysis of the aerodynamic configuration of the missiées \werformed at the end of
the chapter. Static and dynamic properties of two tail ceméijons were studied in order
to choose the best configuration. A tail span of 1ZAQpresented the fastest response to
a step command and hence was chosen for the design of théemissi






Capitolo 7

Autopilot

This chapter is dedicated to the design of the autopilotefriterceptor. An autopilot is the
flight control system of a missile. It has the task to stabilize missile, if needed, and to
implement the commands from the guidance system throughdtuators. The guidance
system forms an outer loop whose outputs are the inputs afhitiee loop, the autopilot.
The first autopilots were developed for aircraft flight cohsystems in order to maintain
the vehicles in a straight and level flightl]. Since the transient response of the aircraft
changes substantially with the flight conditions, the gaiithe autopilot were chosen as a
function of altitude, Mach and trim angles. Conventionaioailots can then be designed
as simple, low order, control systems. In order to matchil#iabriteria and robustness,
gain scheduling techniques are used to select proper gaitisef control loopsg3], [51].

A major hypothesis assumed in autopilot design is that thdagee loop and the autopilot
loop are spectrally separated. If this assumption holds il systems can be designed
independently. In the last instants of interception, haverapid changes in the geometry
usually occur and the spectral separation might not be .véifidhe last decades a lot of
effort was put into the study of integrated design soluti@, [54], [32], [63]. Unfortuna-
tely, the integrated design of guidance system and autdpilolves complications in the
project. Moreover, the parameters of the integrated sy&iese their physical meanings,
bringing extra difficulties in the design. In order to des@simple and practical autopilot,
able to implement the new guidance strategy described ipteh, the integrated design
will be avoided in this work.

This chapter is organized as follows. Firstly, the archite of the flight control sy-
stem will be described. Then the sensors and actuators efutiopilot will be presented.
Eventually, the control loops of the autopilot will be aredd and designed.

97
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7.1 Autopilot architecture

The autopilot of a statically stable missile such as the aseiibed in chapte® has the
task to improve the time response to an acceleration comnhiaiséction6.5, it was shown
that the airframe time response presents inadequateatierif, that must be damped by
the autopilot.

Interceptor missiles usually have three distinct autdgilone for controlling the roll mo-
tion, one for the pitch and one for the yaw. In missilry, thiedaare referred to dateral
autopilots. Strictly speaking, the roll autopilot is notedsdirectly in homing, but it is ra-
ther a prerequisite for the other two autopilots BAT missile shall have a high precision
control of roll motion in order to bank in the desired positicA STT missile requires roll
stabilization to directly implement pitch and yaw movement

Missile axial symmetry allows to consider the lateral ailaip as identical. Considering
a planar engagement as the one described in sesihl) guidance commands can be re-
garded as pitch acceleration commands. Hence, in this stolgythe design of the pitch
autopilot will be treated. Roll motion will be assumed to heady stabilized. This kind
of stabilization can be performed by means of a roll rate @easd a dedicated control
system 61] or by control surfaces calleallerons[11].

The classical autopilot architecture is based on threeadnbps [67], [61]. The two inner
loops are both closed on the measure from a rate gyro. Theniwseé has the main task to
damp the airframe response. Itis thus referred to asatieedamping loopThe intermedia-
te loop, sometimes nameagnthetic stability loopis used to increase the stability margins
of the airframe, moving its poles far from the origin of therquex plane. The outermost
control loop is fed back by an accelerometer, commonly pldoeward of the centre of
gravity. This loop has the task to conveniently shape theetldoop response, in order to
match the requisites from the guidance systems. It will fierred to as thaccelerometer
loop.

The autopilot architecture is represented in the blockrdiagof Fig. 7.1 The plant is for-
med by the airframe transfer functions of equatioh9 The only input to the plant is the
fin deflectiond. G4, Gy, Gz, andG, are four transfer functions representing the controllers.
These transfer functions will be investigated in secficd The reference input is the ac-

celeration commanedy, ... from the guidance system. The architecture of the autojsilot

completed by hardware components such as sensors andeastldte described autopilot
needs only an accelerometer and a rate-gyro. The actudbm $2rvo motor which moves

the control surface around the hinge line of the canardsK&pe6.4). All these devices
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Figura 7.1. Autopilot architecture
Tabella 7.1. Autopilot components
Device w(rad/s) | ¢ | Saturation (deg)
Accelerometer] 2m-50 0.8 -
Rate-gyro 2m-50 0.8 -
Servo-fin 2m-30 | 0.75 25
can be represented by second order transfer functions such a
2
w
(7.2)

W=——
W?+2{w+1

From the control system point of view, the effect of thesei@kyis to transmit the signal
with a certain time delay, as shown in Fig2 The fins have also a limit value of deflection,
namely at 25. This is represented by a saturation in the control loop.

7.2 Pitch autopilot design

The design of the pitch autopilot will be performed for eaet af flight conditions de-
scribed in sectior.5. The design starts by closing a first rate-gyro loop. Thergcasd
rate-gyro loop and an accelerometer loop are added.
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Figura 7.2. Second order system step response

7.2.1 Scenario 1l

To start the control analysis, the root locus of the first-gateo loop is shown in Fig7.3.
There are six complex conjugate poles. Those from the rate@an be recognized on the
left; those from the actuator are in the middle, closer todtigin; the poles close to the
imaginary axis are the typical poles of the short peribt],[[22]. The latter tend to migrate
towards the right half plane, causing instability.

One might think that choosing a sufficiently small gain wobéla good solution to close
this loop. Nevertheless, as stated earlier, the goal offitisiscontrol loop is to damp the
bare airframe oscillations. These oscillations depenchendamping of the short period
poles. The damping of these roots is very low (namely arouhddas it can be seen in Fig.
7.3). Furthermore, one can see that increasing the contradlier decrease the damping,
which is not desirable at this step. This can be also seemabgehe magnitude Bode
plot in Fig. 7.4. The resonance peak at the airframe natural frequency reuwstiped. A
positive gain would only shift the magnitude diagram up owvdo

Even though it will produce an unstable closed loop systemegative gain is going to
damp the oscillations of the airframe response. Fidh shows a detail of the root locus
with a negative gairK;: the roots still move towards the right half plane, but now th
damping increases with an increasing gain. In order to fatleeidamping of the airframe,
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Figura 7.3. Root locus rate-damping loop - Scenario 1

a value ofK; = -0.34 was chosen.

G =K, (7.2)

Now that the airframe oscillations have been sufficientimgead, the second rate-gyro con-
trol loop can be closed. This loop shall stabilize the systEig. 7.6 shows the root locus
after the first closure around the pitch rate. The short pguales have a high damping, as
expected. In order to grant stabilityPa controller can be used at this step. The controller
Gy is characterized by the transfer function

Gy = K% (7.3)
A suitable value for the gain in this case is found tokie= 3.7. The Bode plots of the
closed loop system are shown in Fifj7. The natural frequency of the airframe, around 20
rad/sis now satisfactorily damped.
The last closure left is around the acceleration. The rantddor the accelerometer loop is
shown in Fig.7.8. The short period poles are the dominant poles. Their dagripiaround
0.5 and they migrate to the right half plane for high gains.malf value of gain is then
sufficient for theGz controller.

Gs = K3 = 0.0185 (7.4)
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At this point the time response of the closed loop system eaevhluated. Fig7.9 shows
the response to a step acceleration command. It can be saetihéhresponse does not
reach the commanded level. Therefore, the command has talelwith a suitable gain.
The controllerG, is a static gain

Gy =Ky = 1.065 (7.5)

Having defined the transfer functions of the controllerggspnted in Fig.7.1, the time
response of the system can now be evaluated. Fit) shows the response of the system
(blue line) to an acceleration step command. The level ofmanded acceleration ig3
and it is represented by the black dashed line. The requirefram the guidance system
was to have an autopilot represented by a first order trafighetion with time constant

7 = 0.1s. This means that the output acceleration shall reach 63%eofammand in 0.1

s. Since the autopilot can be approximated to a third-ordstesy, the value for the time
constant has to be correcte&¥] by a term related to the damping and the natural frequency

Tappr = T+2§) (7.6)
Since the damping of the dominant poles (the short periodspas now around 0.5 (see
root locus in Fig.7.8) and the natural frequency of the airframe is around&fy's (see
Table6.3), the overall time constant is therefore around G144 can be seen that the output
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Figura 7.9. Step response accelerometer loop - Scenario 1

acceleration reaches the 63% of the commanded value (ydbshed line) around 1l
The requirement from the guidance system is then met.

Fig. 7.11shows the resulting fin deflection from the same simulatidiwan be seen that
the requested deflection is always less tha&fi.4Therefore, the actuator never saturates.

7.2.2 Scenario 2

The autopilot analysis is now repeated for the second sicenBne root locus of the rate-
damping system is shown in Fig.12 The roots on the left represent the rate gyro transfer
function; the roots in the middle represent the servo fin. ples close to the imaginary
axis are the short period poles. As before, they have a verydemping, resulting in a
oscillatory response. In Fig..13 the magnitude Bode plot of the open loop shows indeed
a resonance peak at the airframe natural frequency evearttiggn in the first scenario.

The short period poles tend to migrate towards the unstaiem. However, the damping
of the short period oscillations is increasing with a pesitjain. For the reasons explained
in section7.2.1, the controllelG; is then chosen as a sufficiently small gain.

Gy = Ky = 0.0609 (7.7)

The second closure around the rate-gyro has the goal to auigeestability of the system.
This task is achieved with BRI controller which feeds incremental pitch angle back to the
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fin servos. This move the autopilot closed-loop poles awasnfthe imaginary axis and
thereby increasing the stability of the closed loop syst€éhe G, controller is

1 1
Gp =Ko~ = —89.4- 7.8
2 =Ko < (7.8)

The Bode plots in Fig7.150f the closed loop system show that the initial peak resamanc
has been satisfactorily damped.

The third closure is designed starting from the analysishefroot locus of the open ac-
celerometer loop represented in Figl6 The short period roots have a damping around
0.5. A sufficiently small static gain for th@s controller can prevent the poles from going
crossing the imaginary axi€s is therefore defined as

Gs = K = —0.000237 (7.9)

Evaluating the step response of the accelerometer loopgin Fil7 one can see that it
does not reach the command level and that the response digreited. Therefore, the
controllerG,4 shall be a negative, adequate static g&pis chosen as

Gy = —2.69 (7.10)
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Figura 7.17. Step response accelerometer loop - Scenario 2

Now the response of the closed loop system to@a&&eleration command can be evalua-
ted. This is the level of acceleration used in the simulatioichapteb, which guaranteed
the success of the new guidance strategy against a manegtanget with a § maximum
acceleration capability. The response of the system to @igecBmmand (black line) is
shown in Fig. 7.18 (blue line). The response presents a small overshoot (dr6%w of
the final value) and then converges to the desired valuesdtraaches a level of 63% of
the command in 0.14. For the reasons explained Ti2.1this value is consistent with the
requirement from the guidance system.

The deflection requested to the fins is shown in Fid.9 It reaches a steady value around
22° and a maximum value around 23rherefore, the saturation level is never reached.

7.3 Guidance system integration

The analysis of the control system is concluded testing thepéot with the same com-
mands that resulted in the simulations of sectto® Looking at Figs. 5.9, 5.10 5.19
5.200ne can see that the commanded acceleration (black lind)asgbang signal with
variable frequency. The frequency depends on the valuelseoéstimated EM and on
the bounds computed from the differential game. The fastchimg is due to the high
sampling of measurements and to the consequent output &fahean filter. The highest
frequency command in the simulation was found to be arouddd)/s (17 Hz).
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Fig. 7.20shows the response of the system to @®ang-bang command with a 168d/s
frequency. The time duration of each command is around §).8%alue smaller than the
requirement on the response time. Indeed, the autopildtneiler have enough time to
reach any of the commanded levels of acceleration. The atinok of sectiorb.8resulted
in a varying frequency command, where certain commands Velenger durations than
0.05s. Therefore, this is the worst case against which testin@thepilot. Knowing that
the actual acceleration will not reach the command levés, iinportant to verify that the
autopilot does not act like a low pass filter with respect ®mdbmmands.

As it can be seen in Fig7.20 each time a new command is triggered, the autopilot is
able to detect the new input and to consequentially chargedtput. This test has been
performed only with the autopilot of the second scenariogesithis is the only phase of
flight where abrupt changes in guidance commands occur. Tdeonrse phase, to whom
the first scenario is referred to, is characterized by snevaibceleration profiles.

7.4 Summary

This chapter has described the design of the pitch autaogfiltite missile. The pitch auto-
pilot is responsible for implementing the lateral acceleracommands from the guidance
laws described in chaptedsand5. The autopilot is based on the linearized model derived
in section6.3 and it is tailored to the airframe characteristics and flighnditions. The-
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refore, a different autopilot is designed for each of the seenarios described in section
6.5. The two scenarios are meant to represent the two most iermgaguided phases of
flight: the midcourse, where the missile maneuver to redoeeange to the target, and the
end-game, where the guidance law shall drive the missilé thdtarget.

The architecture of the control system is the same for botbpélots, composed of three
control loops. The two innermost loops are closed on a rate-gheasurement. The first
loop is meant to damp the oscillations of the bare airfranspanse; the second loop has
the task to improve the stability of the missile. The outestnmontrol loop is closed on
an accelerometer measurement. This loop has the task te #tepverall response of the
system, so that it meets the requirement from the guidanstersy Control system gains
are scheduled to take into account the differences in thestgparios.

The evaluation of the time responses in the two scenariosliém®nstrated that it is pos-
sible to implement the guidance strategies described ipteh&, in particular the new
strategy based on the evaluation of the observability ok{fstem. The time response of
the system can be compared to that of a first order transfetifumwith time constant of
0.1s. The autopilot also proved to be effective in implementiagdp-bang commands with
switching at 100-ad/s, as those that resulted from the simulations of sedi@n






Capitolo 8

Conclusions

In this dissertation several solutions applicable to defesystems against ballistic missiles
have been presented. The wide range of aspects involvedlinsystems leaves room for
solutions of different nature, from the employed matheoahtalgorithms to the adopted
design configurations. As a matter of fact, each phase of iksion presents different
requirements to be fulfilled.

The task of the defense system is to null the threat of an inmpmissile, by destroying it
or deviating it from its course. The premise to achieve &k is to have a good knowled-
ge of the trajectory of the missile. It is well known that atable network of sensors can
give the necessary information. Nevertheless, these mezasats must be processed with
a filtering algorithm to reconstruct the trajectory. It waswn that, during the acquisition
phase, the estimation error can be reduced tom%h the position and to few/s on the
velocity. Using finer sensors for tracking yields betteuftss 10m error on the position
and 1m/son the velocity.

Defense with interceptor missiles has been studied as thtéasofor destroying the inco-
ming threat. A major theme in tactical missile design consguidance during the terminal
phase of the engagement. The so called end-game is a veacalopihase, because small
errors can result in large miss distance and in the failurth@fengagement. State of the
art guidance laws have been examined with the support of ncahgimulations. Optimal
Guidance Laws@GL) have the common feature of steering the interceptor ondhision
triangle. This is a particular trajectory where it sees tgdt under a constant line of
sight.

Particular attention has been paid to issues resulting frmmestimation of engagement
related variables. Most missiles make use of a single bgani@asurement to track their
targets in the end game. The simple and pracBdafuidance law can be easily implemen-
ted from this single measurement. On the other hand, mor@learfaws such a#\PN or
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OGL are based on a larger number of variables. Some of them atededith the know-
ledge of thety, to the interception and, therefore, of the relative rangeensf guidance
optimality holds only under the unrealistic assumption effect information OGL driven
missiles tend to stay on the collision triangle with almaststantLOS angle. It is well
known in literature that such a trajectory makes range @sitim impossible with the only
bearing measurement. Range estimation becomes possibli the missile moves away
from the collision triangle.

A difficult problem to be solved is how to optimize the maneauiveterms of observability
and engagement performance, i.e. of miss distance. A geédswiution that avoids nume-
rical optimization techniques has been proposed, baseldeocanalysis of the eigenvalues
of the error covariance matrix from the filter and on the pitvsuasion differential game
framework. The eigenvalues of the error covariance maimifact, can be interpreted as
a measure of the level of observability of the estimatedatdeis. The proposed guidance
strategy was indicated atochastic strategyRather than optimizing the maneuver, #te-
chastic strategydefines a maximum allowable distance from the collisiomgla. In the
numerical tests carried on, it showed to give better reffuttempared to classical formula-
tion of the pursuit-evasion games.

To implement the stochastic strategy on a real missile, @del autopilot had to be
designed. The task of the autopilot is to implement guidaaremands (i.e. lateral accele-
ration commands) from the guidance system. Therefore gtipginements for the autopilot
come from the simulated guidance. Requirements were cenesicon the level of lateral
acceleration, on the maximum delay of command implemeanmtaind on the bandwidth
of the autopilot. The selection of a suitable missile wasdoited privileging the maneu-
vering capability, in terms of lateral acceleration andiggiThe final choice was to refer
to a missile with canard wings. Based on the acceleratigorese, an appropriate wing
configuration was chosen. The design of the autopilot wagedaon with linear control
techniques, based on a linear model of the missile. Thetseshibwed that the autopilot
was able to actuate the acceleration commands within th&demed requirements.
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