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Abstract

We introduce the notion of a reset left regular decomposition of an ideal regular language,
and we prove that the category formed by these decompositions with the adequate set of
morphisms is equivalent to the category of strongly connected synchronizing automata.
We show that every ideal regular language has at least one reset left regular decompo-
sition. As a consequence, every ideal regular language is the set of synchronizing words
of some strongly connected synchronizing automaton. Furthermore, this one-to-one cor-
respondence allows us to introduce the notion of reset decomposition complexity of an
ideal from which follows a reformulation of Cerny’s conjecture in purely language theo-
retic terms. Finally, we present and characterize a subclass of ideal regular languages for
which a better upper bound for the reset decomposition complexity holds with respect
to the general case.

Keywords: Strongly connected synchronizing automaton; Cerny’s conjecture; Reset
word; Ideal regular language.

1. Introduction

Since, in the context of this paper, we do not study automata as language recognizers,
instead we are just interested on the action of its transition function § on the set of states
Q, we take, as a deterministic finite automaton (DFA), a tuple & = (@, X, 8), deliberately
omitting the initial and final states from the definition. These automata are also referred
in literature as semiautomata [3]. But, because, in some point, we also refer to an
automaton as a language recognizer, we still call a DFA a tuple & = (Q',¥,§, qo, F),
and the language recognized by 2 is given by the set L[%] = {u € ¥* : §'(qp,u) € F}. A
DFA & = (Q, %, ) is called synchronizing if there exists a word w € ¥* “sending” all the
states into a single state, i.e. d(q,w) = §(¢’,w) for all ¢,¢’ € Q. Any such word is said
to be synchronizing (or reset) for the DFA 7. This notion has been widely studied since
the work of Cerny in 1964 [12] and his well known conjecture regarding an upper bound
for the length of the shortest reset word. This conjecture states that any synchronizing
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automata ./ with n states admits at least a reset word w with |w| < (n — 1)2. For more
information on synchronizing automata we refer the reader to Volkov’s survey [13]. In
what follows, when there is no risk of ambiguity on the choice of the action § of the
automaton, we use the notation ¢-u instead of 0(q,u). We extend this action to a subset
H C Q in the obvious way H -u = {q-u : ¢ € H} with the convention (} - u = ), and
for a language L C ¥*, we use the notation H - L = {q-u: ¢ € H,u € L}. We say that
o is strongly connected whenever for any q,q' € @Q there is a word u € ¥* such that
g -u = ¢'. In the realm of synchronizing automata this notion is crucial since it is well
known that Cerny’s conjecture is true if and only if it is true for the class of strongly
connected synchronizing automata (see for instance [14]).

In this paper we study the relationship between ideal regular languages and synchro-
nizing automata. A language I C ¥* is called a two-sided ideal if X>*I>* C I. Henceforth,
we will only consider regular languages that are two-sided ideals, and for this reason we
will simply refer to them as ideals. Denote by Iy the class of ideals on an alphabet X.
For a given synchronizing automaton &7, let Syn(«) be the language of all the words
synchronizing 7. It is easy to check that Syn(«/) = ¥* Syn(&/)X* is a regular language
that is also a two-sided ideal. This ideal is generated by the set of minimal synchronizing
words G = Syn(«) \ (X7 Syn(«/) U Syn(«/)XT), i.e. Syn(«/) = L*GX*. The set of
generators G can be also obtained by applying to Syn(«”) the bifix or infix operators
defined by Pribavkina et al. [7, 9]. If G is finite, Syn(«7) is called a finitely generated
ideal and the corresponding automaton <7 is named finitely generated synchronizing au-
tomaton [6, 8, 10]. Maslennikova [4] observed that the minimal deterministic automaton
g ={(Q', 3,0, qo, {s}) recognizing an ideal I is synchronizing with a unique final state
s, that is fixed by all the elements of ¥. We will refer to such state as the sink state
for of;. Furthermore, Syn(«/) = I. Thus, each ideal has at least a synchronizing au-
tomaton for which I serves as the set of reset words. Therefore, for each ideal I, the
set SA(I) of all the synchronizing automata % with Syn(#) = I, is non-empty. This
simple observation led Maslennikova to introduce the notion of reset complexity of an
ideal I as the number of states of the smallest automata in SA(I), and to show that the
reset complexity can be exponentially smaller than the state complexity of the language.
Gusev et al. [1] considered the special case of finitely generated synchronizing automata
with the set of the reset words that is a principal ideal P = ¥>*w>* generated by a word
w € ¥*. Moreover, the authors presented an algorithm to generate a strongly connected
synchronizing automaton %, with Syn(%4,,) = P with the same number of states of /p,
and addressed the question whether, for any ideal I, there is always a strongly connected
synchronizing automaton in SA(I). In Section 3 we answer affirmatively to this question
by proving that any ideal I on a non-unary alphabet can serve as a set of the reset words
for some strongly connected synchronizing automaton. However, to study and charac-
terize the languages of the reset words of strongly connected synchronizing automata we
need to introduce the following provisional class of strongly connected ideals:

Definition 1.1. An ideal I is called strongly connected whenever I = Syn(<f) for some
strongly connected synchronizing automaton <7 .

The paper is organized as follows. In Section 2 we introduce the notion of a (reset)
left regular decomposition of an ideal, and we prove that the strongly connected ideals
are exactly the ideals admitting a reset left regular decomposition. We also present an
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equivalence between the category of reset left regular decompositions and the category
of the strongly connected synchronizing automata on the same alphabet. Using this
equivalence, we prove, in Section 3, that each ideal is a strongly connected ideal. Thus,
we can introduce the notion of reset regular decomposition complexity of an ideal, and
give an equivalent formulation of Cerny’s conjecture via this notion. We present a general
upper bound to this parameter, and show a better bound for the subclass of the ideals
that are free from funnels. Finally, we state some open problems and some directions of
further investigation.

2. Strongly connected ideals

In this section we explore a connection between strongly connected synchronizing
automata and strongly connected ideals. We start by giving some definitions. An ho-
momorphism ¢ : & — P between two DFAs, o7 = (Q,%,d) and B = (T, 3,£), is a map
¢ : Q@ =T preserving the actions of the two automata, i.e. ¢©(d(q,a)) = £(v(q),a) for
all a € 3, ¢ € Q. We temporarily denote the class of strongly connected ideals on some
finite alphabet 3 by SCIs. We denote by SCSAgy the category of strongly connected
synchronizing automata where arrows are homomorphisms. Note that any homomor-
phism between strongly connected automata is necessarily surjective. For L C ¥* and
u € X* we write Lu = {zu: 2 € L}, uL = {ux : x € L}. We recall that the reverse op-
erator of is the bijective map on £* such that u® = uy, ... usuy, for any v = uius . . . up.
This operator extends naturally to languages. To characterize the class SCIy we use the
following crucial notion of reset left reqular decomposition.

Definition 2.1. A left reqular decomposition is a finite collection D = {I,...I,} of
disjoint non-empty left ideals I; of X* such that:

i) For any a € ¥ and I; € D, there is a I; € D such that I;a C I;.

The decomposition {I1, ... Iy} is called a reset left regular decomposition if it also satisfies
the following closure condition:

it) Let I = IU...UL,, if for any uw € ¥* there is ani € {1,...,m} such that Iu C I;,
then u € 1.

Substituting left ideals by right ideals and I;a, Iu by al;,ul, respectively, we get the
dual notion of (reset) right reqular decomposition. Note that if {I1,... I} is a reset left
(right) regular decomposition, then the condition Tu C I; (vl C I;) implies u € I;. For if
u € I; for some j € {1,...,m} with i # j, then we have both Iu C I; and Iu C I; that
implies I; NI; # 0, a contradiction. We say that an ideal I has a reset left (right) regular
decomposition if there is a reset left (right) regular decomposition {1, ... I} such that
I=1LU...Ul,. The order of {I1,...I,} is the cardinality m of the family. Denote by
RLDsy, (RRDy) the category of the reset left regular decompositions, where an arrow
f:A{L,...In} = {J1,... J¢} is a function among these two sets with the property that
for any left ideal I of {I1,...I,} we have I C f(I). Note that, given a reset left regular
decomposition {11, ... I}, then {If, ... I2} is a reset right regular decomposition. Thus,
the reverse map o is a bijection between the objects of RLDy, — RRDsy;. We have the
following characterization.



Theorem 2.2. An ideal I is strongly connected if and only if it has a reset left requ-
lar decomposition. Moreover RLDy, and SCSAsx, are equivalent categories via the two
functors A and T defined by:

A:RLDss. — SCSAs
D={lL,...In} — A(D)=(D,%,1),

with n(1;,a) = I; for a € ¥ if and only if Lja C I;, and if f : {I1,... I} — {J1,... o}
then A(f) is the homomorphism ¢ : A({I1,...In}) = A{J1,... Je}) defined by o(I;) =
fL);
Z:SCSAy, — RLDy
o — () ={L(H),:q € Q},

where o7 = (Q,%,0), (o )g = {u € * : 6(Q,u) = ¢}, and if ¢ : o - B is an arrow
between o7 = (Q,%,6) and B = (T,%,§), then L(yp) is the arrow sending each I(<f),
nto I(%)SD(Q)

PROOF. Let us prove the first claim of the theorem. Let & = (Q,%,d) be a strongly
connected synchronizing automata with Syn(«/) = I. For each ¢q € Q, let:

I,=TZ(H)g={uecl:Q u=q}

We claim that {I, : ¢ € Q} is a reset left regular decomposition for I. It is obvious that
I, are left ideals since for any u € I, and v € ¥*, we get @ -vu C Q - u = {¢}, i.e.
Q-vu = {q}. Let q,¢' € Q with ¢ # ¢’. Assume I,N 1y # (), and so consider u € I, N1y .
By definition, we have ¢ = Qu = ¢’, which is a contradiction. Hence, I,NI, = 0. Clearly
Weeqly C I. Conversely if u € I, since it is a reset word, then Qu = ¢’ for some ¢’ € @,
i.e. u € Iy and so we have the decomposition Wyegl, = I. Moreover, for any a € ¥, if
u € I, then Q - ua = q - a, thus Ia C I ., and so condition i) of the Definition 2.1 is
fulfilled. Thus, it remains to prove that condition ii) is also satisfied. Let us assume that
Iw C I7 for some g € Q. We claim that ¢-w = g for any ¢ € (), whence w € Syn(&/) = I.
Take any v’ € I, thus Q - v’ = ¢’ for some ¢’ € Q. Since .7 is strongly connected, there
is u” € ¥* such that ¢’ - v = ¢. Thus, v = v'u” € I satisfies Q) - u = ¢. Since Jw C Iz
we get 7= Q - (vw) =q-w, le. ¢g-w=7q.

Conversely, suppose that I has a reset left regular decomposition D = {Iy,..., I, }.
We associate a DFA A(D) = (D, X, n) in the following way. By condition i) of Definition
2.1, for any I; € D and a € X there is a I; € D with I; -a C I;. Thus, we put
n(1;,a) = I;. This function is well defined. Indeed, let j,k be two indices with j # i,
such that I; -a C I;,I. Then I; -a C I; N I, from which we get I; N I}, # (), which is
a contradiction. Hence, A(D) is a well defined DFA. It is straightforward to check that
n(L;,u) = Iy for u € ¥* if and only if I;u C I;. Now, let us prove that A(D) is strongly
connected. Take I;,I; € D and let w € I;. Since I; is a left ideal, then J;w C I;. Hence
Iw C I implies n(I;,w) = I; and so A(D) is strongly connected. We need to prove that
I C Syn(A(D)). Let uw € I. Since D is a decomposition, u € I; for some I; € D. Since
I; is a left ideal, we get Iju C I; for any I; € D. Hence n(I;,u) = I; for all I; € D,
ie. u € Syn(A(D)). Conversely, let u € u € Syn(A(D)). By definition, n(I;,u) = I; for
some I; € D and for all I; € D. Therefore, I;u C I; that implies Ju C I; and so by ii) of
Definition 2.1 we get u € I.
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Let us now prove the equivalence of the two categories. Let D = {I1,...,I}, C =
{J1,...,J¢} be two objects of RLDy, and let us prove first that if we have the arrow
f : D—C, then A(f) = ¢ is a homomorphism between A(D) = (Q,X,d) and A(C) =
(I,%,n). Let I, a € ¥ and §(I;,a) = I;, and put Jy = f(I;), Jp = f(I;). By definition
we have Ia C I;. Since o(I;) = Jn, ©(I;) = Ji, I; C Jp and I; C J, then Lia C Jya
and I;a C I; C Jg that yields Jya C J;. Hence

(6(I;,a)) = o(I;) = Jr. = n(Jn,a) = n(p(L;),a),

that shows that A(f) = ¢ is a homomorphism. Let g : {Ji,... i} ={S1,...,S:} be
another arrow, then it is easy to check that A(g o f) = A(g) o A(f). Therefore A :
RLDy — SCSAy is a functor. Let us prove that Z : SCSAys, — RLDy is also a functor.
If ¢ : & — % is a homomorphism of the DFAs &/ = (Q,%,6) and & = (T,%,n),
then, for any ¢ € @ and u € X* such that §(Q,u) = {¢}, since ¢ is surjective, we get
{2(a)} = @(8(@, u) = n(T,u). Thus, T(/), C T(B) p(q), whence I() : (/) — ()
is the corresponding arrow in RLDy. Furthermore, if ¢ :  — % is another arrow, using
the previous fact it is easy to check that Z(1) o ¢) = Z(¢)) o Z(¢p), which completes the
proof that 7 is a functor. With the previous construction, it is straightforward to check
that A(Z(&)) ~ & and Z(A(D)) ~ D, and it is also straightforward to verify that
TA = idrLp,, while the function which associates to each object o/ the arrow given by
the isomorphism A(Z(47)) ~ &, is a natural isomorphism between the functors idscsa
and AZ, whence RLDy,SCSAgy are equivalent categories. O

Henceforth, we will denote by {I;};cr a collection of left (or right) ideals indexed by
a minimal set F'. The following corollary characterizes the case of strongly connected
ideals on a unary alphabet.

Corollary 2.3. Let I be an ideal over a unary alphabet {a}. Then I is strongly connected
if and only if I = {a}*.

PROOF. Since the alphabet is unary we have I = a*a™a* for some m > 0. Suppose that
I is strongly connected, then by Theorem 2.2 there is a reset left regular decomposition
{L}icr of I. Assume o™ € I; for some j € F. We claim |F| = 1. Indeed, since I; is a
left ideal we have a*a™ C I;, hence I = a*a™a* = a*a™ C I;, i.e. I = I;. Therefore, by
Theorem 2.2 the only strongly connected synchronizing automaton having I as the set of
reset words is the automaton with one state and a loop labelled by a. Hence I = a*. On
the other hand, if I = a™ then [ is the set of reset words of the synchronizing automaton
with one state and a loop labelled by a, which is strongly connected, i.e. I is strongly
connected. O

From this corollary we may assume, henceforth, that the ideals considered are taken
over an alphabet ¥ with |3| > 1.

Given a strongly connected ideal I with Syn(#) = I, for some strongly connected
synchronizing automaton & = (Q, 3, ), there is an obvious way to calculate the associ-
ated reset left regular decomposition Z(#) using Theorem 2.2. It is well known that I
is recognized by the power automaton of % defined by

P(B) = (29,%,6,Q,{{a} : ¢ € Q}),
5



where 29 denotes the set of subsets of @, the initial state is the set @ and the final
set of states is formed by all the singletons {{¢q} : ¢ € Q}. Thus, for each ¢ € Q we
may consider the DFA P(%), = (29,%,6,Q, {q}), where the associated reset left regular
decomposition is given by Z(#) = {L[P(%),]}qeq- A first and quite natural issue is to
calculate the reset left regular decompositions of the reset words of the well known Cerny
series 6, = ({1,...,n},{a,b},d,), where a acts like a cyclic permutation d,(¢,a) = i+1,
fori =1,...,n — 1 and d,(n,a) = 1, while b fixes all the states except the last one:
On(i,b) =ifori=1,...,n—1and J,(n,b) =1 (see Fig. 1).

8
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Figure 1: Cerny’s series €y

For example, in the case of €, the associated reset left regular decomposition is:

LIP(%)1] = (((a*b)(b+ ab+ a*)*(a®b+ (a®b(b+ a?)*ab)))((b+ ab*a®) +
+((ab*ab) (b + a*)*)ab))*(ab*a?b) (b + ((ab*ab*)(a(a + b))))*

L[P(64)2] = L[P(€))1]ab*

L[P(€4)s] = L[P(€y)1]ab*ab*

L[’P(CK4)4] = L[’P(Cﬁ)l]ab*ab*a.

In general, for %, it is straightforward to see that
[0,({1,...,n},ux)| = 1 with [6,({1,...,n},u)| > 1, for some u € {a,b}",x € {a, b}

holds if and only if 6,({1,...,n},u) = {n,1} and = = b. Thus, for any word w such that
|0,(Q,w)| = 1, there is a prefix w'd of w with 6,(Q,w’) = {n,1}. Hence, in the general



case the decompositions are given by:
LP(©)] = {weX : 0,({1,...,n},w)={1}}
L[P(6)] LIP(€)1](ab*)*™ fort=2,....n—1
L[P(%)x] L[P(€)](ab")"2a.

By Theorem 2.2 if the ideal I is strongly connected, then the set R(I) of all the reset left
regular decompositions of I is non-empty. The following lemma shows a closure property
of reset left (right) regular decompositions.

Lemma 2.4. Let {I;};cr be a reset left (right) regular decomposition of I and let {Jy }ren
be a left (right) reqular decomposition of an ideal J. If I C J, then the non-empty ele-
ments of {I; N Jiierken form a reset left (right) regular decomposition of I.

PROOF. Let us consider just the left case. Let T C F x H be the set of all pairs of
indices (i, j) for which I; N J; # 0 and rename the set {I; N Ji} kyer by {S;}jer. It
is clear that each S; is a left ideal, that S; NS, = 0 for j # ¢, and that W;cpS; = I.
Condition i) is also verified. Take any S; and suppose that S; = I; N Jj for some
(i,k) € T, and let a € . Then I,a C I, Jya C J; for some s € F,t € H. Hence
(IinJg)a =LanJga CI;NJ, =S, for some h € T, i.e. Sja € S. To prove that
reset condition ii) is also fulfilled, assume Iu C S; for some ¢t € T and v € ¥*. Thus,
Sy = I; N J, for some i € F,k € H, hence S; C I; which implies Tu C I;. Hence, u € I
since {I;};cr is a reset left regular decompositions of I. O

Given Z,J € R(I) with T = {L;};er and J = {Ji}ren, by Lemma 2.4, the family
INT =A{L;N Ji}ierken is still a reset left regular decomposition. Thus we have the
following immediate result.

Corollary 2.5. The family of the reset left reqular decompositions of a strongly con-
nected ideal I is a N-semilattice.

Put ||7|| = min{|u| : uw € I}. Since Cerny’s conjecture holds if and only if it holds
for strongly connected synchronizing automata, we can reformulate it in pure language
theoretic terms.

Proposition 2.6. Cerng’s conjecture is true for strongly connected synchronizing au-
tomata if and only if, for any strongly connected ideal I and any reset left reqular decom-

position {I; }ier of I, we have:
[F| = VI +1.

PROOF. Suppose that Cerny’s conjecture is true for strongly connected synchronizing
automata. Let I be a strongly connected ideal and let {I;};cr be a reset left regular
decomposition of I. Let A({I;}icr) be the synchronizing automata associated to this
decomposition, as in Theorem 2.2. This automaton has |F| states, hence there is a
synchronizing word u € Syn(A({f; }icr)) = I with |u| < (|F|-1)2. Thus |F| > /Ju[+1 >
VI + 1.

Conversely, take any strongly connected synchronizing automata & with n states,
and let Z(<7) be the associated reset left regular decomposition of I = Syn(</) as in
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Theorem 2.2. Since the order of this decomposition is n, then n > /||I]| + 1. Thus we
have that there is a u € Syn(«/) with |u| < (n —1)? and Cerny’s conjecture holds for .
O

3. All ideals are strongly connected

The notion of strongly connected ideals (SCIyx) has been temporarily introduced in
Section 2 to study the relationship between strongly connected synchronizing automata
and ideals. In this section we show that SCIyx, = Iy for a non-unary alphabet X. As
an immediate consequence we obtain that each ideal I has at least a strongly connected
synchronizing automaton with set of reset words I. However, the number of states of
such automaton is in general very big. Indeed, in Corollary 3.5 we prove an upper bound
that is a double exponential with respect to the state complexity of the reverse of the
ideal I. At the end of this section we show a particular subclass of ideals for which this
bound is slightly better. Beside the better bound, this class is introduced to present a
different way to obtain reset right (left) regular decompositions; this may shed some light
in finding a general approach to build these decompositions.

Before we prove the main result of this section we introduce some notions that are
crucial for the sequel. For this purpose, let us fix a synchronizing automaton € =
(Q,X%,d) with n states and a sink state s. Note that for such an automaton |@Q - u| = 1
if and only if @ - u = {s}. Fix a pair (H,u) with v € ¥*, and H C @, and assume
w=uy...u for uj,...,u, € X and r = |u|]. We use the standard notation u[s, j], for
0 <i<j<r,toindicate the factor w;u;t1...u; if ¢ > 0, otherwise u[0, 7] = uq ... u;
with the convention that u[0,0] = € and u[i,i] = u; if ¢ > 0. There is a unique tuple
0<i <ig<...<iE=rof indices such that:

|H| = |H - ul[0,i1]| > |H - u[0,i2]| > ... > |H - ul0,i4]],

and for any iy < j <449 with 1 <t <k — 1, we have |H - u[0,j]| = |H - u[0,4¢41]]. In
other words these indices pinpoint the longest prefixes u[0, j] of u such that |H - u[0, j]| >
|H - u[0,j + 1]|. We call such tuple the ladder decomposition of the pair (H,u). The

ladder map with respect to the word u is the function \, : 29 — 22° defined by
M (H) ={H -ul0,i1], H - u[0,i2],..., H - u[0,ig]},

where i1 < iy < ... < i is the ladder decomposition of (H,u). Notice that the range
of A, is contained in the set £(Q) formed by families of subsets {Hy,...,Hs} with
|Hy| > |Hz| > ... > |H,|. Observe that we have the following upper bounds

£@Q)l < f[l ((9)+1) <2 )

where n = |@|, and the “1” inside the formula is due to the fact that it is not mandatory to
choose all the sets of possible sizes. We now introduce a partial internal binary operation
* on the set £(Q). Let V1 = {T1,..., T} € £(Q) and Vo = {H1,...,H} € L(Q) with
|T1| > |To] > ... > |T)n| > |Hi| > |H2| > ... > |H,|, then:

Vi % Vo = {Th,...,Tou—1,H1,...,Hs}, if |T,| = |H|
1 2 {TI; . ’Tm;Hla e 7Hs}, otherwise.
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Lemma 3.1. With the above notation for any u,v € ¥* we have:
Aou(T) = Xy (T) x Xy (T - 0).
Proor. It follows from the definitions. O

We introduce an analogous function that is the key to prove the main result of this
section. Let Z,,, m > 2, be the ring of the integers modulo m. For an integer ¢t > 1,
[29]; denotes the set of subsets of Q of cardinality t. Let Ty = Z,,([29]; W X) be the free
Zpm-module on [29]; WX. Let H € [29];, a € ¥ and p € Z,,([29]; W ¥). We denote by
p(H) and p(a) the coefficients in Z,, of p with terms H and a, respectively. Note that p
can be decomposed as the sum of the two following terms

p(Q) = > p(H)H, p(Z)=>_ plaa.

HCQ a€ex

Consider an element u € ¥* and H C @ with |H| > 1. The last set of the pair (H,u)
is the smallest set S € A\, (H) with |S| > 2. Hence, there is a maximal factor u[i, j] of u
such that |S| = |H - u[0, k]| for all i < k < j and S = H - u[0,]. In case |S| = |H| we
may assume i = 0. The tail of (H,u) is the element of T (H,u) € Z,([29]; ¥ ¥) with
t = |S| > 2 defined by

Soii (H - ul0, k] 4+ ulk + 1,k + 1)), if u[0,5] = u

Hou) = .
T(H,u) { J_(H-ul0,k] +ulk+1,k+1]), otherwise.

Put T(m) = Wi, T;. This set is the disjoint union of free Z,,-modules, and so we do
not identify any pair of elements. For this reason, for each 2 < t < n, we denote by
0; the zero of T,. For an element 7 € T; the integer t > 2 is called the index of T
and it is denoted by Ind(7). We may endow T(m) with a structure of commutative
semigroup by introducing an internal binary operation ¢ defined in the following way.
Let T € T;, T2 € Tj, then

T, ifi<j
TioTa={ T, if j <i
T+ Ta, ifi=j.

Note that (T(m),o) is a commutative monoid with identity 0,, that has also a graded
structure with respect to the semilattice ([2,n], min), i.e. T; © T; C Tiying,;3- Using the
tail of the pair (H,u), for any H C @, u € ¥*, we define the tail map 7, : 29 — T(m)
by:

[ T(H,u), if|H >1
Tu(H) = { On, otherwise.

We have the following lemma.
Lemma 3.2. With the above notations for any u,v € ¥* and H C @ we have:
Tou(H) = 7y (H) o 7, (H - v).

PROOF. The equality in the statement clearly holds for H with |H| = 1, hence we can
assume |H| > 2. We consider the following two cases.
9



o If |H -v| =1, then it is easy to see that 7,,(H) = 7,(H) holds for every u € X*.
Thus, since 7,(H - v) = 0, for every u € ¥*, we get the statement 7,,(H) =
Tw(H) =7,(H) 00, =7,(H) o7, (H - v).

o If |H - v| > 2. Let (vu)[i, j] be the factor corresponding to the last set of (H,vu).
Note that Ind(7 (H,v)) > Ind(7(H - v,u)). Therefore we consider two further
cases. If Ind(7 (H,v)) > Ind(T (H - v,u)), then ¢ > |v|, and so we get

Touw(H) = 7o (H - v) = 7 (H) © 7, (H - )

whence in this case the statement of the lemma holds. Otherwise, we can assume
Ind(7 (H,v)) = Ind(T (H - v,u)). Thus, in this case we get

J[v|—1
T(H,v)= Y (H-v[0,k]+ o[k +1,k+1])
o

i=lvl
T(H - v,u) = ((H-v)-ul0,k] +ulk+1,k+1])
k=0

Since the two indices of the tails are the same, by a simple computation we get
To(H) o1y (H -v) =T (H,v)+T(H-v,u) =T (H,vu) = Ty, (H).

which concludes the proof of the lemma.

O

For any sets A, B, Hom(A, B) denotes the set of all the maps f : A — B, and, as
usual, Ker(f) C A x A denotes the kernel of the function f. We say that an equivalence
relation o C A X A has finite index whenever the quotient A/o is finite. The following
lemma shows a nice property shared by both the tail and the ladder map.

Lemma 3.3. Using the previous notation, consider the following maps:

1. p:¥* — Hom(29,T(m)) defined by p(u) = 7,
2. 9 : ¥* — Hom(2%, L(Q)) defined by 1(u) = A

Then, Ker(u), Ker(v) are left congruences on 3*.

PRrROOF. We prove that Ker(u) is a left congruence. Let a € ¥ and u,v € ¥* such that
w(u) = p(v). Hence, 7, = 7, and so applying Lemma 3.2 two times we obtain

Tauw(T) = Ta(T) 0 7 (T - a) = 74(T) 0 7o(T - a) = 7o (T),

for any T C @, whence T4y = Tao, i-6. p(au) = p(av). Similarly, the other case follows
from Lemma 3.1. O

We are now ready to prove the main theorem of this section.

Theorem 3.4. Let I C X* with |X| > 2 be an ideal, then I is strongly connected.
10



ProOF. Put J = I%. Let /5 = (Q,%, 6, qo, {s}) be the minimal DFA recognizing J and
let 1 be the map of Lemma 3.3 defined with respect to <7y and put m = ||I|| + 1, with
I7]| = min{|u| : v € I}. We claim that the equivalence classes {J;};cr of the relation
~= (J x J)NKer(u) form a reset right regular decomposition of J. Since Hom(29, T(m))
is finite, then Ker(u) has finite index, whence ~ has also finite index. Since J = Syn(«)),
for any H C Q and u € J we have H -u = {s}. Hence, it is straightforward to check that
Tu = Tup for any v € X*. Therefore the ~-classes {J;}icr are right ideals and form a
finite partition of J. Furthermore, by Lemma 3.3, Ker(u) is a left congruence of ¥*, and
S0, since J is an ideal, it is also a left congruence on J, hence, for any J; and a € X, we
get aJ; C J; for some j € F. Thus, condition i) of Definition 2.1 is satisfied and {J; }icr
is a right regular decomposition. Let us now prove that condition ii) is also satisfied.
Assume, contrary to our claim, that there are i € F and v € ¥* \ J such that vJ C J;.
Let H = Q - v. Since Syn(«/y) = J we get |H| > 1. Thus, let

t =min{|H - r|:r € ¥ such that H - r # {s}}

and take any S € {H -r :r € ¥* with |H - r| = t}. Let x € ¥* be the corresponding
word such that H -z = S and put « = vz. Note that u € ¥*\ J, uJ C vJ C J; and
Q- u =S with |S| = ¢. Since Syn(«7;) = J, then there is a synchronizing word w € J
with |w| < ||I]] < m. Let T” be the last set of (S,w), and let w’ be the maximal prefix
of w such that S -w’ = T’. Then, there is a letter a € ¥ such that w’a is a prefix of w
and |T"a|] = 1. We consider two mutually exclusive cases.

i) Suppose [T - b| = 1 for any b € ¥. It is not difficult to check that 7(Q,uw) =
T(Q,uw'a). Since |X| > 1 consider a letter b € ¥ with b # a. Since @ - uw’ = T”
and |T” - b| = 1, we also have T(Q,uw'bw) = T(Q,uw'b). Since uJ C J; we have
uw, uw'bw € J; (being w, w'bw € J). Hence we get

T(Q,uw'a) = T(Q,uw) = T(Q, uw'bw) = T(Q, uw'b).

In particular, we get 7(Q, uw’a)(X) = T(Q, uw'd)(X), from which it follows a = b,
a contradiction.

ii) Thus, we can assume that there is a letter b € X, such that |T” - b] > 1. Since
uw,uw'bw € J; (being w,w'bw € J), we have T(Q,uvw'bw) = T(Q,uw). Hence,
by Lemma 3.2, we have

T(Q,uw) = T(Q, uw'bw) = T(Q,uw'd) o T (T, w),

with T'=T"-b. Since |T”| = ¢ is minimal and |T'| > 1 we have |T'| = |T’| = ¢, hence
Ind(7(Q, uw'b)) = Ind(T (T, w)) = t. Therefore, by the previous equality and the
definition of the operation ¢ we get

T(Q,uw) = T(Q, uw'bw) = T(Q,uw'd) + T(T, w),
In particular we have
T(Q,uw)(@) = T(Q, uw'bw)(Q) = T(Q, uw'b)(Q) + T (T, w)(Q). (2)

Furthermore, T" is the last set of (Q,uw’a) and uw’ is the maximal prefix of uw’a
such that 7" = @Q - uw’. Since |T'| = |T'| we have that T is the last set of (Q, uw’d)
11



and uw’b is the maximal prefix of uw’b with T = @ - uw’d. Thus, by the definition
of tail we have T(Q,uvw'a)(Q) = T(Q,uw'b){Q). We have already observed that
T(Q,uw) = T(Q,uw'a), hence by (2) we get

T(T, w)(@Q) = 0. 3)
By the minimality of ¢t = |T|, we get that T(T,w) € T,. Therefore, if 0 = i1 <
ip < ... <1y < |w| is the maximal set of indices such that T'= T - w0, i;] for all

1 < j <4, by the definition of tail and (3) we have in particular
0=T(T,w)(T)=¢ mod m.
Since ¢ > 1 we have that ¢ is a multiple of m. However ¢ < |w| < m, a contradiction.

Therefore, v € J. This concludes the proof that {J;};cr is a reset right regular decom-
position. Hence {J2};cr is a reset left regular decomposition and, by Theorem 2.2, I is
a strongly connected ideal. O

Since ||I|| < n where n is the number of states of the minimal DFA recognizing I,
the following corollary provides a better bound with respect to the one presented in [11,
Corollary 3].

Corollary 3.5. Let I be an ideal on a non-unary alphabet, and let n be the state com-
plexity of IT®. There is a strongly connected synchronizing automaton % with N states
and Syn(#) = I such that:

gn
n
N < mk2" (Zm(?)> ,
=2
where k = |X| and m = ||I|| + 1.

PROOF. By the proof of Theorem 3.4 I has a reset left regular decomposition {I;};cr,
with |F| < |Hom(2%, T(m))|, where

T(m) = ) Zun (29], 6 ).
t=2

Hence we get the bound

n 2" n
IF| < (Z m(?)+k> <mh?" (Zm(’;‘)>
t=2 t=2

Let # = A({l;}icFr), where A(-) is the functor in Theorem 2.2. Then Z has |F| states
and Syn(#) = 1. O

on

This last corollary gives a double exponential upper bound for the number of states
of the associated strongly connected automaton with respect to the state complexity of
the reverse of the ideal. This bound seems far from tight. Therefore, it is quite natural
to look for better general constructions than the one given in Theorem 3.4, or to consider
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the same task in particular classes of ideals. For instance, Gusev et al. [1] presented an
algorithm that, given a principal ideal I = Y*wX* with |w| = n in inputs, returns a
strongly connected synchronizing automaton with n+ 1 states. In this case the bound is,
thus, linear with respect to the state complexity of I?, although it is not known whether
it is tight. Even more recently, the same authors [2] proved that in the case where [ is
finitely generated, there is always a strongly connected synchronizing automaton with at
most 2171l states, and this bound is tight for ideals of the form £2" = {u € * : |u| > n}
for any n > 0.

In the same manner as Maslennikova [4] has introduced the notion of reset complexity
of an ideal I (denoted by rc(I)) as the number of states of the smallest synchronizing
automaton o7 with Syn(«/) = I, we can also give a similar notion in the realm of strongly
connected synchronizing automata or reset left regular decomposition. By Theorem 3.4
for any ideal I, the set R(I) of all its reset left regular decompositions is non-empty.
Thus, we can define the reset reqular decomposition complexity of I as the integer

rde(I) = min{|F| : {L; }ser € R(I)}.

By the mapping introduced in Theorem 2.2, rdc(I) is also the number of states of the
smallest strongly connected synchronizing automaton having I as the set of reset words.
Furthermore, we clearly have rc(I) < rdc(I). The construction of reset left regular
decompositions of small cardinality seems a very hard task, actually this task is as hard
as proving Cerny’s conjecture. The following theorem shows this fact by giving a purely
language theoretic restatement of this longstanding conjecture.

Theorem 3.6. Cerngj’s conjecture holds if and only if for any ideal I we have:

vde(l) = T + 1,
where ||I|| = min{|w|: w € I}.

PrOOF. This a consequence of the fact that Cerny’s conjecture holds if and only if it
holds for strongly connected automata, Proposition 2.6 and Theorem 3.4. O

Note that using (n® — n)/6 as the upper bound for the shortest reset word of a syn-
chronizing automaton (see [5]) we have the lower bound rde(I) > {/6||I]|. In general, a
natural issue would be the study of bounds for rdc(/) depending on the state complexity
of I or I®. For instance, even lower bounds of the type rdc(I) > +/||I]|/c for some
constant ¢ > 0 would be a major breakthrough for this conjecture and all the theory of
synchronizing automata.

These decompositions seem related to the maps described in Lemma 3.3. Indeed,
we now show that for a subclass of the class of ideals we can improve the bound of
Corollary 3.5 using the map 1 previously introduced in Lemma 3.3. Firstly, we need
some definitions. Given a synchronizing DFA Z = (Q’, %, ') with a sink state s, we say
that 2 has a funnel g€ Q' \ {s} if (g, a) = s for some a € ¥ and ¢ # s, implies ¢ = G.
In other words, every path going to the sink state passes from the state g. We say that
B is free from funnels whenever for any DFA 2 that is also a sub-automaton of 8,
has no funnel. For any S C Q' the induced sub-automaton B[S] = (C, %, ") of A is the
DFA with set of states C' = {§'(s,u) : s € S,u € ¥*}, and §” is the restriction of §’ on
C. We have the following theorem.
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Theorem 3.7. Let I C X* be an ideal such that the minimal DFA o/tr = (@, X, 0, qo, {s})
recognizing I is free from funnels. Let |Q| = n be the state complexity of 1%, then I
has a reset left reqular decomposition {I;}icp with |F| < 272" . In particular, there is a
strongly connected synchronizing automaton % with I = Syn(%) and with a number of
states less or equal to on’2"

PROOF. Let J = I'?, by Lemma 3.3 and following the same line of the proof of Theorem
3.4 we get that the equivalence classes {J;};cr of the relation ~= (J x J) N Ker(y) is a
finite collection of right ideals forming a partion of J satisfying condition i) of Definition
2.1. We claim that also condition ii) is satisfied. Indeed, assume, contrary to our claim,
that there are i € F and u € ¥*\ J such that uJ C J;. Write H = Q - u, clearly |H| > 2.
Since ¥ (uJ) = ¥(J;), then

Ao (H) = Ny (H), Yv,0" € J. (4)

Consider a v € J, note that {s} € A\, (H) and let S € \,(H) be the last set of (H,v).
Let = be a prefix of v such that H -« = S. We claim that |S| = 2. Suppose to the
contrary that |S| > 2. Note that, since S = @ - uz, and s € @ is a sink, we have s € S.
Therefore, there are at least two distinct elements ¢, ¢ € S\ {s}. We show that the
right languages of ¢ and ¢’ with respect to .&/; coincide. For if there would be a word
w € ¥* such that ¢ -w = s but ¢’ - w # s, then Ay, (H) would contain an element S’
with 1 < |S’| < |S|. However, by (4) and zwv € J, this contradicts the fact that S is the
last set of A, (H) = A\pwo(H). Therefore ¢, ¢’ are equal in the minimal DFA &5, that is a
contradiction. Hence, S = {q, s}. We claim that ¢ € S is a funnel for 7 = &/;[S]. Indeed,
suppose that there is a state ¢’ # s of 2 and a € ¥ such that ¢’ -a = s and ¢’ # ¢. By
definition of 2 there is a word r € ¥* such that ¢ -r = ¢’. Consider the word v’ = xrav
(recall H -2 = S). Clearly v € J and A,/ (H) contains the set {¢, s} # S. However, this
contradicts (4). Thus ¢’ = ¢, and so ¢ is a funnel of 2, contradicting the statement of
the theorem. Hence, u € J and so {J'};cr is a reset left regular decomposition for I.
By the upper bound stated in equation (1) we obtain |F| < |Hom(2%9, £(Q))| < on’2",
The last statement is a consequence of Theorem 2.2. O

For completeness, we now characterize from a language theoretic point of view the ideals
whose minimal DFAs are free from funnels. These are exactly the following ideals.

Definition 3.8 (free funnel ideal). We say that J C ¥* is a free funnel ideal when-
ever the following property does not occur: there is a y € X* \ J such that for any
u,v € X* with yu,yv ¢ J, if there are some (mazximal) non-empty subsets ¥/, %" C ¥
such that yuX' C J and yvX” C J, then ¥/ = X" = A, and for all x € ¥*, yuxA C J if
and only if yvxA C J.

Proposition 3.9. J C ¥* is a free funnel ideal if and only if the minimal DFA recog-
nizing J is free from funnels.

PROOF. Assume J is not a free funnel ideal, and thus, that the conditions described in

Definition 3.8 hold. Let &y = (Q, %, 9, qo, {s}) be the minimal DFA recognizing J. We

show that the induced sub-automaton 2 = @;[p], p = qo - y, is not free from funnels

(y € ¥*\ J as in Definition 3.8). For this purpose fix any state ¢ # s of & such that
14



there is a (maximal) non-empty subset ¥’ C ¥ with ¢; - ¢ = s for all x € ¥'. We claim
that ¢; is a funnel for 2. Indeed, let g2 # s be another state of 2 such that there is a
(maximal) subset £ C ¥ with g2 - z = s for all z € ¥. By definition of 2 there are
u,v € ¥* such that p-u = g1, p- v = g2. Therefore, we have yuX’ C J, yoX” C J, and
3/, %" are maximal with respect to the conditions yuX’ C J, yvX” C J, respectively.
Therefore, by Definition 3.8 we get ¥’ = X" = A, and the condition = € ¥*, yuzA C J
if and only if yvxA C J ensures that both ¢; and g2 have the same right languages with
respect to 7. Hence, by the minimality of <77, we get ¢1 = g2, i.e. ¢1 is a funnel for 2.
Conversely, assume 275 = (Q, %, §, qo, {s}) is not free from funnels. Thus, let 2 be a sub-
automaton of &7; possessing a funnel g. Using the minimality of <7 it is straightforward
to see that if we take any state p # s of 2, then ¢ is also a funnel for Z[p]. Let y € ¥*
with p = qo - y. We show that J is not a free funnel ideal. Indeed, take any u,v € ¥*
with yu,yv ¢ J such that there are some (maximal) subsets ¥/, %" C ¥ with yuX’ C J
and yvX’ C J. Consider the two states of 2[p] 1 = qo - yu, g2 = qo - yv. Since ¢ is a
funnel for Z[p], we get g1 = ¢ = ¢2. Hence, by maximality we get ¥’ = ¥” = A, and
since g1 = g2 we get that for all x € ¥*, yuxA C J if and only if yvxA C J. Thus, J is
not a free funnel ideal, and this concludes the proof of the proposition. O

4. Conclusion and open problems

The main result of this paper is given by the combination of Theorem 2.2 and Theorem
3.4 which essentially reduce Cerny’s conjecture to find small reset regular decompositions
of regular ideals over non-unary alphabets. Therefore it is clear how fundamental is the
issue of understanding these decompositions from a pure language theoretic point of view.
In particular, understanding why there are no regular reset decompositions of cardinality
less or equal to ¢v/||I]|, ¢ > 0, for any non-unary ideal I, would be a major breakthrough
since it would give a quadratic upper bound for the shortest reset words.
We list here some open problems originated by the previous results, where I stands for
an ideal on a non-unary alphabet.

1. To give a tight upper bound of rdc(I) with respect to the state complexity of It
or I.

2. In case where I is finitely generated is it true that rde(Z) > ||| + 17 The same
problem for the case where [ is a principal ideal language has been raised by Gusev
et al. [1]. This would give a better bound for the shortest synchronizing word for
the class of finitely generated synchronizing automata with respect to the bound
obtained by Pribavkina et al. [10].

3. The proof of Theorem 3.4 uses the minimal DFA recognizing 1. Is there a proof
using another automaton associated to I?7 Maybe this could give smaller upper
bounds.

4. Recall that R(I) is the set of all the reset left regular decompositions of I and the
order of a decomposition Z € R(I) is just the cardinality |Z|. We denote by Ry (I)
the set of reset left regular decompositions of I of order k£ > 1.

A quite natural question is whether sup{k > 1: Ry(I) # 0} = oo? In particular,
what happens if we consider I to be a finitely generated ideal or even a principal
ideals? This would answer to the question whether, given a principal ideal P, there
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are arbitrarily big strongly connected synchronizing automata having a P as the
set of reset words.

5. By Theorem 2.2, there is a naive way to calculate Ry (I) by building all the strongly
connected synchronizing automata with k states, and checking if their set of reset
words coincide with I. Thus, it is natural to ask whether there is a more “efficient”
way to perform this task without passing from the construction of all the automata
with k states.
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