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The application of hyperthermia to cancer treatment is studied
using a novel model arising from the fundamental principles of
flow, mass and heat transport in biological tissues. The model
is defined at the scale of the tumour microenvironment and an
advanced computational scheme called the embedded multiscale
method is adopted to solve the governing equations. More
precisely, this approach involves modelling capillaries as one-
dimensional channels carrying flow, and special mathematical
operators are used to model their interaction with the
surrounding tissue. The proposed computational scheme is
used to analyse hyperthermic treatment of cancer based
on systemically injected vascular magnetic nanoconstructs
carrying super-paramagnetic iron oxide nanoparticles. An
alternating magnetic field is used to excite the nanoconstructs
and generate localized heat within the tissue. The proposed
model is particularly adequate for this application, since it
has a unique capability of incorporating microvasculature
configurations based on physiological data combined with
coupled capillary flow, interstitial filtration and heat transfer.
A virtual tumour model is initialized and the spatio-temporal
distribution of nanoconstructs in the vascular network is
analysed. In particular, for a reference iron oxide concentration,
temperature maps of several different hypothesized treatments
are generated in the virtual tumour model. The observations
of the current study might in future guide the design of more
efficient treatments for cancer hyperthermia.

1. Introduction
Hyperthermia is an emerging therapeutic strategy for cancer
treatment. In this approach, the malignant tissue is subjected
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to a high temperature, falling in the range between 42◦C and 50◦C for a sufficiently long time. There
is evidence that high temperatures can damage and kill cancer cells. Tumour shrinkage has also been
observed as a consequence of this treatment [1–5]. Unlike conventional chemotherapy approaches,
it has been shown that localized hyperthermia causes minimum damage to healthy body tissues
[6]. Hyperthermia has mostly been used in combination with other methods of tumour treatment,
e.g. chemotherapy and radiation [7–9], showing a considerable decrease in the tumour
size [10,11].

Over the past decades, mathematical and computational modelling have significantly contributed
to the field of hyperthermia cancer treatment (HCT). A review of the modelling approaches to HCT
highlights an evolution from full-body or organ-scale lumped parameter models towards spatio-
temporal modelling approaches, based on partial differential equations solved by means of advanced
numerical schemes. In early studies, Jain and co-workers [12,13] presented basic lumped and distributed
mathematical frameworks to estimate the distribution of the temperature during hyperthermia in
healthy and neoplastic tissues of mammals. In [14], a domain-integral-equation technique was used
to solve for temperature distribution in a human pelvic tumour model under an electromagnetic field
stimulation. The numerical results highlighted the feasibility of an effective localized heating of the
tumour tissue. A power deposition model along with the bio-heat transfer equation was proposed
in [15] to elucidate the comparative, prospective, concurrent and retrospective modalities of thermal
dosimetry. The model was capable of handling scenarios with different environments and tissue thermal
properties to predict the spatio-temporal temperature distribution. The results revealed the significance
of mathematical modelling for clinical tumour hyperthermia treatment from planning to post-therapy
evaluation. A three-dimensional coupled finite-element model was developed in [16] to study the
temperature and power density distribution for interstitial tumour treatment. The authors discussed
the sensitivity of the temperature field induced by electromagnetic heating of the inserted thermal
seeds with respect to the configuration of the three-dimensional vessels in the tissue. However, modern
techniques of hyperthermia have improved the efficacy of treatment by using nanotechnology. This
treatment strategy has recently become popular since it provides localized and minimally invasive
tumour therapy [17].

Iron oxide nanoparticles (IONPs), gold-based nanoparticles (AuNPs) and carbon-based nanoparticles
(CNPs) have been successfully tested for the localized generation of heat upon exposure to external
energy fields. AuNPs and CNPs have been used in photothermal therapy of tumour tissues [1,18–20],
because of their potential to absorb near-infrared light. This favourable property of AuNPs has also been
studied in novel computational investigations of targeted tumour heating [21]. On the other hand, if
IONPs are exposed to an alternating magnetic field (AMF), heat is produced [22]. One advantage of
using IONPs is that magnetic resonance imaging (MRI) scanners can readily identify particles within the
body organs [23–25]. The most important physical parameter in hyperthermic treatment is the specific
absorption rate (SAR), which evaluates the amount of heat generated by applying exogenous energy
sources onto the nanoparticles. There has been considerable in vitro research on SAR characterization
[25–29]. For instance, a three-dimensional cell death model coupled with a heat transfer module was
employed in [30] to assess the time evolution and spatial distribution of injured malignant cells and
temperature field in human prostate tissue. The results of numerical simulations were then successfully
verified against the conducted experiments on various solutions containing gold nanorods which were
heated by near-infrared irradiation method.

The aim of this study is to compare the heating efficiency of different strategies for delivering magnetic
particles to a tumour. More specifically, two different types of nanoparticles are considered in this
study: small, 20 nm individual IONPs, which accumulate within the tumour tissue via the enhanced
permeability and retention (EPR) effect; and large, sub-micrometre vascular magnetic nanoconstructs
(VMNs) which accumulate within the tumour tissue by adhering firmly to the diseased vasculature.
Two models are be adopted to describe IONPs and VMNs, respectively, because these vectors interact
differently with the tissue. For the former, we use the model previously described by Nabil et
al. [31]. For the latter, we develop here a new model. The proposed model features the essential
characteristics to model nanoconstructs that actively interact with the vasculature, such as VMNs.
Capillary leakage is addressed via a two-way coupling between the capillary vessels and the surrounding
microenvironment, denoted as the interstitial volume. The solution of coupled flow and mass transport
equations on the vascular network and in the interstitial volume enables us to capture the spatio-
temporal distribution of nanoparticles. This information is essential for modelling heat generation,
which directly depends on particle distribution, as shown experimentally in [32]. It should be noted
that, as compared with the well-known and extensively used Pennes’ bioheat equation [33], the
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proposed computational framework represents a significant improvement in that it does not use
a lumped spatial averaged formulation to model the contribution of blood perfusion on the heat
transfer.

To describe these phenomena, we adopt the general approach to model flow, mass and heat
transfer in a biological tissue using the theory of porous media combined with a multiscale approach
that naturally fits to modelling microcirculation. The following references give an overview on
these topics: [34–37]. One of the most significant features of the model is the ability to incorporate
microvasculature configurations based on physiological data. This is made possible by an advanced
computational scheme called the embedded multiscale method developed in [38,39] and already used in
[40,41] for studying perfusion and drug delivery. More precisely, this approach involves modelling
capillaries as one-dimensional channels carrying flow. Special mathematical operators are used to
model the interaction of capillaries with the surrounding tissue. This approach falls within the general
framework of computational multiscale methods, which appear to be successful tools for a qualitative
prediction of the complex phenomena involved in nanomedicine (see [42–45] among many other
examples).

Our approach is complementary to other multiscale methods that lay down their roots on mixture
theory and mathematical homogenization (see [46–48] for some paradigmatic examples). Under the
assumption of scale separation and locally periodic microstructure, these methods aim at determining
the average properties of the macroscale (characterized by the whole tumour), in the asymptotic
limit where the ratio between micro and macro characteristic scales vanishes. Rather than seeing
these methods as competitors to the proposed approach, we think that they will complement each
other. Indeed, the embedded multiscale method may facilitate and speed up the solution of the unit
cell problems defined in the asymptotic homogenization approaches (see, for instance [48–50]). The
numerical solutions obtained in this way may be processed by means of suitable averaging operators
in order to evaluate the impact of microscale flow and transport parameters, as well as microvascular
configuration such as tortuosity, on the perfusion properties of the whole tumour.

2. Models and methods
We aim at studying flow in the capillary network coupled with interstitial filtration, see equation (2.1),
transport of particles described by equation (2.2), generation and transfer of heat modelled by
equation (2.5). As schematically described in figure 1, these are sequentially coupled phenomena, in the
sense that each of them is affected by the previous ones. As a result, they have to be solved in the order
they are presented here. These phenomena can be modelled by means of space–time dependent partial
differential equations, which can be efficiently solved using an advanced numerical technique called the
embedded multiscale method. This technique has been developed in [40,41] and has been adapted here to a
more general setting, encompassing heat transfer. In the interest of clarity, we have discussed each model
by using the following sections: assumptions, notation and governing equations, boundary and initial
conditions and model parameters.

The adopted computational geometry in the current study is exhibited in figure 1. This model
illustrates a tumour slab of R3230AC mammary carcinoma on a rat model, acquired in [51] and made
available to the public as a result of the Microcirculation Physiome Project [52]. The tumour slab
dimensions are 220 × 208 × 92 × 10−5 m and it contains 105 different segments with radii spanning from
5.5 × 10−6 m to 33.2 × 10−6 m. However, taking into account of the radius variability in the mathematical
model introduces several technical difficulties, for example, in the enforcement of mass conservation
at each bifurcation of the network, which have not been addressed yet in the available computational
solver. For this reason, we adopt here a constant radius R = 7.64 × 10−6 m that is the arithmetic average
of the individual radii of each segment. A generalization of the flow model to variable capillary radius is
presented in [53] and will be used in forthcoming studies.

The computational model is decomposed in the microvascular network and the surrounding
malignant interstitial tissue, Λ and Ω , respectively. It should be mentioned that the subscript v

(vascular) is used to represent all the variables defined on the capillaries while the variables of
the tumour tissue are labelled with t (tissue). Our simulation studies illustrate a protocol for HCT
where the host and consequently the tumour slab is infused with a solution of particles. The injected
particles enter the virtual tumour model through the inlets of the capillary network. These inlets
are represented by the specific points of the capillaries intersecting with the chosen faces of the
tumour slab.
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nanoparticle (VMN) loading with iron oxide nanocrystals
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Figure 1. Sketch of the VMN-based hyperthermia process, split into different phases: (i) manufacturing of the particles, (ii) definition
of the delivery protocol, (iii) set-up of the FEM computational model (iv) simulation of the VMN spatio-temporal distribution and
(v) simulation of hyperthermia and study of the temperature maps.

2.1. Flow
2.1.1. Assumptions
The flow model includes two components, i.e. the microcirculation and the flow in the interstitial tissue.
These parts interact by means of coupling conditions at the interface. In fact, the microvascular wall is
considered to behave as a semipermeable membrane. Furthermore, the malignant interstitial volume is
assumed to act as an isotropic porous structure. The flow through the tumour interstitium is represented
by Darcy’s filtration law.

Microcirculation is characterized by low Womersley and Reynolds numbers [54–56]. In these
conditions, the general Navier–Stokes equations reduce to steady Stokes flow. Under additional
assumptions of (i) straight channels, (ii) rigid walls, (iii) constant radius, (iv) no-slip boundary conditions
for the velocity and (v) the absence of body forces such as gravity and inertial forces; Stokes flow
further simplifies to Poiseuille equations, namely (2.1e). As discussed in [55,57–59] using the Poiseuille
model considerably reduces the computational cost of the problem. However, we apply the model in
conditions where Poiseuille’s assumptions are not rigorously satisfied. In particular, transmural flow is
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allowed, but it must be small with respect to the axial velocity component. Furthermore, each vessel
branch does not have to be straight, but curvature must be small. Improvements of the current flow
model are in order: (i) for a better approximation of the extravasation effects; (ii) to relieve constraints
on small curvature and consequently allow to analyse configurations characterized by high tortuosity,
which plays an important role on the average hydraulic conductivity of tumours, as discussed in [50];
(iii) to improve the characterization of stresses on the wall, which in turn will affect particle adhesion.

The arc length coordinate along with each capillary segment is represented by the symbol s, while
λ denotes the reference vector that characterizes the segment orientation. Furthermore, the approach of
[60,61] is applied to model lymphatic drainage.

2.1.2. Notation and governing equations
The coupled mathematical model for microcirculation and flow in interstitial volume is to find the
pressure pt, pv and the velocity fields ut, uv such that the flow problem is

− ∇ ·
(

κ

µ
∇pt

)
+ LLF

p
s
v

(pt − pL) − fb(p̄t, pv)δΛ = 0, in Ω , (2.1a)

ut = − κ

µ
∇pt, in Ω , (2.1b)

− πR4

8µ

∂2pv

∂s2 + fb(p̄t, pv) = 0, s ∈ Λ, (2.1c)

fb(p̄t, pv) = 2πRLp((pv − p̄t) − σp(πp
v − π

p
t )), in Λ, (2.1d)

uv = − R2

8µ

∂pv

∂s
λ, s ∈ Λ (2.1e)

and − κ

µ
∇pt · n = βb(pt − p0), on ∂Ω . (2.1f )

where p̄t represents an average of the interstitial pressure acting on the capillary surface, namely

p̄t(s) = 1
2πR

∫ 2π

0
pt(s, θ )R dθ ,

θ being the angular coordinate on the cylindrical surface representing the capillary wall.

2.1.3. Boundary conditions
We have imposed a pressure gradient along the capillary vessels. Since both the inflow and outflow of
the capillary vessels are located on the outer edges of the slab, we enforced a known pressure pin on
two neighbour inlet sides. On the other hand, outlet pressure pout is assigned to the opposite faces. The
pressure drop between inlets and outlets is calibrated using the following simple approach. Given an
estimate of the average blood velocity in the capillary circulation, equal to 0.1 mm s−1 according to the
data provided by Intaglietta et al. [62], we use Poiseuille’s Law to calculate the corresponding pressure
drop. More precisely, we have applied a fictitious model consisting of a straight rigid pipe of length |Λ|
and radius R, to calculate the pressure drop pin − pout that corresponds to a velocity of 0.1 mm s−1 in the
pipe. We have imposed the Robin-type boundary conditions (2.1f) for the blood flow in the interstitial
volume. In this equation, p0 stands for the far field pressure value, while βb denotes an effective flow
conductivity accounting for the tissue layers surrounding the tumour slab.

2.1.4. Constitutive laws and parameters
Let Lp be the hydraulic permeability of the vessel wall (see table 1 for units and physiological values)
and let pv − p̄t be the pressure difference between the vessels and the interstitial volume. Because of
osmosis, the pressure drop across the capillary wall is affected by the difference in concentration of the
chemicals dissolved in blood, [63,64], which determine the oncotic pressure jump (πp

v − π
p
t ) modulated

by the sieving coefficient σp. The oncotic pressure is defined as π = RgTc, where c is the concentration of
a given osmotic agent, Rg is the universal gas constant and T stands for the absolute temperature. The
coefficient σp accounts for the difference of a semipermeable membrane compared to the case of ideal
permeability (i.e. no resistance force on the molecules passing through the membrane). It spans from 0
to 1, where small values characterize ideal membranes, while larger values are typical of selective filters.
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Table 1. Parameters and data for mass and thermal transport.

symbol parameter units value source equation
µ blood viscosity kg (ms)−1 4 × 10−3 [40] (2.1b)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Lp capillary permeability (m2s) kg−1 10−10 [40] (2.1d)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

LLFp
s
v

lymphatic permeability (mmHg hour)−1 0.5 [40] (2.1a)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

dIONP diameter of IONP m 1 × 10−8 [32] —
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

dVMN diameter of VMN m 0.84343 × 10−6 [65] (2.2c)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

mIONP mass of IONP gr 8 × 10−18 [32] —
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

mVMN mass of VMN gr 5.6548 × 10−13 [65] (2.4)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ρ tissue density kg mm−3 1060 × 10−9 [32] (2.5a)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

γ tissue-specific heat capacity J kg−1 K−1 3470 [32,34] (2.5a)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

κ tissue thermal conductivity kg mm−1 K−1 0.51 × 10−3 [32,34] (2.5a)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

βT heat exchange coefficient W mm−2 K−1 2 × 10−5 [32] (2.5b)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Tbl blood temperature K 273.15+37 [32] (2.5a)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

SAR specific absorption rate W kg−1 1 × 106 [32] (2.5c)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

— mass of Fe3O4 per VMN gr/# 2.51328 × 10−13 [32] (2.4)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

In healthy capillaries, proteins dissolved into the blood serum and in particular albumin are
responsible for most of the oncotic pressure, which can rise up to about 25 mmHg. To model this
effect, we set π

p
v = 25, π

p
t = 0 mmHg and σp ≃ 1, since proteins hardly leak through the capillary walls

as capillary fenestrations are small with respect to protein’s molecular radius. As a result, we obtain
σp(πp

v − π
p
t ) = 25 mmHg (1 mmHg = 133.322 Pa). Since albumin serum concentration is 5–10 times bigger

than the VMN systemic concentrations reached after injection, the oncotic effect generated by the injected
VMNs can be neglected. This is the scenario taken into account in the simulations presented in this
work. However, data reported in [66] show that in leaky tumour vasculature, the oncotic pressure may
be significantly lower than 25 mmHg, because the ratio between the protein radius and the radius of the
capillary fenestrations decreases. This is modelled by assigning a smaller value to the sieving coefficient
σp, which can fall below 10−3, according to Jain et al. [66]. Then, the role of VMNs on osmosis may
become relevant. Indeed, it may happen that the radius of VMN in use will be comparable or larger
than the radius of the fenestrations in the capillary wall. In this case, VMNs may become the dominant
oncotic agent in the tumour vasculature. This other scenario is not considered in this work, but will be
the subject of future studies.

In order to model the capillary phenotype typically observed in tumours, we increase the magnitude
of their hydraulic permeability as in [60], such that the model will account for the well-known EPR
effect. To balance leakage of arterial capillaries, venous and the lymphatic systems absorb the fluid in
excess. For the sake of generality, we include lymphatic drainage in the model, although the lymphatic
system may be disfunctional in tumours. Following [60,61], we model them as a distributed sink term
in the interstitial volume. It is assumed that the volumetric flow rate due to lymphatic vessels, ΦLF, is
proportional to the pressure difference between the interstitium and the lymphatics, namely ΦLF(pt) =
LLF

p
s
v (pt − pL), where LLF

p is the hydraulic permeability of the lymphatic wall, s/v is the surface area of
lymphatic vessels per unit volume of tissue and pL is the hydrostatic pressure within the lymphatic
channels. In [31], the role of capillary permeability and lymphatics on small particle (nanometre size)
distribution and hyperthermia has been thoroughly analysed, with the conclusion that the former
parameter plays a dominant role. Here, the same conclusion is strengthened by the fact that VMN
(micrometre size) constructs do not extravasate in the time scale of interest.

2.2. Mass transport model
The mass transport model governs the distribution of (micrometre size) nanoconstructs (VMN) within
the microvascular network. Iron oxide is delivered by loading it into VMNs (see figure 1 for a sketch
of the process). The symbol cv denotes the mass concentration of iron oxide (mass/volume) in the
vasculature.
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2.2.1. Assumptions
VMNs are functionalized particles able to bind to (inflammatory) receptors on the capillary walls. We
assume that the particle size (≃800 nm for the simulations considered here) is on average larger than
the transvascular gap size, which is estimated to range between 200 and 1200 nm according to Hobbs
et al. [67], in various types of tumours. As a result, VMNs do not extravasate, but they usually circulate
for several hours in the systemic vasculature before being metabolized. Furthermore, it is assumed that
injecting VMNs into the circulation does not alter the blood properties. We also posit that VMNs are
not damaged during circulation and that they do not release any sub-products. Then, we assume that a
fixed constant concentration of VMNs is available in the vasculature for a fixed period of time. This time
window is the one that matters for HCT and it will be called from now on the circulation time. We will
consider various computational experiments characterized by different circulation times.

The adhesion of VMNs to the capillary walls is described following the lines of [65,68,69]. More
precisely, at each point of the vascular tree, we define a vascular adhesion rate Π (s) that directly depends
on the particle size and inversely depends on the particle drag force induced by blood flow, as described
in the formula for the probability of adhesion, Pa, reported below. The density of iron oxide on the
vascular walls, Ψ (s, t), is determined by the combination of the particle concentration (in terms of iron
oxide mass per volume, cv) with the vascular adhesion rate.

2.2.2. Notation and governing equations
We denote by cv the concentration of iron oxide carried by VMNs. The concentration cv is governed by
the following equations:

∂cv

∂t
+ ∂

∂s

(
(uv · λ)cv − Dv

∂cv

∂s

)
+ 2πR

πR2 Πcv = 0, in Λ × (0, t), (2.2a)

Pa = mlK0
aα2πr2

0 exp
(

−β
µ|WSR|

α2

)
, (2.2b)

Π =Pa|WSR|dVMN

2
(2.2c)

and Ψ (s, t) =
∫ t

0
Πcv(s, τ ) dτ . (2.2d)

The system of equations (2.2) is complemented by the definition of the mean iron oxide concentration in
the tumour slab

cref = |Ω|−1
∫

Λ
(2πRΨ + πR2cv). (2.3)

2.2.3. Boundary and initial conditions
Given a desired mean concentration, cref, we determine the constant systemic concentration, cinj, that is
necessary to match the targeted cref at a time equal to the particle circulation time. The concentration cinj
measures the mass of iron oxide per unit volume of blood, and it is the value that we enforce at the inlets
of the virtual tumour slab, in order to make (2.2) solvable. The method for calculating cinj on the basis of
cref will be discussed later on. Once cinj has been found, we also determine how many VMNs should be
injected to guarantee this iron oxide concentration, that is ρinj. This calculation is performed by means of
the following conversion formula:

cinj = ρinj × mass of iron oxide per VMN. (2.4)

2.2.4. Model parameters
For VMN delivery, particle density is assumed to be equal to the density of water. The value of VMN
vascular deposition parameter Π = 3 × 10−9 m s−1 is calculated on the basis of constants α2 = 4 × 109

#/m2, β = 2.3 × 1011 N−1 and mlK0
ar2

0 = 1.26 × 10−9 m2, which come from [65], and an average wall
shear rate |WSR| = 50 s−1. This wall shear rate value is consistent with the Poiseuille flow model, namely
|WSR| = 4uv/R, using an average blood velocity in the network of 0.1 mm s−1 and the capillary radius
of R = 7.64 × 10−6 m. The extension of the model to variable wall shear rate and vascular adhesion
parameter will be addressed together with one for variable capillary radius presented in [53].
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2.3. Heat transfer model
2.3.1. Assumptions
According to the general framework proposed in [36], heat transfer in a biological tissue is governed
by thermal conduction and convection in the tissue matrix, blood-tissue heat exchange, exogenous heat
generation and heat flux through the domain boundaries. As thoroughly studied in [32], heat is generated
upon irradiation of iron oxide with exposure to a low-frequency alternating magnetic field (AMF). This
phenomenon is defined through a source term, i.e. fT(cv), of the heat transfer equation in the tumour
slab. Low-frequency AMF is desirable because it avoids non-specific thermal generation [31,32] due to
excitation of the electrolytes dissolved in the interstitial fluid or to other mechanisms [34]. Considering
that in our model heat generation takes place in a small portion of the host body, it is also reasonable to
postulate blood temperature homeostasis. Therefore, blood temperature Tbl is assumed to be constant.

2.3.2. Notation and governing equations
We investigate the distribution of temperature field (T) within the tumour tissue. Based on the
aforementioned assumptions, temperature is modelled using the following set of relations. These
equations include convection and diffusion of heat through interstitial flow, Tut − (κ/ργ )∇T, as well
as heat sink by blood flow, 2πRβT(T − Tbl), lymphatic drainage, LLF

p (s/v)(pt − pL)(T − Tbl), and also heat
loss from the outer boundaries of the tumour slab, βT(T − Tbl),

ργ

[
∂T
∂t

+ ∇ ·
(

Tut − κ

ργ
∇T

)
+ LLF

p
s
v

(pt − pL)(T − Tbl)
]

+ 2πRβT(T − Tbl)δΛ = fT(cv), in Ω × (0, t), (2.5a)

(−κ∇T + ργ Tut) · n = βT(T − Tbl), on ∂Ω × (0, t) (2.5b)

and fT(cv) = SAR(2πRΨ + πR2cv)δΛ. (2.5c)

2.3.3. Boundary and initial conditions
We have imposed Robin-type boundary conditions in order to account for heat transfer over the
external boundaries of the slab using equation (2.5b). In this expression, βT denotes an effective
thermal conductivity considering the surrounding tissue layers around the tumour tissue. Initially, the
temperature of the entire tumour slab is assigned to be equal to the reference blood temperature Tbl.

2.3.4. Constitutive laws and parameters
For the simulations, we have used model parameters reported in table 1. The thermo-physical properties
of the tissue, i.e. density, specific heat capacity and thermal conductivity, all come from [32], as well as
the values of blood temperature, size and specific absorption rate (SAR) of magnetic nanoparticles.

2.4. Computational solver
The finite-element method (FEM) is employed to discretize the system of equations (2.1), (2.2) and (2.5).
Upon dividing the tumour interstitium and the capillary vessels domains, Ω and Λ, respectively, into
tiny elements (as shown in figure 1), piecewise polynomial functions are adopted to approximate the
solution of the governing equations formulated in their weak (or variational) form.

We notice that computational domains Ω and Λ are dimensionally heterogeneous. The tumour tissue
is three-dimensional, whereas the capillaries are one-dimensional. The numerical scheme is based on
the idea of representing the capillaries as a network of one-dimensional channels acting as concentrated
sources of flow and heat, immersed into the interstitial volume. As a result, it can be classified as an
embedded multiscale method.

The superior feature of the employed numerical scheme is the full independence of computational
grids used to approximate the equations on the vessels and in the interstitial tissue. Therefore, any
arbitrary and complex capillary network geometry can be potentially used as a test case. The theoretical
features of this numerical approximation method have been extensively discussed by D’Angelo [38,39].
For the implementation of these algorithms, we have used GetFEM++, an open source finite-element
library of C++ [70]. We have adopted the generalized minimal residual (GMRES) method along with
incomplete-LU preconditioning in order to solve the system of discretized algebraic governing equations.
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The computational domain consists of 49 655 grid points and 272 872 tetrahedral elements, which is
sufficient to reach the independence of the numerical results from the discretization. In fact, by examining
the effect of mesh size on the simulation results, the results are insensitive to the numerical grids beyond
257 109 elements. More details of the numerical scheme are presented in [40,41].

Numerical simulations have been performed on a standard single core desktop PC. The clock time
for simulations is comparable to the simulated time (i.e. a simulation that ends at 12 h requires 12 h of
computational time). We believe that these figures feature significant margins of improvement, as the
ongoing optimization of the computational efficiency of the software actually shows.

3. Results and discussion
3.1. Protocols for simulated experiments
We recall that IONPs (≃20 nm in size) are generally characterized by a short longevity in the circulation
and the mechanism of accumulation within the neoplastic tissue is mostly via passive extravasation
across the tumour fenestrations, following the well-known EPR effect [68,71]. On the contrary, VMNs
are designed to circulate for longer times (up to 48 h post systemic injection) and, most importantly, to
adhere on the tumour vasculature rather than passively extravasating [72].

Four different circulation times are considered for the injected nanoparticles, namely 40 min (short-
term circulation); 12, 24 and 48 h (long-term circulation). The 40 min case is specifically considered
for the short-lived IONPs, whereas the longer circulation times are for the VMNs. In all simulations,
HCT is obtained via an external AMF, which is continuously applied only for the last 20 min of
nanoparticle circulation. The average concentration of magnetic material in the tumour slab, denoted as
cref, previously introduced together with system (2.2), is one of the main factors controlling the efficacy
of HCT. In particular, cref is fixed to be 1 mg ml−1 (1 mg ml−1 = 1 kg m−3) in all simulations, in that
it matches the particle concentrations used in the experiments of Cervadoro et al. [32]. The injected
concentration, cinj, was selected to match a desired amount of magnetic material in the system, cref,
for each given value of the nanoparticle circulation. The values of cinj required to match the target
value of cref = 1 mg ml−1 at the final time for all the simulation cases are listed in the first column of
table 2. These numbers are calculated using the numerical simulations. More precisely, based on equation
(2.2d), there should be an inverse relationship between the nanoparticle circulation time and the injected
concentration of nanoparticles necessary to achieve the reference concentration of cref = 1 mg ml−1 in the
tumour. Specifically, Ψ (s, t) = Π (s)cv(s)t, where Ψ is related to the target cref = 1 mg ml−1. Furthermore,
if cv and Π are almost uniform in space, cv(s) = cv, Π (s) = Π , it is also obtained cref = (2πRΠcvt +
πR2cv)|Λ|. Using this equation, approximate estimates of the systemic concentration required to match
cref are determined. After performing the simulation for each test case, we have adjusted the dosage, cinj,
such that the desired final VMN concentration within the slab is achieved, which then resulted in the
data of table 2.

3.2. Description of the results
Employing the previously described computational model, the following analyses have been carried out:

(i) Quantifying the distribution of nanoparticles within the tumour as a function of the circulation
times, namely 40 min, 12, 24 and 48 h. The results are presented in figure 2. In particular, figure 2a
presents the nanoparticle concentration in the blood flow (cv), and figure 2b presents the density
of nanoparticles adhering to the vessel walls (Ψ ). All the cases have the same cref = 1 mg ml−1 at
the final simulation time, which corresponds with the circulation time.

(ii) Analysis of the temperature maps associated with the AMF stimulation of VMNs as a function
of the circulation times, namely 40 min, 12, 24 and 48 h. For all the tested cases, the tumour slab
is exposed to an AMF only for 20 min of the circulation period. The results are shown in figure 3.

(iii) Comparison of temperature maps within the tumour slab for treatments with IONPs and VMN
for a 48 h circulation time. We recall that for IONPs we do not adopt the mass transport model
(2.2), but the specific model for small particles already developed in a companion study [31]. In
particular, the model for IONP differs from (2.2) because it incorporates particle extravasation,
diffusion and transport in the interstitial space. The temperature maps are presented in figure 4.
The top panel is for the IONPs, whereas the lower panel is for VMNs.
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40 min

cv (mg ml–1)

342.8

12 h

24 h 48 h

24 h 48 h

40 min 12 h

281.15
219.5
157.85
96.2

cv (mg ml–1)

28.7
28.645
28.56
28.476
28.36

7.24
7.2262
7.2091
7.192
7.172

cv (mg ml–1)

y (1 cm–2)
1.07296 × 109

8.048 × 108

5.366 × 108

2.684 × 108

214297

y (1 cm–2)
1.6297 × 109

1.222 × 109

8.147 × 108

4.073 × 108

331328

y (1 cm–2)
1.63466 × 109

1.226 × 109

8.172 × 108

4.086 × 108

332549

y (1 cm–2)
1.6197 × 109

1.215 × 109

8.097 × 108

4.048 × 108

328874

cv (mg ml–1)

14.44
14.417
14.383
14.349

14.3

(b)

(a)

Figure 2. Particle concentration in the bloodflow, cv, (a) and concentration of particles adhering to the capillarywalls,Ψ , (b) for 40min,
12 h, 24 h and 48 h of VMNs circulation time.

Table 2. Required VMN systemic concentrations, cinj, for reaching cref = 1mgml−1 using different particle circulation times.

circ. time cinj (kg m−3) % of cv in cref % ofΨ in cref
40min 342.8 44.87 55.13

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

12 h 28.7 3.76 96.24
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

24 h 14.44 1.89 98.11
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

48 h 7.24 0.95 99.05
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Figure 3. Maps of temperature increase above 37◦C for 40min, 12 h, 24 h and 48 h of VMNs particle circulation time.

3.3. Particle distribution and concentration maps
In figure 2, the volumetric concentration of nanoparticles within blood (cv) and the surface density of
nanoparticles adhering to the capillaries (Ψ ) are plotted for different circulation times. Indeed, in order
to have the same cref = 1 mg ml−1 at the final time point, the shorter is the circulation time, the larger
have to be the injected concentration of nanoparticles, cinj, and the volumetric concentration in blood, cv.
This is shown in figure 2a where cv steadily decreases as the circulation time increases. Note also that the
spatial distribution of cv along the vasculature is not affected by the circulation times (figure 2a), implying
a direct scaling between vascular concentrations and circulation times. Conversely, the surface density
of adhering nanoparticles grows moderately as the circulation time increases, as shown in figure 2b.
The most significant finding is that a very large VMNs injection concentration is required to achieve the
target of cref = 1 mg ml−1 when the short-term protocol is adopted. This delivery approach is obviously
inefficient, as it does not exploit the persistence of VMNs in the circulation. By contrast, long-term
delivery protocols feature much better performances, because the same target is reached with lower
concentrations of injected VMNs.

Quantitative data on the volumetric concentrations and surface density of nanoparticles are provided
in the third and fourth columns of table 2. The contribution of Ψ and cv to the value of cref = (2πRΠcvt +
πR2cv)|Λ| at the end of circulation period is studied. As the circulation time increases, the role of cv
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IONP injection, 40 min circulation

cv(mg ml–1)
6.9357
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12.03

12
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10.79
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11

10.79

6

4

2

0.00653

VMN injection, 48 h circulation

Figure 4. Maps of temperature increase above 37◦C for IONPs injection for 40min studied in [31] compared with VMN delivery and
circulation for 48 h.

becomes almost negligible compared with Ψ . In other words, for long particle circulation time, particle-
to-wall interaction (adhesion) is the main driving force for nanoparticle accumulation within the slab.
Furthermore, figure 2a shows that for long nanoparticle circulation time, the vascular concentration
of nanoparticles, cv, is almost uniform. For this reason, the approximate relation cref ≃ 2πRΠcinjt is
accurate and as a result the systemic concentration, cinj, turns out to be inversely proportional to the
particle circulation time. As a result, the most effective case is the 48 h, which features the longest
duration.

3.4. Temperature maps
Temperature distribution maps are presented in figure 3. As previously mentioned, for all tested cases,
the AMF exposure and in turn heat generation in the tumour tissue occurred within the last 20 min of
the circulation time. First, it can be observed that temperature maps are similar in that the reference
concentration of magnetic material is fixed to be cref = 1 mg ml−1 for all cases. In the case of 40 min, the
maximum temperature reached in the slab is of 11.34◦C, while for longer times it goes up to 12.03◦C,
only 6% higher than in the previous case.

3.5. Comparison of temperature maps for iron oxide nanoparticle and vascular magnetic
nanoconstruct injection

In figure 4, the temperature distribution within the tumour slab for IONPs (40 min circulation) and VMNs
with 48 h of circulation time are compared. In both cases, the reference concentration of cref = 1 mg ml−1

in the tumour slab is reached at the end of the circulation time. Similar systemic concentrations cinj are
also used in these protocols. In the VMN case, table 2 shows that cinj = 7.24 kg m−3 of magnetic material
is used in the systemic circulation, while in [31] cinj = 6.94 kg m−3 of magnetic material were used for the
simulations of IONPs in the same conditions. These data show that these two simulation protocols are
almost equivalent in terms of input conditions.

For IONPs, figure 4 confirms the findings of Nabil et al. [31], where it is shown that for tumour
slabs sufficiently large, an inhomogeneous particle distribution and temperature fields are generated.
More precisely, a definite temperature gradient is observed, from the inflow to the outflow sections
of the vasculature. The results reported in figure 4 for VMN show that this delivery method lowers
the temperature heterogeneity in the tumour tissue. In particular, a uniform level of hyperthermia is
obtained in the slab, with the highest value of temperature increase in the middle of the region of
interest, where heat loss is lower compared with the tissue boundaries and the density of capillaries is
higher. In conclusion, provided that the capillary network is evenly perfusing the tumour, VMN delivery
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guarantees uniform hyperthermia levels, rather insensitive to the direction of the microcirculation and
interstitial flow.

4. Conclusion
A new mathematical model has been developed to investigate the coupled heat and mass transfer at the
level of tumour microenvironment. Basic balance and constitutive laws have been adopted to simulate
the interactions among the main compartments of the tumour tissue. The main contribution of the
computational framework is that flow and heat transfer in the capillary and interstitial medium are
coupled for simulations performed using a microvasculature configuration based on physiological data.

The simulations suggest that network topology and particle distribution along the microvasculature
are the key factors in VMN delivery approach, because they affect the temperature field within the
tumour tissue. Since VMN extravasation is unlikely, we observe that the density of particles decorating
the arterial wall is directly proportional to time. This suggests that efficient delivery protocols for VMN
should allow for a significant time lag between particle injection and exposure to the alternating magnetic
field and consequent heating.

Finally, a comparison has been made between the 48 h VMN delivery protocol, and the case of
40 min bolus injection of iron oxide nanocrystals (IONPs). These two cases are quite similar in terms
of the required injection dosage of IONPs. However, different mechanisms governing these two injection
approaches result in distinct behaviours of temperature increase and different temperature distributions
within the slab. In particular, for the IONP injection method, a clear temperature gradient within the slab
was observed with the higher temperature occurring at the inflow section of the slab. In contrast to the
IONP injection approach, the mechanisms governing VMN delivery is such that interstitial blood flow
and microcirculation barely affect the level of hyperthermia. In fact, the key parameter for VMN delivery
is the topology of the microvasculature. Since the capillaries spread rather uniformly within the tumour
slab, a nearly constant hyperthermia level is obtained throughout the tissue.

Although the novel mathematical model provides a better understanding of the mechanisms
governing tumour hyperthermia, there is still room for further improvements. For example, as
previously remarked, the assumptions at the basis of Poiseuille equation are quite restrictive and they do
not completely fit to microcirculation. A more detailed asymptotic analysis of Navier–Stokes equations
in the limit of low Reynolds numbers may inform about better approximations of flow in highly tortuous
and leaky channels. For mass transport, the contribution of VMNs to oncotic pressure gradients, which
may affect the fluid balance between the vascular and interstitial compartments, should be carefully
investigated. From a more general perspective, we envision two concurrent directions of development.
One arises observing that in the present approach the virtual tumour model is isolated. In fact, the
proposed model does not account for all the possible interactions of the malignant tissue with the
surrounding microenvironment. It also does not take into account the role of tissue metabolism on the
final delivered dosage of IONPs and consequently on the level of hyperthermia. Coupling the current
model with other ones that account for the mass and heat metabolism at the systemic level will be a
future direction of improvement. In particular, we will consider extensions of the model where the VMNs
systemic concentration enforced at the endpoints of the vasculature, as well as their circulation time, are
not constant but progressively decrease due to particle sequestration into surrounding organs.

The second limitation consists in the difficulty of determining the model coefficients. In particular, the
interaction of VMN with the vascular wall is modelled here through the vascular adhesion parameter,
which describes the macroscopic effect of many complex phenomena. A more advanced approach,
currently under development, is the combination of the mass and heat transport models with accurate
microscale simulations for the interplay of a single particle with blood flow and the arterial wall.

In conclusion, the present model, which addresses tumour hyperthermia through a mesoscale
approach, will surely benefit from integration with macro- and micro-scale complementary models, in a
comprehensive multi-scale description of VMN transport and heat generation.

Ethics. This work complies with the Research Ethics requirements of Politecnico di Milano and Pennsylvania State
University. This work did not involve any fieldwork, animal or human subjects.
Data accessibility. This work did not involve any experimental data.
Authors’ contributions. The authors have equally contributed to the conception and design of this study. Both of them
contributed on the development of the computational solver. M.N. performed the numerical simulations and
visualized the output data. M.N. and P.Z. have discussed the results, designed, and wrote the draft. They have revised
the draft and approved the final version for submission.
Competing interests. The authors declare that they have no competing interests.

 on October 10, 2016http://rsos.royalsocietypublishing.org/Downloaded from 

http://rsos.royalsocietypublishing.org/


14

rsos.royalsocietypublishing.org
R.Soc.opensci.3:160287

................................................
Funding. This work did not benefit from any external funding sources.
Acknowledgements. The authors are grateful to Dr Antonio Cervadoro and Dr Paolo Decuzzi (PI), Nanotechnology for
Precision Medicine Laboratory, Italian Institute of Technology, Genova, Italy, for the generous support in the review
of the manuscript.

References
1. Gannon CJ et al. 2007 Carbon nanotube-enhanced

thermal destruction of cancer cells in a noninvasive
radiofrequency field. Cancer 110, 2654–2665.
(doi:10.1002/cncr.23155)

2. Hildebrandt B, Wust P, Ahlers O, Dieing A,
Sreenivasa G, Kerner T, Felix R, Riess H. 2002 The
cellular and molecular basis of hyperthermia. Crit.
Rev. Oncol./Hematol. 43, 33–56. (doi:10.1016/S1040-
8428(01)00179-2)

3. Pennes HH. 2002 Heating the patient: a promising
approach? Ann. Oncol. 13, 1173–1184. (doi:10.1093/
annonc/mdf280)

4. Winter A, Laing J, Paglione R, Sterzer F. 1985
Microwave hyperthermia for brain tumors.
Neurosurgery 17, 387–399. (doi:10.1227/00006123-
198509000-00001)

5. Yi GQ, Gu B, Chen LK. 2014 The safety and efficacy of
magnetic nano-iron hyperthermia therapy on rat
brain glioma. Tumor Biol. 35, 2445–2449.
(doi:10.1007/s13277-013-1324-8)

6. Badylak SF, Babbs CF, Skojac TM, Voorhees WD,
Richardson RC. 1985 Hyperthermia induced vascular
injury in normal and neoplastic tissue. Cancer 56,
991–1000. (doi:10.1002/1097-0142(19850901)
56:5<991::AID-CNCR2820560503>3.0.CO;2-5)

7. Gonzalez Gonzalez D, van Dijk JDP, Blank LE, Rümke
P. 1986 Combined treatment with radiation and
hyperthermia inmetastatic malignant melanoma.
Radiother. Oncol. 6, 105–113. (doi:10.1016/S0167-
8140(86)80016-0)

8. Kim JH, Hahn EW, Tokita N, Nisce LZ. 1977 Local
tumor hyperthermia in combination with radiation
therapy. I. Malignant cutaneous lesions. Cancer 40,
161–169. (doi:10.1002/1097-0142(197707)
40:1<161::AID-CNCR2820400127>3.0.CO;2-A)

9. Petryk AA, Giustini AJ, Gottesman RE, Kaufman PA,
Jack Hoopes P. 2013Magnetic nanoparticle
hyperthermia enhancement of cisplatin
chemotherapy cancer treatment. Int. J. Hyperth. 29,
845–851. (doi:10.3109/02656736.2013.825014)

10. DS Kapp, GM Hahn, RW Carlson. 2000 Principles of
hyperthermia. In Cancer medicine e.5, 5th ed. (eds
RC Bast Jr et al.). Ontario, BC: Decker Inc.

11. Wust P, Hildebrandt B, Sreenivasa G, Rau B,
Gellermann J, Riess H, Felix R, Schlag PM. 2002
Hyperthermia in combined treatment of cancer.
Lancet Oncol. 3, 487–497. (doi:10.1016/S1470-
2045(02)00818-5)

12. Jain RK. 1980 Temperature distributions in normal
and neoplastic tissues during normothermia and
hyperthermia. Ann. N Y Acad. Sci. 335, 48–66.
(doi:10.1111/j.1749-6632.1980.tb50736.x)

13. Volpe BT, Jain RK. 1982 Temperature distributions
and thermal response in humans. I. Simulations of
various modes of whole-body hyperthermia in
normal subjects.Med. Phys. 9, 506–513.
(doi:10.1118/1.595115)

14. Van Den Berg PM, De Hoop AT, Segal A, Praagman
N. 1983 A computational model of the
electromagnetic heating of biological tissue with

application to hyperthermic cancer therapy. IEEE
Trans. Biomed. Eng. 30, 797–805. (doi:10.1109/TBME.
1983.325081)

15. Roemer RB, Cetas TC. 1984 Applications of bioheat
transfer simulations in hyperthermia. Cancer Res.
44 (Suppl. 10), 4788–4798.

16. Dughiero F, Corazza S. 2005 Numerical simulation of
thermal disposition with induction heating used for
oncological hyperthermic treatment.Med. Biol. Eng.
Comput. 43, 40–46. (doi:10.1007/BF02345121)

17. Bayazitoglu Y, Kheradmand S, Tullius TK. 2013 An
overview of nanoparticle assisted laser therapy. Int.
J. Heat Mass Transf. 67, 469–486. (doi:10.1016/j.
ijheatmasstransfer.2013.08.018)

18. Gobin AM, Watkins EM, Quevedo E, Colvin VL, West
JL. 2010 Near-infrared-resonant gold/gold sulfide
nanoparticles as a photothermal cancer therapeutic
agent. Small 6, 745–752. (doi:10.1002/smll.
200901557)

19. Lu W et al. 2011 Effects of photoacoustic imaging
and photothermal ablation therapy mediated by
targeted hollow gold nanospheres in an orthotopic
mouse xenograft model of glioma. Cancer Res.
71, 6116–6121. (doi:10.1158/0008-5472.CAN-10-
4557)

20. O’Neal DP, Hirsch LR, Halas NJ, Payne JD, West JL.
2004 Photo-thermal tumor ablation in mice using
near infrared-absorbing nanoparticles. Cancer Lett.
209, 171–176. (doi:10.1016/j.canlet.2004.02.004)

21. Dombrovsky LA, Timchenko V, Jackson M. 2012
Indirect heating strategy for laser induced
hyperthermia: an advanced thermal model. Int. J.
Heat Mass Transf. 55, 4688–4700. (doi:10.1016/j.
ijheatmasstransfer.2012.04.029)

22. Rosensweig RE. 2002 Heating magnetic fluid with
alternating magnetic field. J. Magn. Magn. Mater.
252, 370–374. (doi:10.1016/S0304-8853(02)00706-0)

23. Bulte JWM, Kraitchman DL. 2004 Iron oxide MR
contrast agents for molecular and cellular
imaging. NMR Biomed. 17, 484–499. (doi:10.1002/
nbm.924)

24. Laurent S, Bridot J-L, Elst LV, Muller RN. 2010
Magnetic iron oxide nanoparticles for biomedical
applications. Future Med. Chem. 2, 427–449.
(doi:10.4155/fmc.09.164)

25. Pankhurst QA, Thanh NKT, Jones SK, Dobson J. 2009
Progress in applications of magnetic nanoparticles
in biomedicine. J. Phys. D Appl. Phys. 42, 224001.
(doi:10.1088/0022-3727/42/22/224001)

26. Fortin J-P, Wilhelm C, Servais J, Ménager C, Bacri
J-C, Gazeau F. 2007 Size-sorted anionic iron oxide
nanomagnets as colloidal mediators for magnetic
hyperthermia. J. Am. Chem. Soc. 129, 2628–2635.
(doi:10.1021/ja067457e)

27. Huber DL. 2005 Synthesis, properties, and
applications of iron nanoparticles. Small 1, 482–501.
(doi:10.1002/smll.200500006)

28. Kallumadil M, Tada M, Nakagawa T, Abe M,
Southern P, Pankhurst QA. 2009 Suitability of
commercial colloids for magnetic hyperthermia. J.

Magn. Magn. Mater. 321, 1509–1513.
(doi:10.1016/j.jmmm.2009.02.075)

29. Kumar CSSR, Mohammad F. 2011Magnetic
nanomaterials for hyperthermia-based therapy
and controlled drug delivery. Adv. Drug Delivery
Rev. 63, 789–808. (doi:10.1016/j.addr.2011.
03.008)

30. Huang HC, Rege K, Heys JJ. 2010 Spatiotemporal
temperature distribution and cancer cell death in
response to extracellular hyperthermia induced by
gold nanorods. ACS Nano 4, 2892–2900.
(doi:10.1021/nn901884d)

31. Nabil M, Decuzzi P, Zunino P. 2015Modelling mass
and heat transfer in nano-based cancer
hyperthermia. R. Soc. open sci. 2, 150447.
(doi:10.1098/rsos.150447)

32. Cervadoro A, Giverso C, Pande R, Sarangi S, Preziosi
L, Wosik J, Brazdeikis A, Decuzzi P. 2013 Design
maps for the hyperthermic treatment of tumors
with superparamagnetic nanoparticles. PLoS ONE 8,
e57332. (doi:10.1371/journal.pone.0057332)

33. Pennes HH. 1948 Analysis of tissue and arterial
blood temperatures in the resting human forearm.
J. Appl. Physiol. 1, 93–122.

34. Keangin P, Vafai K, Rattanadecho P. 2013
Electromagnetic field effects on biological
materials. Int. J. Heat Mass Transf. 65, 389–399.
(doi:10.1016/j.ijheatmasstransfer.2013.06.039)

35. Khaled A-RA, Vafai K. 2003 The role of porous media
in modeling flow and heat transfer in biological
tissues. Int. J. Heat Mass Transf. 46, 4989–5003.
(doi:10.1016/S0017-9310(03)00301-6)

36. Mahjoob S, Vafai K. 2009 Analytical characterization
of heat transport through biological media
incorporating hyperthermia treatment. Int. J. Heat
Mass Transf. 52, 1608–1618. (doi:10.1016/j.ijheat
masstransfer.2008.07.038)

37. Secomb TW, Pries AR. 2011 The microcirculation:
physiology at the mesoscale. J. Physiol. 589,
1047–1052. (doi:10.1113/jphysiol.2010.201541)

38. D’Angelo C. 2012 Finite element approximation of
elliptic problems with Dirac measure terms in
weighted spaces: applications to one- and
three-dimensional coupled problems. SIAM
J. Numer. Anal. 50, 194–215. (doi:10.1137/1008
13853)

39. D’Angelo C, Quarteroni A. 2008 On the coupling of
1d and 3d diffusion-reaction equations: application
to tissue perfusion problems.Math. Models Methods
Appl. Sci. 18, 1481–1504. (doi:10.1142/S0218202508
003108)

40. Cattaneo L, Zunino P. 2014 A computational model
of drug delivery through microcirculation to
compare different tumor treatments. Int. J. Numer.
Methods Biomed. Eng. 30, 1347–1371. (doi:10.1002/
cnm.2661)

41. Cattaneo L, Zunino P. 2014 Computational models
for fluid exchange between microcirculation and
tissue interstitium. Netw. Heterogeneous Media 9,
135–159. (doi:10.3934/nhm.2014.9.135)

 on October 10, 2016http://rsos.royalsocietypublishing.org/Downloaded from 

http://dx.doi.org/doi:10.1002/cncr.23155
http://dx.doi.org/doi:10.1016/S1040-8428(01)00179-2
http://dx.doi.org/doi:10.1016/S1040-8428(01)00179-2
http://dx.doi.org/doi:10.1093/annonc/mdf280
http://dx.doi.org/doi:10.1093/annonc/mdf280
http://dx.doi.org/doi:10.1227/00006123-198509000-00001
http://dx.doi.org/doi:10.1227/00006123-198509000-00001
http://dx.doi.org/doi:10.1007/s13277-013-1324-8
http://dx.doi.org/doi:10.1016/S0167-8140(86)80016-0
http://dx.doi.org/doi:10.1016/S0167-8140(86)80016-0
http://dx.doi.org/doi:10.3109/02656736.2013.825014
http://dx.doi.org/doi:10.1016/S1470-2045(02)00818-5
http://dx.doi.org/doi:10.1016/S1470-2045(02)00818-5
http://dx.doi.org/doi:10.1111/j.1749-6632.1980.tb50736.x
http://dx.doi.org/doi:10.1118/1.595115
http://dx.doi.org/doi:10.1109/TBME.1983.325081
http://dx.doi.org/doi:10.1109/TBME.1983.325081
http://dx.doi.org/doi:10.1007/BF02345121
http://dx.doi.org/doi:10.1016/j.ijheatmasstransfer.2013.08.018
http://dx.doi.org/doi:10.1016/j.ijheatmasstransfer.2013.08.018
http://dx.doi.org/doi:10.1002/smll.200901557
http://dx.doi.org/doi:10.1002/smll.200901557
http://dx.doi.org/doi:10.1158/0008-5472.CAN-10-4557
http://dx.doi.org/doi:10.1158/0008-5472.CAN-10-4557
http://dx.doi.org/doi:10.1016/j.canlet.2004.02.004
http://dx.doi.org/doi:10.1016/j.ijheatmasstransfer.2012.04.029
http://dx.doi.org/doi:10.1016/j.ijheatmasstransfer.2012.04.029
http://dx.doi.org/doi:10.1016/S0304-8853(02)00706-0
http://dx.doi.org/doi:10.1002/nbm.924
http://dx.doi.org/doi:10.1002/nbm.924
http://dx.doi.org/doi:10.4155/fmc.09.164
http://dx.doi.org/doi:10.1088/0022-3727/42/22/224001
http://dx.doi.org/doi:10.1021/ja067457e
http://dx.doi.org/doi:10.1002/smll.200500006
http://dx.doi.org/doi:10.1016/j.jmmm.2009.02.075
http://dx.doi.org/doi:10.1016/j.addr.2011.03.008
http://dx.doi.org/doi:10.1016/j.addr.2011.03.008
http://dx.doi.org/doi:10.1021/nn901884d
http://dx.doi.org/doi:10.1098/rsos.150447
http://dx.doi.org/doi:10.1371/journal.pone.0057332
http://dx.doi.org/doi:10.1016/j.ijheatmasstransfer.2013.06.039
http://dx.doi.org/doi:10.1016/S0017-9310(03)00301-6
http://dx.doi.org/doi:10.1016/j.ijheatmasstransfer.2008.07.038
http://dx.doi.org/doi:10.1016/j.ijheatmasstransfer.2008.07.038
http://dx.doi.org/doi:10.1113/jphysiol.2010.201541
http://dx.doi.org/doi:10.1137/100813853
http://dx.doi.org/doi:10.1137/100813853
http://dx.doi.org/doi:10.1142/S0218202508003108
http://dx.doi.org/doi:10.1142/S0218202508003108
http://dx.doi.org/doi:10.1002/cnm.2661
http://dx.doi.org/doi:10.1002/cnm.2661
http://dx.doi.org/doi:10.3934/nhm.2014.9.135
http://rsos.royalsocietypublishing.org/


15

rsos.royalsocietypublishing.org
R.Soc.opensci.3:160287

................................................
42. Bao G et al. 2014 USNCTAM perspectives on

mechanics in medicine. J. R. Soc. Interface 11,
20140301. (doi:10.1098/rsif.2014.0301)

43. Haddish-Berhane N, Rickus JL, Haghighi K. 2007 The
role of multiscale computational approaches for
rational design of conventional and nanoparticle
oral drug delivery systems. Int. J. Nanomed. 2,
315–331.

44. Perdikaris P, Grinberg L, Karniadakis GE. 2016
Multiscale modeling and simulation of brain blood
flow. Phys. Fluids 28, 021304. (doi:10.1063/1.
4941315)

45. Taffetani M, de Falco C, Penta R, Ambrosi D, Ciarletta
P. 2014 Biomechanical modelling in nanomedicine:
multiscale approaches and future challenges. Arch.
Appl. Mech. 84, 1627–1645. (doi:10.1007/s00419-
014-0864-8)

46. SchuffMM, Gore JP, Nauman EA. 2013 Amixture
theory model of fluid and solute transport in the
microvasculature of normal and malignant tissues.
I. Theory. J. Math. Biol. 66, 1179–1207. (doi:10.1007/
s00285-012-0528-7)

47. SchuffMM, Gore JP, Nauman EA. 2013 Amixture
theory model of fluid and solute transport in the
microvasculature of normal and malignant tissues.
II. Factor sensitivity analysis, calibration, and
validation. J. Math. Biol. 67, 1307–1337.
(doi:10.1007/s00285-012-0544-7)

48. Shipley RJ, Chapman SJ. 2010Multiscale modelling
of fluid and drug transport in vascular tumours.
Bull. Math. Biol. 72, 1464–1491. (doi:10.1007/s11538-
010-9504-9)

49. Penta R, Ambrosi D, Quarteroni A. 2015Multiscale
homogenization for fluid and drug transport in
vascularized malignant tissues.Math. Models
Methods Appl. Sci. 25, 79–108. (doi:10.1142/S021
8202515500037)

50. Penta R, Ambrosi D. 2015 The role of the
microvascular tortuosity in tumor transport
phenomena. J. Theoret. Biol. 364, 80–97.
(doi:10.1016/j.jtbi.2014.08.007)

51. Secomb TW, Hsu R, Braun RD, Ross JR, Gross JF,
Dewhirst MW. 1998 Theoretical simulation of
oxygen transport to tumors by three-dimensional
networks of microvessels. Adv. Exp. Med. Biol. 454,
629–634. (doi:10.1007/978-1-4615-4863-8_74)

52. Popel AS, Greene AS, Ellis CG, Ley KF, Skalak TC,
Tonellato PJ. 1998 The Microcirculation Physiome

Project. Ann. Biomed. Eng. 26, 911–913.
(doi:10.1114/1.112)

53. Notaro D, Cattaneo L, Formaggia L, Scotti A, Zunino
P. 2016 Amixed finite elementmethod for modeling
the fluid exchange between microcirculation and
tissue interstitium. In Advances in discretization
methods: discontinuities, virtual elements, fictitious
domain methods (eds G Ventura, E Benvenuti), pp.
3–25. Cham, Switzerland: Springer International
Publishing. (doi:10.1007/978-3-319-41246-7_1).

54. Baxter LT, Jain RK. 1989 Transport of fluid and
macromolecules in tumors. I. Role of interstitial
pressure and convection.Microvasc. Res. 37, 77–104.
(doi:10.1016/0026-2862(89)90074-5)

55. Blake TR, Gross JF. 1982 Analysis of coupled intra-
and extraluminal flows for single and multiple
capillaries.Math. Biosci. 59, 173–206. (doi:10.1016/
0025-5564(82)90022-0)

56. Skalak R, Keller SR, Secomb TW. 1981Mechanics of
blood flow. J. Biomech. Eng. 103, 102–115.
(doi:10.1115/1.3138253)

57. Fleischman GJ, Secomb TW, Gross JF. 1986 The
interaction of extravascular pressure fields and fluid
exchange in capillary networks.Math. Biosci. 82,
141–151. (doi:10.1016/0025-5564(86)90134-3)

58. Flieschman GJ, Secomb TW, Gross JF. 1986 Effect of
extravascular pressure gradients on capillary fluid
exchange.Math. Biosci. 81, 145–164. (doi:10.1016/
0025-5564(86)90114-8)

59. Secomb TW, Hsu R, Park EYH, Dewhirst MW. 2004
Green’s function methods for analysis of oxygen
delivery to tissue by microvascular networks. Ann.
Biomed. Eng. 32, 1519–1529. (doi:10.1114/B:ABME.
0000049036.08817.44)

60. Baxter LT, Jain RK. 1990 Transport of fluid and
macromolecules in tumors. II. Role of
heterogeneous perfusion and lymphatics.
Microvasc. Res. 40, 246–263.
(doi:10.1016/0026-2862(90)90023-K)

61. Soltani M, Chen P. 2013 Numerical modeling of
interstitial fluid flow coupled with blood flow
through a remodeled solid tumor microvascular
network. PLoS ONE 8, e67025. (doi:10.1371/
journal.pone.0067025)

62. Intaglietta M, Silverman NR, Tompkins WR. 1975
Capillary flow velocity measurements in vivo and in
situ by television methods.Microvasc. Res. 10,
165–179. (doi:10.1016/0026-2862(75)90004-7)

63. Curry FE. 1984Mechanics and thermodynamics of
transcapillary exchange. In Hand book of physiology,
ch. 8 (eds EM Renkin, CC Michel), pp. 309–374.
Bethesda, MD: American Physiological Society.

64. Friedman MH. 2008 Principles and models of
biological transport. New York, NY: Springer.

65. Hossain SS, Hughes TJR, Decuzzi P. 2014 Vascular
deposition patterns for nanoparticles in an
inflamed patient-specific arterial tree. Biomech.
Model. Mechanobiol. 13, 585–597. (doi:10.1007/
s10237-013-0520-1)

66. Jain RK, Tong RT, Munn LL. 2007 Effect of vascular
normalization by antiangiogenic therapy on
interstitial hypertension, peritumor edema, and
lymphatic metastasis: insights from a mathematical
model. Cancer Res. 67, 2729–2735.
(doi:10.1158/0008-5472.CAN-06-4102)

67. Hobbs SK, Monsky WL, Yuan F, Roberts WG,
Griffith L, Torchilin VP, Jain RK. 1998 Regulation of
transport pathways in tumor vessels: role of
tumor type and microenvironment. Proc. Natl Acad.
Sci. USA 95, 4607–4612. (doi:10.1073/pnas.95.
8.4607)

68. Decuzzi P, Ferrari M. 2006 The adhesive strength of
non-spherical particles mediated by specific
interactions. Biomaterials 27, 5307–5314.
(doi:10.1016/j.biomaterials.2006.05.024)

69. Hossain SS, Hughes TJR, Decuzzi P. 2013 Vascular
deposition patterns for nanoparticles in an
inflamed patient-specific arterial tree. Biomech.
Model. Mechanobiol. 13, 585–597.
(doi:10.1007/s10237-013-0520-1)

70. Renard Y, Pommier J. 2012 GetFEM++: a generic
finite element library in C++, version 4.2. See
http://download.gna.org/getfem/
html/homepage/.

71. Gizzatov A et al. 2014 Hierarchically structured
magnetic nanoconstructs with enhanced relaxivity
and cooperative tumor accumulation. Adv. Funct.
Mater. 24, 4584–4594. (doi:10.1002/adfm.
201400653)

72. Key J et al. 2015 Soft discoidal polymeric
nanoconstructs resist macrophage uptake and
enhance vascular targeting in tumors. ACS
Nano 9, 11 628–11 641. (doi:10.1021/acsnano.
5b04866)

 on October 10, 2016http://rsos.royalsocietypublishing.org/Downloaded from 

http://dx.doi.org/doi:10.1098/rsif.2014.0301
http://dx.doi.org/doi:10.1063/1.4941315
http://dx.doi.org/doi:10.1063/1.4941315
http://dx.doi.org/doi:10.1007/s00419-014-0864-8
http://dx.doi.org/doi:10.1007/s00419-014-0864-8
http://dx.doi.org/doi:10.1007/s00285-012-0528-7
http://dx.doi.org/doi:10.1007/s00285-012-0528-7
http://dx.doi.org/doi:10.1007/s00285-012-0544-7
http://dx.doi.org/doi:10.1007/s11538-010-9504-9
http://dx.doi.org/doi:10.1007/s11538-010-9504-9
http://dx.doi.org/doi:10.1142/S0218202515500037
http://dx.doi.org/doi:10.1142/S0218202515500037
http://dx.doi.org/doi:10.1016/j.jtbi.2014.08.007
http://dx.doi.org/doi:10.1007/978-1-4615-4863-8_74
http://dx.doi.org/doi:10.1114/1.112
http://dx.doi.org/doi:10.1007/978-3-319-41246-7_1
http://dx.doi.org/doi:10.1016/0026-2862(89)90074-5
http://dx.doi.org/doi:10.1016/0025-5564(82)90022-0
http://dx.doi.org/doi:10.1016/0025-5564(82)90022-0
http://dx.doi.org/doi:10.1115/1.3138253
http://dx.doi.org/doi:10.1016/0025-5564(86)90134-3
http://dx.doi.org/doi:10.1016/0025-5564(86)90114-8
http://dx.doi.org/doi:10.1016/0025-5564(86)90114-8
http://dx.doi.org/doi:10.1114/B:ABME.0000049036.08817.44
http://dx.doi.org/doi:10.1114/B:ABME.0000049036.08817.44
http://dx.doi.org/doi:10.1016/0026-2862(90)90023-K
http://dx.doi.org/doi:10.1371/journal.pone.0067025
http://dx.doi.org/doi:10.1371/journal.pone.0067025
http://dx.doi.org/doi:10.1016/0026-2862(75)90004-7
http://dx.doi.org/doi:10.1007/s10237-013-0520-1
http://dx.doi.org/doi:10.1007/s10237-013-0520-1
http://dx.doi.org/doi:10.1158/0008-5472.CAN-06-4102
http://dx.doi.org/doi:10.1073/pnas.95.8.4607
http://dx.doi.org/doi:10.1073/pnas.95.8.4607
http://dx.doi.org/doi:10.1016/j.biomaterials.2006.05.024
http://dx.doi.org/doi:10.1007/s10237-013-0520-1
http://download.gna.org/getfem/html/homepage/
http://download.gna.org/getfem/html/homepage/
http://dx.doi.org/doi:10.1002/adfm.201400653
http://dx.doi.org/doi:10.1002/adfm.201400653
http://dx.doi.org/doi:10.1021/acsnano.5b04866
http://dx.doi.org/doi:10.1021/acsnano.5b04866
http://rsos.royalsocietypublishing.org/

	Introduction
	Models and methods
	Flow
	Mass transport model
	Heat transfer model
	Computational solver

	Results and discussion
	Protocols for simulated experiments
	Description of the results
	Particle distribution and concentration maps
	Temperature maps
	Comparison of temperature maps for iron oxide nanoparticle and vascular magnetic nanoconstruct injection

	Conclusion
	References

