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ABSTRACT

Context. The Gaia-ESO Survey (GES) is a large public spectroscopiegat the European Southern Observatory Very Large Tepesc

Aims. A key aim is to provide precise radial velocitieR\s) and projected equatorial velocitiess(ni) for representative samples of Galactic
stars, that will complement information obtained by theaGstrometry satellite.

Methods. We present an analysis to empirically quantify the size dsttidution of uncertainties iRV andvsini using spectra from repeated
exposures of the same stars.

Results. We show that the uncertainties vary as simple scaling fanstdf signal-to-noise ratics{N) andvsini, that the uncertainties become
larger with increasing photospheric temperature, buttti@tiependence on stellar gravity, metallicity and age ekw€&he underlying uncertainty
distributions have extended tails that are better repteddsy Student’s t-distributions than by normal distribog.

Conclusions. Parametrised results are provided, that enable estimfities BV precision for almost all GES measurements, and estimatie of
vsini precision for stars in young clusters, as a functior8gifl, vsini and stellar temperature. The precision of individual 8fjN GESRV
measurements is 0.22-0.26 Jendependent on instrumental configuration.

Key words. stars: kinematics and dynamics — stars: open clusters aodiasons: general

1. Introduction also been released to ESO through the second Gaia-ESO phase

: . _ 3 and will soon be available to the general community.
The Gaia-ESO survey (GES) is a large public survey programme ¢ 4

carried out at the ESO Very Large Telescope (UT-2 Kueyen) . . .
with the FLAMES multi-object instrument (Gilmore etal. 291 1 he GES data products include stellar radial velocité)(
Randich & Gilmore 2013). The survey will obtain high- and"d projected rotation velocities/gini). A thorough under-
intermediate-resolution spectroscopy-of (° stars, the majority standing of the uncertaintiesRV andvsini is an essential com-
obtained at resolving powers Bf~ 17 000 with the GIRAFFE Ponent of many aspects of the GES programme. For instance,
spectrograph (Pasquini et al. 2002). The primary objestive the GES data are capable of resolving the kinematics of clus-
to cover representative samples of all Galactic stellarufpop €rS and star forming regions, but becauseReuncertainties
tions, including thin and thick disc, bulge, halo, and stars ar€ not negligible compared with the observed kinematie dis

clusters at a range of ages and Galactocentric radii. The: Spgersion, an accurate deconvolution to establish intriokister
tra contain both chemical and dynamical information forstes  Velocity profiles, mass-dependent kinematic signaturets ata-

faint asV ~ 19 and, when combined with complementary inforlion etc. relies on a detailed knowledgg of fR¥ uncertainties
mation from the Gaia satellite, will provide full 3-dimeosial (-9 Cottaar, Meyer & Parker 2012 fffees et al. 2014; Lardo
velocities and chemistry for a large and representativepmof €t @l- 2015; Sacco et al. 2015). Searching for binary mendfers
stars. The GES began on 31 December 2011 and will contirf/#Sters and looking for outliers iRV space also requires an un-
for approximately 5 years. There are periodic internal adere d€rstanding of the uncertainty distribution in order toimyzse
nal data releases, and at the time of writing, data from tise fis€@rch criteria and minimise false-positives. Similarlyerting
18 months of survey operations have been analysed andedled8€ Projected rotation velocity distribution to a true taia ve-

to the survey consortium for scientific exploitation — the¢end  10City distribution (e.g. Chandrasekhar & Minch 1950; foaf

internal data release”, known as iDR2. Part of the same daa h€t a@l- 2006) or comparison of the rotation velocity disttibos
of different samples requires an understanding of how uncer-

* Based on observations collected with the FLAMES spectpigea  tainties invsini broaden the observed distribution and impose
VLT/UT2 telescope (Paranal Observatory, ESO, Chile), for tha-Gaa lower limit to the rotation that can be resolved (Frascal.et a
ESO Large Public Survey (188.B-3002). 2015).
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These examples illustrate that not only does one wish Table 1. Numbers of short and long term repeat GIRAFFE ob-
know the level of uncertainty iRV andvsini as a function of servations of RV and/sini used for open clusters with order
stellar spectral type, the spectrum signal-to-noise régiiN), sorting filter HR15N.
the rotation rate and possibly other variables, but it is &ls-
portant to understand whether the uncertainties are noraia}

tributed or perhaps have extended tails that might be begger  Name Age  Ref Number of repeat observations
resented in some other way (e.g. Cottaar et al. 2014). Tre=pro (Myr) Rr\]/’r?/NTi Vsr:”'r’t >5 krlnns
dures for reducing and analysing the GES spectra will bg full ferom tgrrg ferom tgrn?]
detailed in fo_rthcommg data rglease papers, t_)ut ultlmatgi. Rho Ophiuchi 1 1 557 33 3 >
RVs andvsini are estimated with a detailed chi-squared fitting chamaeleon | 2 2 817 81 108 22
procedure (Koposov et al. in prep and Sect. 2.3). Fittingethh¢  Gamma Velorum 6 3 1719 523 382 30
tainties can of course be computed, but these are often minac4665 30 4 448 25 43 1
contributors to the overall repeatability of the measuneimand NGC2264 3 5 2010 333 717 142
therefore underestimate the total uncertainty. In thisespape = NGC2516 140 6 853 134 266 36
empirically determine the uncertainties and their probability dis-NGC2547 35 7 1045 515 321 164
tribution based upon repeated measurements of the saraénstar NGC6633 600 8 1403 243 103 14
Field giants — 112 9 30 2

GES. Our analysis is limited to the90 per cent of spectra mea-

sured with the GIRAFFE spectrograph and deals only with thgyies References. (1) Luhman & Rieke (1999); (2) Luhman (2007);
precision of the measurements, rather than their absolute acegy jefries et al. (2009); (4) Manzi et al. (2008); (5) Naylor (200®)
racy. Meynet, Mermilliod & Maeder (1993); (7) Jeies & Oliveira (2005);

In Sect. 2 we describe the GES data and the database of(8Strobel (1991)
peat measurements f&® andvsini that is available for char-
acterising their uncertainties. In Sect. 3 we show how tftedi
ences irRV andvsini measured between repeated observations Most targets in the halo, bulge and disc fields are observed
can be used to determine the underlying distribution of mesas using both filters HR10 and HR21. The main goals here are
ment uncertainty, represented by simple scaling functtbas to provide accurate stellar parameters and chemical abun-
depend or5/N andvsini. In Sect. 4 we investigate how these dances.
scaling functions alter with stellar properties. Sect. Bsiders . ) ,
how the measurement uncertainties change fietint obser- ~ GES fields are usually observed in observation blocks (OBs)
vational configurations within GES. In Sect. 6, we conclude a COMPrising two science exposures of equal duration. In-addi
provide parametric formulae and deients that allow an esti- tion, for filters HR10 and HR15N a short "simcal” exposure is

mation of theRV andv'sini precision of GES measurements. interleaved between the science exposures. The “simcaEreb
vation illuminates five dedicated fibres with a Thorium-Ango

(ThAr) lamp, providing a means of monitoring the wavelength
calibration. In the HR21 observations, this role was fdtlby

2. Repeat measurements of radial velocities and R . s "
. . .. emission lines in the sky spectra and no “simcal” exposuersw
projected rotation velocities performed.

2.1. GES observations

The GES employs the FLAMES fibre-fed, multi-object instru?'z' Data reduction

ment, feeding both the UVES high-resolutidd { 45000) and Full details of the GES GIRAFFE data reduction will be given
GIRAFFE intermediate resolutioiR(~ 17 000) spectrographs.in a forthcoming paper (Lewis et al., in prep.). In brief, tlagv
More than 90 per cent of the spectra are obtained with GIRAFffata frames are corrected for a bias level using zero exgosur
and we deal only with these data here. The Medusa fibre systgias frames and the resulting images are divided by noraethlis
allows the simultaneous recording of spectra frerh00 stars in  daytime tungsten lamp exposures to remove pixel-to-pixet s
each pointing. The stars in a single pointing are usualigteel sitivity variations. The multiple spectra in each CCD fraare
by scientific interest (a cluster or a bulge field etc.) andetoviraced using the tungsten lamp exposures and then extnasted
a limited range of brightness (usually less than a 4 mageituithg the optimal algorithm described by Horne (1986). Gives t
spread). A further 15 fibres are normally allocated to patchegeadout noise and gain of the CCD, this algorithm also yiatds
of blank sky. estimatedS/N in the extracted spectral pixels, and it is this esti-
The GIRAFFE spectrograph permits the recording of a linmate that is propagated through subsequent analysis stagps |
ited spectral range and this is selected through the usedef oring to the final reporte®/N of the spectra. Extracted day-time
sorting filters. Eight of these have been used in the GES (HR8ngsten lamp spectra are used to correct the overall sHape o
HR5A, HR6, HR10, HR11, HR14A, HR15N, HR21), each othe spectrum and calibrate the individual transmissificien-
which records a spectrum over a fixed wavelength range, aies of each fibre. The wavelength calibration proceedegin t
though just three filters (HR10, HR15N, HR21) are used for tletages. Deep exposures of a daytime ThAr lamp are used to de-
large majority of observations: fine a polynomial relationship between extracted speciralp
and wavelength. Then, for observations using filters HR10 or
— Most observations of targets in clusters and star forming rdR15N the wavelength calibration is modified by dfset deter-
gions are made using order sorting filter HR15N. The waveiined from the positions of prominent arc lines in the nigite
length range of this filter (6444-6816A) includes both the H"simcal” exposures. For observations using filter HR21 tfie o
and lithium lines and can provide useful information on theet applied to the wavelength calibration is determineahftoe
effective temperaturdig), gravity (logg), age and magnetic position of prominent emission lines in the sky spectra.cBpe
activity of the target stars (Lanzafame et al 2015). are rebinned into 0.05A pixels using this wavelength sotuti
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and sky is subtracted using a median of the sky spectra ¢edrec
for the difering responses of each fibre.

2.3. Radial velocity and projected rotation velocity estimates

served using the same Giffa fibre in the same configura-
tion and are calibrated using the same wavelength solution.
In this case the uncertainty is expected to be caused primar-
ily by noise in the target spectra and inherent uncertaintie
in the reduction and analysis processes. Any drift in wave-

The resulting survey spectra are processed and analysed bylength calibration over time, perhaps due to temperature or
working groups organised in a workflow described by Gilmore ~pressure changes, is expected to be small since the time dela

et al. (2012). TheRV andvsini estimates used in this report

between exposures is alway3000 s and normally1500s;

are determined using a pipeline developed by the Cambridge there should also be no movement of the fibres and any ef-

Astronomical Survey Unit (CASU) which follows the general

fects due to imperfect scrambling in the fibre or changing

method described by Koposov et al. (2011). Details of the hour angle (see Sect. 6) should also be small. The assump-
pipeline used to analyse the GES data will be described in a tion is also made that any significant velocity shifts due to

forthcoming paper (Koposov et al. in preparation). A firstpa

binary motion on such short timescales will be rare enough

used a standard cross-correlation method with a grid of syn- to be neglected.

thetic template spectra at a range of temperatures, noitebi
and gravities (Munari et al. 2005) to give an initRW estimate.

— Long-term repeatsare where uncertainties are estimated by

comparing the mean values BV andvsini measured in

The second pass used a direct modelling approach that fits eac one OB with those measured for the same target sec-

spectrum with a low-order polynomial multiplied by a templa
spectrum, with th&®V, vsini, T, logg, metallicity and polyno-

ond OB, where the fibre allocation and configuration on the
plate is changed between OBs. In this case the empirical un-

mial codficients as free parameters. The best fit parameter set iscertainties are due to the combineftieets of noise in the

found by chi-squared minimisation with emission lines exed
from the fitting process. The fitting process is then repeaged
ing a finer grid to determine optimum values®¥ andvsini
with the other parameters held constant at their previcdestigr-
mined values.

spectra, the analysis techniques plus any external uircerta
ties in the wavelength calibration or possiblyfdrences due

to the particular fibre used for a target or the hour angle of
the observation. Binary motion may also contribute to any
observed velocity shifts. A subset of these long-term repea

The chi-squared minimisation yields an estimate of the un- observations were observations of the same star taken on the
certainty in the best fit parameters. However, in the case of Same night but in a dlierent fibre configuration. These are

GES data, this under-estimates the measurement uncgriaint

invaluable in assessing the relative importance of bisade

part due to the analysis step where spectra are re-binned butthe velocity shifts.

chiefly due to systematic uncertainties in wavelength cafibn
(Jefries et al. 2014). For this reason an empirical determinatio
of the measurement precision is preferred; the measurament
certainty is estimated by comparing repeated measurernénts
RV andvsini for the same star.

2.4. Selected data

To empirically characterise tHeV andvsini uncertainties and

how they depend on stellar parameters requires a database co
taining a large number of repeat observations of the same sta

and a broad range of stellar types and rotational broadeRarg
these reasons, and especially to ensure a rangsiof, we ini-
tially focused on GES data for eight open clusters that wére o

The data used in comparingV measurements were se-
lected to haveS/N >5 (for the combined spectra in an
OB) and those data used to compagni have S/N >5
andvsini > 5kms™. Table 1 shows the number of short
and long term comparisons &V andvsini available for
each cluster. Table 2 shows the time, date, field centre co-
ordinates, exposure times and numbers of targets for each
of the Girdfe OBs used in this paper. Values®¥, vsini,

S/N and stellar properties are taken from the iDR2 iteration
of analysis of the GES data, first released by the Cambridge
Astronomical Unit to the GES working groups in May 2014
and subsequently placed in the GES archive at the Wide
Field Astronomy Unit at Edinburgh University

served using the HR15N filter. These clusters have ages in theNormalised distributions of measurement

range 1 to 600 Myr (see Table 1), covering both pre-main se-

guence and main sequence objects. Only a fraction of thettarg

uncertainty

in each pointing will be actual cluster members, but we expdeigures 1 and 2 show the general characteristics ofothe
that cluster members will dominate any subsample of lowsmaserved RV precision, which is defined by the distribution of
stars with highvsini, since older field stars are not expected tgg, = ARV/ V2, the change iRV betweenshort-term repeat
rotate quickly. To provide a sample with older ages and lowghjs of observations for individual targets divided #g. Figure

gravities, a field consisting mainly of red giants, observede-

1 showgERry| for ~8500 short term repeats. There is a strong de-

peated occasions as part of the GES-CoRoT collaboratio®, Wandence o/N and vsini such that the measurement precision

included.

cannot be represented by a distribution dependent on jesbion

The data were restricted to observations made with tWRese parameters. Figure 2 compares the distributioBgofor
equal length exposures per OB. Since this is the usual modesgyt- and long-term repeats. The peak height is reducethand
GIRAFFE observations this leads to no significant loss o&dafy|| width half maximum (FWHM) is increased for long-termre
Using this standard arrangement simplifies the analysissénd peats. There is thus an apparent increase in measurement unc
lows two distinct classes of measurement uncertainty toléee-i tainty for targets with higtS/N when compared to the precision

tified:

— Short-term repeatsare where empirical estimates of uncer:
tainties are obtained by compariRy andvsini values for
individual targets derived from spectra measured in each

assessed using short-term repeats of the same stars.

Our general approach is to dividgy (and the correspond-

ing Eysini) by some function of the target, signal and spectro-
%rfa\ph properties, in order to identify the underlying nolisead

the individual exposurewithin an OB. The targets are ob-

1 http/gegroe.ac.uk
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Table 2.Log of VLT/Flames observations used in the analysiR@fandv sini measurement precision. The full list is available as
Supplementary Material to the on-line version of this paper

Filter Date uT RA (J2000) Dec (J2000) Exposure  Number  Numbé&Huster
observation field centre field centre time (s)  exposures €farg code
HR15N 2012-02-15 03:07:58.00 08:10:59.3 -47:37:03.5 600 111 gam2vel
HR15N 2012-02-15 03:42:56.00 08:09:20.0 -47:35:46.3 600 112 gam2vel
HR15N 2012-02-15 04:18:23.00 08:07:20.6 -47:41:06.0 600 81 gam2vel

NNNNN

HR15N 2012-03-15 03:43:29.00 11:21:01.7 -76:23:40.7 600 29 Cha-l
HR15N 2012-03-16 01:39:44.00 11:21:01.7 -76:23:40.8 600 29 Cha-l
5 5
- vsini < 10 km/s 10 < vsini <30 km/s
4 4 L
@ 0 0.20
) I c
= = 2 0.1
5 5. 2 0.15
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b
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Fig. 2. Comparison of the probability density &y for short-
and long-term repeats (see Tables 1 and 2) using ordengorti
filter HR15N. The black line shows results for short-term re-
peats (i.e. pairs of observations within the same OB). The re
histogram shows results for long-term repeats (i.e. sp@dtihe
same targets but taken fromfidirent OBs where individual tar-
gets are allocated toftierent fibres).

Fig.1. The empirical uncertainty irRV precision Ery =
ARV/ V2) estimated from the change RV between short-term
repeat observations of cluster targets (see Tables 1 argiry) u
order-sorting filter HR15N. The size of the symbol indicates
measured value ofsini.

distributions of measurement precision. If the underlydigdri- s case (also see Appendix A), tR¥ precision for short term
butions are Gaussian then these normalising functi®gsand repeats should scale as

Svsini, would correspond to the standard deviationg&gf and
Eysini as a function o5/N, vsini and stellar propertieSgy and (1 + ([vsini]/C)?)¥4

Svsini, are used here in a more general sense in order to normafksso = B SN , (1)
the Ery andE, i distributions to an as yet unknown underlying
distribution which could be non-Gaussian. whereC ~ 0.895c/R,, R, is the resolving power of the spectro-

Initially, we make the simplifying assumption that the norgraph.cis the speed of light anB is an empirically determined
malising functions depend only on t&£N andvsini of the tar- parameter that will depend on the type of star being observed
get star and on the spectrum resolution and pixel size, warieh This is consistent with the variation of uncertainty in Rvtlwi
set by the GIRAFFE order-sorting filter. SN predicted by Butler et al. (1996) for photon limited errors

In the case of long-term repeats there is an additional eontr

- ) bution to the measurement uncertainty due to variationsivew
3.1. Normalising functions length calibration. This is independent /N andvsini and
RV andvsini are estimated by matching the wavelengffset therefore ad(_:is a fixed compone_mlin ql_Jadrature to the short
and line width of a rotationally broadened template spectia term uncertainty such that the distributionEfy for long-term
the measured spectrum. To assess the dependency of umigert§¢Peats scales as;
in RV on S/N andvsini it can be shown (see Appendix A) that
the distribution ofEgy values measured from short term repeaSry = /A% + SEN , (2)
scales approximately according W6*2/(S/N) whereW is the ’
FWHM of individual lines in a template spectrum, rotatidgal whereA will be an empirically determined constant aBcand
broadened to match the line width of the measured spectrumd are as defined in Eq. 1.
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The relative precision ofvsini used in this paper is de-
fined asEysini = Avsini/ V2(vsini) (i.e. afractional precision),

where Avsini is the change between repeat observations and

(vsini) is their mean value. To find the normalising function
for the Eyqini distribution we make the assumption thatin-
creases as a function vini according to the rotational broad-
ening function given by Gray (1984) and that the uncertaimty
W varies asW®?/(S/N). In this case the uncertainty for short-
term repeats (see Appendix A) scales as;

(1 + ([vsini]/C)?)%4
(S/N) ([vsini]/C)? ~

Svsini,O = (3)
Again, a constant term is added in quadrature to accountfor a
ditional sources of uncertainty present in the case of lemgy
repeats, such that the distributiontfsi,; scales as;

Svsini = Y o+ S\%sini,o > (4)

wherea andB will be empirically determined constants a@ds
the same function of spectral resolution featured in Eq. 1.

3.2. Parameters for normalising the RV measurement
precision

Parameters, B andC defining the normalising functioBry are
fitted to match the measured distributionkd, using a dataset
of 8,429 repeat observations, wiYN >5, taken using filter
HR15N. Since we expect (and it turns out) that the distrindi
of these quantities aneot Gaussians and have significant non-
Gaussian tails, we choose to use the median absolute deviati
(MAD) to characterise the observed distribution, rathantthe
square root of the mean variance which could be heavily tiase
by outliers. An estimate for the standard deviation thetofed

by noting that the MAD of a Gaussian distribution is 0.674lsu

that MAD/0.674 gives an estimate of the standard deviation. As

we shall see, the distributions more closely follow Stueint
distributions withv degrees of freedom, for which we determine
(by Monte Carlo simulation) the corresponding correctiofis
0.82 forv = 2, 0.77 forv = 3 and 0.72 fow = 6. Uncertainties
in the standard deviations (68 per cent confidence intéraala
function of sample size are also estimated using the saméaeMon
Carlo simulations.

Defining A, B andC is then done in three steps.

1. B is found by finding the MAD of Ery x (S/N)/(1 +

3.

In fact the uncertainty on the fitted slope is largely due @ th
relatively small proportion of fast rotating stars. Forsthéa-
son, having confirmed that the data are consistent with the
theory in Appendix A, we prefer to use the theoretical value
of C rather than an uncertain empirical value. The theoret-
ical value for paramete€ is a minimum that assumes any
broadening of the spectral lines beyond the spectral resolu
tion is due to rotation. This is reasonable for most types of
star in the GES, given the modest resolution of the GIRAFFE
spectra, but ilC were underestimated then we would over-
estimate the increase in measurement uncertaintywsithi
(see Eq. 1).

Figure 3c shows the cumulative distribution function (CDF)
of Ery for short-term repeats normalised why,o, together
with the CDF of a unit Gaussian distribution. The distribu-
tion of measurement uncertainties follows the Gaussian dis
tribution over the central region-Q < Ery/Srvo < 1), but
larger uncertainties are more frequent than predicted &y th
Gaussian. The measured distributionEg§, /Sryo is better
represented by a Student’s t-distribution with- 6 degrees

of freedom,v. This value ofv represents the integer value
that provides the best fit to the normalised uncertainty of
short-term repeats at the 5th and 95th percentiles (se8)-ig.
Having determined this, steps (1) and (2) are iterated, di-
viding the MADs by the appropriate factor of 0.72 (for a
Student’s t-distribution withy = 6) to estimate a true stan-
dard deviation and produce the final results.

The value ofA that is added in quadrature 8y, is set to

A =0.25+0.02kms?. This value is chosen so that the nor-
malised CDF of observdak, found from long-term repeats,
Erv/Srv, matches the normalised distribution of uncertainty
from short-term repeatsEgy/Srvo), but only between the
upper and lower quartiles. We choose only to match this
range because the tails of the distribution eqeected to be
different owing to the likely presence of binaries. We show in
Sect. 4.3 that this assumption is justified because the&-distr
bution of Ery/Sry for those “long-term” repeats where the
repeat observations were taken on the same observing night
is indistinguishable from that &gy /Sgrv,o for short-term re-
peats both in the core and the tails of the distribution.

The value ofA defines the minimum level of uncertainty that
can be achieved for GES spectra with higN.

Figure 3a shows an increase in the estimated valugfof

S/N > 100. This does not significantlyffact the estimate of
parameter#,, B andC described above but does reflect the vari-

([vsini]/C)?)%4, using the theoretical value 6fdetermined ation of Bwith stellar properties. Lowes/N bins contain a mix
in Appendix A C = 15.8 kms! for filter HR15N, and see Of stars such that variations 8fwith stellar properties average
step (2) below). Figure 3a shows valuesBdstimated from Out. However the smaller samples in the higiN bins contain

data in equal bins d&/N. ForS/N < 100 the average values@ higher fraction of stars with largéfe; and, as we show in
per bin are close t8 = 5.0km s for the full data set. There Sect. 4.1Bincreases witfT;. The blue crosses in Fig. 3a show

is more scatter fo8/N > 100 but the variation is not exces-Tef-corrected value8 as a function ofS/N , using the values
sive considering the larger uncertainties due to the smalféiscussed in Sect. 4.1 and reported in Table 3. These show a
numbers of data per bin. This indicates that the function@ore uniform variation o8 with S/N.

form of the normalising function derived in Appendix A is
applicable to the GIRAFFRYV data.
2. Cis then checked by comparing the curveSaf;o x (S/N),

3.3. Parameters for normalising the vsini precision

calculated using “empirical” values & andC fitted to the Constantsy, 8 andC that define the normalising functi@y sjn;
measured values &gy x (S/N) as a function of/sini, with  are fitted to match the measured distributiofefin; for a subset
the curve predicted usinB andC based on the theoreticalof the data comprising 2004 observations witini > 5km st
value ofC determined in Appendix A. Figure 3b shows thafgain, parameters are evaluated in three steps with the MAD
these two curves are very similar for the two methods, inddeing used to estimate the true standard deviations andhttie a
cating that the theoretical value 6fcan be used to predictysis being iterated once the true distributionEf;ni /Sysini 1S

the scaling of measurement uncertaintyRy with vsini .

known.
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Fig. 3. Analysis of the empirical uncertainty for short-term rejpalaservations oRV using filter HR15N. The solid line in plot (a)
shows the variation dEgy x (S/N)/(1 + ([vsini]/C)?)** with S/N. The horizontal line indicates the value of param&sn Eq. 1
fitted to the full dataset. Blue crosses show the estimatkas8 as a function ofS/N corrected for the measured variation®f
with T (see Sect. 4.1 and Table 3). Plot (b) shows the variatidBzgfx S/N with vsini. The solid line show the relationship
predicted using the theoretical value ©@fand the value oB from plot (a). The dashed line shows a curve of similar fuocdi

form using parametei andC fitted to the binned data. In plots (a) and (b) the y-axis shamwestimate of the standard deviation
based on the MAD divided by 0.72 (see Sect. 3.2). Plot (c) sttbe cumulative probability distribution (CDF) of the nalised
uncertainty inRV for short-term repeats. The red solid line shows resultsfeasured data, the dashed line shows the cumulative
distribution of a Gaussian with unit dispersion, and therdiad symbols show the cumulative distribution functiondd@tudent’s
t-distribution withv=6.

1. First g is found by determining the MAD of spectra with higls/N and largevsini. This optimum result
Evsini(S/N)([vsini]/C)?/(1 + ([vsini]/C)?)%4, using is most readily achieved in spectra witsini = 2C (i.e.
the theoretical value of determined in Appendix A. The 31kms?). Figure 4b shows that, for a given/(§, frac-
variation of the uncertainty witls/N shows some scatter  tional uncertainties rise at both higher and lower values of
(see Fig.4a) and consequently there is s per cent vsini, and rise drastically fovsini < 10kms? due to the
uncertainty in the estimated value®f limited spectral resolution.

2. C is then checked by comparing the measured values of

Evsinix(S/N) as a function of'sini with the curve predicted  Figyre 4a shows an increase in the estimated valygfof
usings andC based on the theoretical value@tietermined 5N = 100 due to the higher proportion of hotter stars in this
in Appendix A. Figure 4b shows reasonable agreement hgn This variation is reduced when the estimated valug isf

tween the semi-empirical curve and the measured data is5rected for the measured variationmwith Ter discussed in
dicating that a scaling function of the for8ysini using the  sect. 4.4 and reported in Table 3.

theoretical value of can be used to predict the variation of
measurement uncertainty wigyN andv sini.
Figure 4c shows the CDF d,sini/Svsini,o for short-term .
regeats. This shows a more pronounced tail than the néf-The Effect of Stellar Properties
malised distribution oEgy precision (Fig. 3c) such that ajn Sect. 3 the constants defining the normalising funct®gs
broader Student’s t-distribution with=2 IS a better fit to the andsvsini were estimated by fitting data from an inhomogeneous
CDF between the 5th and 95th percentiles. set of stars. The values obtained represent average vaiubis

3. Finally, the value ofr that represents theffect of wave- section we determine how these “constants” vary with stella
length uncertainty for long term repeats is found by matcyroperties, in particulales, gravity, metallicity, and age. We
ing the normalisedysini/Sysini distribution from 463 long- make the simplifying assumption that uncertainties:w and
term repeats with the equivalent distribution for the shorsini scale withS/N andvsini as described in the last section
term repeats between the upper and lower quartiles, giviggd that only the parameteBsn Eq. 1 and3 in Eq. 3 depend on
a = 0.047+ 0.003. This corresponds to the minim#mc-  stellar properties. This follows because parameteasda rep-
tional uncertainty invsini that can be obtained from GESyesent uncertainties due to changes in wavelength catbrat
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Fig. 4. Analysis of the empirical uncertainty for short-term rejpebservations of/sini using order-sorting filter HR15N. Plot
(a) shows the variation d&,sini x (S/N)([vsini]/C)?/(1 + ([vsini]/C)?)>* with S/N . The horizontal line indicates the value of
parametep in Eq. 3 fitted to the full dataset. Blue crosses show the @déthvalueg as a function ofS/N corrected for the
measured variation gf with Ter (See Sect. 4.4 and Table 3). Plot (b) shows the variatids, gf; x S/N with vsini. The solid line
show the relationship predicted using the theoreticalevalC and the value g8 from plot (a). In plots (a) and (b) the y-axis shows
an estimate of the standard deviation based on the MAD divinle0.82 (forv=2, see Sect. 3.3). Plot (c) shows the cumulative
probability distribution (CDF) of the normalised uncentiin vsini for short-term repeats. The red solid line shows results for
measured data, the dashed line shows the cumulative distritof a Gaussian with unit dispersion, and the diamondmtsshow

the cumulative distribution function for a Student’s ttdisution with v=2.

with time and fibre configuration, and parame@should de- 4.2. Variation of Sgy with gravity, metallicity and age

pend only on the spectral resolution (Eqg. A4).

Values of logg and [F¢H] (labelled adogg andFeH in the GES
archive) obtained from a detailed spectral analysis by tB& G
working groups are presently available for about 75 peroént
the targets observed with order sorting filter HR15N. Anialgs
Values of Ter determined from an analysis of the iDR2 specthese data in bins of lag(see Fig. 6a) shows only-a25 per-
tra are available in the GES archive for 75 per cent of HR158&ént change in the estimated value of paramBtever a 2 dex
targets considered in this paper. It is labellegfin the archive. range in logy. Analysis in bins of [FgH] (see Fig. 6b) shows
TheEgy values are divided between 5 evenly spaced bins of tesnsimilarly small change iB with metallicity over the range
perature between 3000K and 7000 K and analysed as describtahetallicities -k[Fe/H]<1. Below this, the estimated value of
in section 3.2. The results in Fig. 5 show a slow increase parameteB appears to increase sharply with decreasingHFe
B with temperature foll e < 5200K such thaB is within 10  but in truth there are too few data points for filter HR15N with
per cent of the mean value in Fig. 3b. However, above 5200 fce/H]<-1 to estimate paramet&with any degree of accuracy.
B increases rapidly with temperature to twice its mean vatueWe confirmed that any variation seen in Fig. it due to dif-
Ter ~ 7000K. ferences in temperature — the median valuelogfeff are very

The dashed lines in Fig. 5 also show results plotted as a fugénilar in all binned subsamples.

tion of the "template” temperature (known in the GES arclaise Although the fundamental cause of any variatiorRef pre-
logTeff). This is the logarithm of the temperature of the best-fitision with age would likely be due to the evolution of lgg
synthetic spectrum that was used to deternififeandvsini in  in pre-main sequence stars, it is nevertheless importacdne
the pipeline. This is likely to be less accurate thanThede- firm that the prescription for calculatingV precision is valid
rived from a full spectral analysis, but a key advantage & that all ages, since studying the dynamics of young clustess is
it is available for all iDR2 targets with RV andvsini. In fact, key GES objective. Figure 7 shows the variatiorBafith stellar
the B values estimated using the "template” temperature havege. The adopted ages for cluster stars are those givenlmTab
very similar trend withTe¢ and so may be used directly to es¥or this plot, we attempted to separate genuine cluster rasmb
timate temperature-dependent value8&ndSgy where these from field objects by selecting accordingRY. For most cluster
are required. datasets there was a cleRY peak corresponding to the clus-

4.1. Variation of Sry with effective temperature
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certainty inRV (Sry) with effective temperature. The solid line th fljl 3 é &
shows results for filter HR15N as a function s (see section T 4f 3 :]: 522 N & 216000
4.1). Dashed lines show results for filters HR10, HR15N and g 2 T &
HR21 as a function of the temperature of the template sp@ctru @ '113 § 3 }," o
fitted in the CASU pipeline (see Sect. 2.3). Numbers equal the 3 19 7 e
sample size per bin. § . o =
2rg " " 75000
ter, so cluster members were selected from a rargem s R ®
either side of this peak with little contamination. Howeveo Ol ) 4000
selection byRV was made for the COROT sample or for the 00 05 10 15 20 25 3.0
cluster NGC6633, since neither showed a clear peak in their log (age in Myr)

RV distributions. We assume these datasets contain mos#y old
(> 1 Gyr) field stars. Figure 7 shows in any case that thererig. 7. variation of parameteB of the scaling function for un-
a weak dependence & on age. However, it can be seen thagertainty inRV (Sgy) with target age for observations with order
this small variation is directly linked to the decreasingdiae Sorting filter HR15N. Square Symbo]s show the value8dbr
temperatures of the cluster samples at younger ages. targets identified as possible cluster members from Réiver-
sus the nominal age of the cluster (see Table 1). No seleltion
4.3. Variation of Sry with time between observations RV is made for NGC6633 or COROT anq we assume the stars
- RV have mean ages 1 Gyr. The dotted line indicates the median
In our model of RV uncertainty we assume that represents value of Teg (right hand axis values) for members identified in
some additional uncertainty arising from random changes §&¢h cluster.
wavelength calibration with time and th&ects of changes in
fibre allocation. We fittedA, using the interquartile range of
the uncertainty distribution in long-term repeats, in dfomt The dfect of binaries is far more apparent in the tails of the
to avoid modelling tails that might be due to binary motiordistributions. Figure 8b compares CDFs of the normalised di
This simplifying assumption can be tested by plotting valag tribution of measurement uncertainty derived from the gean
A determined for samples with increasing timéeliences be- in RV between short-term repeats, normalised V8t (EQ.
tween observations. Figure 8a shows that the valued#pends 1), with (i) all the long-term repeats, with uncertaintiesrn
only weakly on the time between observations, increasiognfr malised toSgy (Eg. 2); (i) a separate distribution &ry/Sgy
0.23+ 0.02km s for measurements made infidirent configu- for just those long-term repeats where the repeat obsengati
rations on the same night to2® + 0.02km s for intervals of were on the same night (nullifying theffects of all but the
up to 100 days between observations. This confirms thafthearest, short-period binaries). By design, the three CDEsery
value is not unduly influenced by any binaries in the sample. close in the interquartile range; but while the CDF for long-
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Fig. 8. The dependence of the scaling function for uncertaingig. 9. Variation of the scaling function forsini with tempera-

in RV (Sgry) as a function of time between observations. Pldtire and time between observations. Plot (a) shows hovg the
(a) shows how scaling parameteraries with time between re- parameter in Eq. 3 varies withier. The solid line shows re-
peat observations. Numbers indicate size of the sampletosedults usingTes from a detailed spectral analysis; the dashed
determine A. Plot (b) shows the CDFs of the normalised disttine shows the results using the "template” temperature (se
bution of RV precision for short-term repeats (black line), longSect. 4.4). Labels indicate the sample size per bin. Plathbyws
term repeats (red line) and long term repeats where the -obsbe CDF of the normalised distributionsw$ini uncertainty for
vations were taken on the same observing night (blue dashsart and long term repeats. Also shown (as small diamosds) i
line). The CDFs for the short-term repeats and the long-temrStudent’s t-distribution with=2.

repeats within a night are indistinguishable using a tvileda

Kolmogorov-Smirnov test. o . .
4.4, Variation of Sygjni with temperature and time between

observations

In Fig. 9a we show howg, the parameter in the scaling function
governingvsini precision (see Eq.3), depends on stellar temper-
ature and the time between observations . The data wereedivid
into 5 equal bins of temperature. Results are shown using the
term repeats has a more pronounced tail, better described dgmperature derived from detailed spectral analyig$)(and the
Student’s t-distribution with'=3, the long-term repeats within best-fitting "template” temperaturbTeff). There appears to be
a night are indistinguishable (with a Kolmogorov-Smirnest) little variation with Tex below 6000 K using either temperature
from the short-term repeats, following a Student’s t-disttion estimate, but like the paramet®igoverningRV precision, there
with v = 6. This is consistent with a fraction of the sample beinig a rapid growth irB for hotter stars — by about a factor of 2 at
binary stars that show genuiR¥ changes between observation3 e+ ~ 7000K.
on timescales longer than a day. It also justifies an assompti  Figure 9b compares the CDF of the normalised measure-
that the true uncertainties in a single RV measurent arerbpst ment precision irvsini for short- and long-term repeats. There
resented by the = 6 Student’s t-distribution multiplied b$ry is much less dierence between these CDFs than that found be-
as given by Eg. 2. tween the short- and long-term repeat estimatédJoprecision.
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Table 3. Constants describing the scaling function of measure- ment of the spectrum on the detector in the dispersion direc-
ment precision irRV andvsini as a function of5/N andv sini tion, measured in pixels, rather than a fixed velocitfjeati

(see Eqgns. 2 and 4).

Characteristics of order sorting filter

ence. The number of physical CCD pixels contributing each
spectrum along the dispersion direction is 40965g@ =
40961A/cAA whereAA is the wavelength range of the filter
(see Table 3). In the case of filter HR14,= 0.25kms*

Filter HR10 HR15N HR21 . . . :
Mean () 5470 6630 8728 corresponds téyix = 0.061 pixels, which we will assume is
Resolution 19800 17000 16200 the same for the other filters.

E:P:r?et(é)s defining tﬁzoscaling fungtgxa, €q9.3) 504 Only constanB has to be found, and this can be done using the
A(kms1) 0.22:0.02  0.25.0.02 0.26:0.02 distribution of Erv found from short-term repeats. This allows
C(kms?) 13.6 15.8 16.6 the measurement precision BV for a given filter to be esti-
Average value 0B for the mix of stars analysed in this paper mated even when there are no long-term repeat measurements
B(kms?) 2.3 5.0 7.1 to make an independent empirical analysis. In the case efilt
Variation of B with template temperature (section 4.1) HR10 and HR21 it turns out that there are enough long-term re-
B (3200-4000K)  1.80.2 3.9:0.1 7.3:0.2 peat measurements, albeit over a restricted rangsiof values,

B (4000-4800K)  1.Z0.1 4.4:0.2 6.8:0.2 to test this hypothesis.

B (4800-5600K)  2.40.1 4.9:0.1 6.8:0.1 Figure 10 shows an analysis for all field stars that were ob-
B (5600-6400 K) 3.80.2 7.8:0.3 7.8:0.2

served in the GESAW fields. Figures 10a and d show the vari-
ation of the standard deviation &ky x S/N with vsini. Data
with largevsini values are few; therefore the error bars become

B (6400-7200K)  5.20.6 10.31.1 9.2:1.0
Parameters defining the scaling funct®gnn (Eq. 4)

a — 0.04%0.005 — AR . L .

C(kms?) . 15.8 . large with increasing sini. Even so, the curve co_rrespondlng
Average value of for the mix of stars analysed in this paper to the value ofB evaluated for the full data set using the value
B 0.63 of C predicted from Eq. A4 is consistent with the empirically

Variation of 8 with template temperature (section 4.4) measured uncertainties.

3 (3200-4000 K) — 0.520.02 — Figures 10b and e show how the standard deviation of
3 (4000-4800 K) — 0.680.04 — (Erv)(S/N)/(1 + ([vsini]/C)?)%* (estimated using the MAD)

B (4800-5600 K) — 0.620.08 — varies withS/N. For S/N < 100 both plots show reasonable

8 (5600-6400 K) — 0.880.06 — agreement (within 10 percent) between the measured data and
5 (6400-7200 K) — 1.220.15 —

the line showing a single value & evaluated for the full data
set using theroretical. Agreement is less good for data with
S/N > 100. However, any inaccuracy here will have little ef-
fect on the estimated uncertaintyRv for the majority of stars
which are slow rotators since, at high valuessgN, the uncer-

*Where C is calculated from Eq. 4 assuming a limb darkening
codficientu = 0.6 (Claret Diaz-Cordoves & Gimenez 1995).

This is not unexpected since measurementgsfii should be __. : : -
much less ffected by binarity. A Student’s t-distribution with tainty of these stars is dominated by the constant térm, the

v = 2 fits either the short- or long-term repeat CDFs equaIE/Xp.:.ehSeSSr’::)enaLO%F;\fu(esse ong?rs(; é%nk?nzgi for filter HR10 and
well. '

There are too few stars in our sample witkini > 5 kms* 7.1km stfor filter HR21, compared with 5.0 km%_for HR15N
for a detailed investigation of howmight vary with age, log i.e for spectra Wlth similaw sini andS/N RVs estimated from
or metallicity subsets ’ spectra tak_en with HR10 are more precise. _The temperature de
: pendence, illustrated in Fig. 5, is alsdfdrent in detail. Figures
6a and b show the variation & with logg and [F¢H]. The
trends are similar to the variation found for order sortinggfi

5. Measurement uncertainties using different - . . X
inst tal f i 9 HR15N i.eB is almost independent of gravity and changes only
instrumental configurations slowly with metallicity.

So far the analyses have been restricted to observatiohs wit ParameteAwas determined in two ways. First, it was deter-
the HR15N order-sorting filter. In this section we considepined using the measured data for the relatively small sawipl
how these results can be extended to the other GES obselQBg-term repeats as described in Sect. 3.1. This gavewalue
tional setups. We used all of the “GBSW” (GES Milky Way A = 0.18+ 0.02km st for filter HR10 and ®8 + 0.02km !
Programme) fields, consisting of more than 20,B80measure- for filter HR21. These compare with the predicted values of
ments from individual spectra taken with the HR10 and HRZQ.22kms* and 0.26kms! inferred by scaling thepix value -
filters. Unfortunately there are too few measurements tinoudetermined for filter HR15N by the ratio of their pixel sizes i
these filters withvsini > 5 kms to constrain the/sini preci- km s,
sion in the same way that was done for HR15n observations. ~ Figures 10c and 10f shows the CDFs of the normalised un-
These precision of the HR10 and HRRY measurements certainty for short- and long-term repeats using filters BRad
were compared with those predicted using the simple model ##R21 respectively. In each caSgy is evaluated using the ap-

scribed in Appendix A. For this comparison it is assumed: thatPropriate theoretical values éfandC and the mean empirical
value ofB determined for each filter, and these are inserted into

— The uncertainty iRV precision scales &gy (See Sect. 3.1) Eqns. 1 (for short-term repeats) or 2 (for long-term repeatso

— ParameterC characterising the dependence BY un- shownisthe CDF of a Student’s t-distribution witk= 6 which,
certainty onvsini depends on the spectral resolution aas for the HR15N data, appears to be an excellent representa-
0.895¢c/R, (see Eq. A4). tion of the distribution due to short-term repeats. The data

— ParameteA that determines the fllerence inRV precision sparse for long-term repeats, but the distributions apjodaave
for short- and long-term repeats corresponds to a displaceere extended tails, consistent with the idea that theyaiont

10
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Fig. 10. Analysis of the empirical uncertainty for short term repelagervations oRV using filter HR10 and HR21. Plots a and d
show the variation oEgy with vsini. Red lines show the curves predicted using the model val@ (ske Eq. A4). The dashed
lines shows the curves predicted using valueB ahdC fitted to the binned data. Plots b and e show the variationdrettimated
value of parameteB in Eq. 1 withS/N. Red lines show values & fitted to the full data set for each filter. Blue crosses shav th
estimated valueB as a function ofS/N corrected for the measured variation®fvith Tt (See Table 3). Plots ¢ and f shows the
normalised uncertainty for short term repeats and long tepeats. The black curve shows the CDF for short-term rep€éhé red
line shows the CDF for long-term repeats. Blue diamonds sh8wudent’s t-distribution with = 6, which matches the distribution
for short-term repeats well.

RV shifts due to binary systems. We do not haviisient datato whilst forvsini the uncertainty distribution can be approximated
test whether the uncertainty CDFs for long-term repeatsiwé by Eq. 4 multiplied by a normalised Student’s t-distributigith
night are similar to those for short-term repeats, but werass v = 2.

that, like the HR15N data, this will the case for data taketihwi

HR10 and HR21. Equations 2 and 4 decouple the influences of spectral type

and the spectrograpl, C anda are properties of the instru-
mental setup, whildB andg depend on the type of star observed.
The dependence on gravity, age and metallicity, over thgean
-1 <[FeH]< 1, is weak; but the temperature dependence be-
omes strong fofe¢ > 5200 K, such thaB andg increase with

We have shown that the normalisation functions given in Egs: . © o
(1) —(4) are reasonable descriptions of how uncertaintiédi &' and the precision worsens. This is presumably the result of a
decreasing number of strong, narrow lines in the spectratf h

andvsini scale withS/N andvsini. The recommended averal&er stars. The temperature depend&andg values are listed in

parameters oA, B, C defining the scaling function fdRV are ; , ; ,
given in Table 3 for observations performed with the thremmaTabIe 3 and should be used in conjunction with the mean values

instrumental configurations used for GIRAFFE observations of A, C anda. There are insflicient observations of stars with

- - ~vsini > 5 kms*! using order-sorting filters HR10 and HR21,
the GES. Average values of 5, andC that define the scaling S0 we cannot estimaefor such observations. It should also be

function forvsini are also given for filter HR15N. The uncer-_ . d that for reasons of sample size, the calibratio andg
tainties given by Egns. 2 andade not normally distributed; they is limited to 3200< Tor < 7200K.

have more extended tails. The uncertainty distributiomfgiven
observation ofRV is better represented by the value of Eq. 2 ParameteA is between 0.22 and 0.26 km'sdependent on
multiplied by a normalised Student’s t-distribution with= 6, instrumental setup, and represents the best precisiornwhiith

6. Discussion and Summary

11
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v Appendix A: Variation of measurement precision
(S,2,) for long-term repeats. pp 0

4. For accurate modelling oRV data one should us€gy with radial and projected rotation velocities

(Svsini) multiplied by a Student's t-distribution with = 6 \ve consider below how the measurement precisioR\6fand
(v = 2) as a probability distribution for the uncertainty. Morg,sini scale withS/N andvsini for short-term repeats where
crudely, a confidence interval can be estimated by mulifiere are no changes in setup or wavelength calibrationeestw
plying Sry (Svsini) by the appropriate percentile point of aypservations. We make the simplifying assumption that tee p
Student’s t-distribution withv = 6 (v = 2). For example, t0 ision in RV scales afry o W32/(S/N) whereW, is the
estimate a 68.3 per cent error bar, multiply by 1.09 (1.32), gywHM of a Gaussian profile representing the characterigtic a
for a 95.4 per cent error bar multiply by 2.51 (4.50). sorption line profile of the measured spectrum. This appnexé

Note that whilst the 68.3 per cent confidence intervals af@lation can be deduced from the results of Landman, Roussel
quite close to the value expected for a normal distributigh e Dupre and Tanigawa (1982). These authors showed that,dor th
standard deviation gy (Svsini), the 95.4 per cent confidenceldeal case of a Gaussian line profile of amplitedenean value
intervals are significantly larger due to the broader taflthe M and standard deviatios) sampled using binned data with a
Student's t-distributions. We do not recommend extrapiogat Uniform Gaussian noise of rms amplitudger bin, the statis-
these estimates to even larger confidence intervals sintravee tical uncertainties in the estimated valuesténds are given
few data with which to reliably constrain the distributicrtrese bY;
values. It seems likely that at the conclusion of GES thefke wi 2\V4 7 A\ L2
be suficient data (roughly 5 times as much) to significantly imy = = 5(_) (_X) (f) andos = o (A.1)
prove this situation. A larger dataset will also allow us tiody 7T S a
howvsini precision varies witlT¢; and logg and between dif-

. ; whereAy is the uniform bin width and\, << s.
fering observational setups.
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isWp = 1/R,, wherel is the mean wavelength aiR] the resolv- whereg is an empirically determined constant.

ing power of the spectrograph. For fast rotating stars trdthwi

of the spectral lines is increased by rotational broader@@rgy 1
(1984) gives the rotational broadening kernel as

W)/ 2 2
K(A):% % 1—(%) +(12;uz/3)(1—(%)) L(A.3)

5

whereA = A[vsini]/c, 1 is wavelength (over the rangeA <
A < A) anduis the limb darkening cdg&cient.

Convolving a spectrum with this kernel increases the FWHM

of individual linesapproximately asW = ,/Wé +(8In2)1%, s

where Aims is the rms of the broadening kerneh?(, =
[ A2Kda). Evaluatingyms from Eq. A3 gives; o

10

[ vsini\? vz 1
W =W 1+( c ) (A.4)

12

13

_(1-y3\Y2 o
whereC—(—1_7u/15) R, V2In2 14

A.2. Scaling of uncertainty in RV and vsini 1

To determine how the uncertainty in radial velociBgy scales °
with S/N andvsini we assumécgry « o, FOr a given spectra ;7
Ax andEW are independent aiV andS/N so that (from eqns.

A2 and A4)Egy scales withvsini andS/N as , 18

19

20

(1+ ([vsini]/C)?
S/N

)3/4

Srvo = (A.5)

21

whereB is an empirically determined constant a@ddepends
on Ry andu. A value ofu = 0.6 is used in this paper (Claret ,,
Diaz-Cordoves & Gimenez 1995) givirgy= 0.895c/R,.

The uncertainty in the estimated valuessini is determined 24
from the uncertainty in the estimated absorption line widtf
(egns. A2 and A4) as;

25

26

Cw
Ovsini = $ (A6) z

W2 JW2/W2 — 1 %

29

Using this expession the uncertainty in the normalisedevalu
vsini, (o oysini/[VSini]) scales withvsini andS/N as;

)5/ 4 33

(1+ ([vsini]/C)? A7)

Sysini,0 = (S/N)([vsini]/C)?2 ° 34
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