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ABSTRACT 

 

This work presents a new approach for detecting and isolating faults in nonlinear 

processes using independent neural network models. In this approach, an independent 

neural network is used to model the proton exchange membrane fuel cell nonlinear 

systems using a multi-input multi-output structure. This research proposed the use of 

radial basis function network and multilayer perceptron network to perform fault 

detection. After training, the neural network models can give accurate prediction of 

the system outputs, based on the system inputs. Using the residual generation concept 

developed in the model-based diagnosis, the difference between the actual and 

estimated outputs are used as residuals to detect faults. When the magnitude of these 

residuals exceed a predefined threshold, it is likely that the system is faulty. In order 

to isolate faults in the system, a second neural network is used to examine features in 

the residual. A specific feature would correspond to a specific fault. Based on features 

extracted and classification principles, the second neural network can isolate faults 

reliably and correctly. The developed method is applied to a benchmark simulation 

model of the proton exchange membrane fuel cell stacks developed at Michigan 

University. One component fault, one actuator fault and three sensor faults were 

simulated on the benchmark model. The simulation results show that the developed 

approach is able to detect and isolate the faults to a fault size of ±10% of nominal 

values. These results are promising and indicate the potential of the method to be 

applied to the real world of fuel cell stacks for dynamic monitoring and reliable 

operations. 
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CHAPTER 1 

INTRODUCTION  

 

1.1 Background 

Early detection and isolation of faults are critical tasks in modern process 

industries. Many research works have been made during last three decades to improve 

fault detection and isolation (FDI) methods in terms of preventing and monitoring 

process. Several papers have been published considering the fuel cell (FC) operations 

in normal conditions but few of them addressed the FC under fault conditions. Faults 

are events that cannot be ignored in any real machine and their consideration is 

essential to improving the operability, flexibility and autonomy of automatic 

equipment (Riascos et al. 2008). Nowadays, there is a great demand and interest in 

the renewable energy technology which has provided motivation for researchers to 

conduct research in these technologies. Among these technologies, proton exchange 

membrane (PEM) FC has received a lot of attention because of its importance in 

global energy conversion and also the positive impact towards the environment. FCs 

are rapidly becoming a potential source of power in the future due to high electrical 

efficiency, flexibility and capacity, long lifetime and zero pollutions. Proton exchange 

membrane fuel cell (PEMFC) is based on hydrogen technology and operates at low 

temperatures between the ranges of 60°C-100°C. Therefore, these characteristic allow 

the use of PEMFC in many applications such as transportation, telecommunication, 

portable utilities and power generator (Kamal & Yu, 2012). 

 



- 2 - 

 

If faults occur in a process plant, they will affect the productivity, quality, 

safety and performance of the control systems of the plant. Therefore, early detection 

of possible faults would minimize the downtime, increase the safety of plant 

operations, prevent damage to the equipment, minimize the operation cost and also 

the maintenance. The PEMFC system model is used to implement FDI approach 

develop in this work. The simulator model of PEMFC built under 

MATLAB/Simulink environment was proposed in Pukrushpan et al. (2004a) where it 

is widely accepted nowadays in the control community as a good representation of 

the behaviour of an actual FC for control purposes. The main components considered 

in the system as shown in Fig. 1.1 are the air compressor, the air manifold, the FC 

stack, the anode manifold and the return manifold. A control system is needed to 

ensure that the temperature, pressure and humidification are within prescribed limits 

during their operations. Also, the flow of air should be control via air compressor to 

follow the flow of hydrogen to match the vary load current.  

 

Fig. 1.1 The diagram of FC system proposed by Pukrushpan (2004a) 
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Fig. 1.2 Fault detection, diagnostics and reconfiguration control system structure 

 

In some cases, if a fault can be quickly detected and identified, appropriate 

reconfiguration control actions may be taken. Fault detection isolation and 

reconfiguration (FDIR) is a control methodology which ensures continual safe and 

acceptable operation of the system when a fault occurs through FDI. Many devices 

depend on automatic control for satisfactory operation, while assuring stability and 

performance with all components functioning properly. If the control system’s 

structure or parameters can be altered in response to system failure, it is said to be 

reconfigurable (Hwang et al., 2010).    

The purpose of a control system is to maintain a satisfactory operation with 

respect to disturbances and changes occurring in the process. FDI in control 

engineering concerns with a systems, identifying when a fault has occurred and then 

pinpoint the types of fault and its location. To achieve this a robust controller should 

be used to handle this kind of situation where it should be intelligent enough to 

respond and react to faults when they happen. With this intelligent FDI approach, the 
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PEMFC nonlinear dynamic system is intelligent to detect the faults quickly, isolate 

them and appropriate control action can be taken immediately. Fig. 1.2 shows the 

proposed intelligent FDI scheme in order to reconfigure with faults during the 

operation of the process plant.  

 

1.2 Research motivations 

PEMFC have attracted great attention in recent years as a promising 

replacement for traditional stationary and mobile power sources, especially due to 

their high power density and low greenhouse gas emissions. However, a number of 

fundamental problems must be overcome to improve their performance and to reduce 

their cost (Riascos et al., 2008). The critical issue with the FDI for dynamic control 

systems is the nonlinear plants behaviour which plays a very important and 

challenging task in many engineering applications and attracts a lot of research 

opportunity in this area. The purpose of control systems is to maintain a satisfactory 

operation with respect to disturbances and changes occurring in the process. However, 

before control action can take place, appropriate fault diagnostic should tackle the 

faults happened during the operation of process plant. FDI in a control engineering 

concerns with a changing in the systems outputs, identifying when a fault has 

occurred and then pinpoint the type of fault and its location. By doing this, the 

information fed into the controller is more reliable and believable.  

 

Another factor which inspired this research is the environment issue which have 

increased the demand for less polluting energy generation technologies. Major efforts 

to reduce greenhouse gas emissions have increased the demand for pollution-free 
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energy sources, in the last few years. Governmental and private sector investment in 

R&D to support for clean energy generation including hydrogen based which now 

actively being conducted.  

 

1.3 Aims and objectives of the research 

The aim of this research is to develop an intelligent FDI scheme for PEMFC 

nonlinear dynamic systems using artificial neural network (ANN) modelling 

approach. The objectives of this research are: 

i) To propose a new intelligent FDI approach for PEMFC nonlinear 

dynamic systems. 

ii) To develop the FDI using independent neural network model. 

iii) To investigate the effectiveness of RBF algorithm and MLP algorithm 

under healthy and unhealthy scenarios. 

iv) To investigate the performance of RBF network and MLP network 

under feed-forward and feedback control. 

v) To develop RBF classifier to perform fault isolation for the PEMFC.  

 

1.4 Contributions to knowledge 

The fundamental contribution of this work is to develop independent neural 

networks for RBF network and MLP network model. An algorithm based on RBF 

network and MLP network has been developed and the FDI techniques are used to 

perform fault diagnosis. These independent models are used to evaluate five faults 

simulated in the benchmark model of the PEMFC systems under open-loop and 

closed-loop condition. The main contributions of this research is firstly, the way of 
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the independent neural network model dedicated to fault detection which is new in 

this research area.  

 

Secondly, the developed independent neural network model-based FDI is 

applied to the PEMFC stack system. All the five simulated faults including one 

actuator fault, one component fault and three sensor faults have been successfully 

detected and isolated. The residual is designed sensitive to the fault amplitude as low 

as ±10% of their nominal values.  

 

1.5 Thesis Organisation 

In this thesis, the structure of work to complete in achieving the above 

objectives is outlined as follows: 

Chapter 1: Introduction to the study. The background, motivations, objectives, 

contribution of knowledge and achievements are presented. 

Chapter 2: The literature studies relating to this work and the selection of the 

methods used is briefly explained. Definition and techniques of model-based FDI 

were discussed and compared. 

Chapter 3: The PEMFC nonlinear dynamic systems and the modelling are 

described here. In this chapter, the block diagram and the operation of FC stack is 

explained. The PEMFC systems consist of several subsystems in order to operate. 

Chapter 4: The theory of ANN involving the RBF network and MLP network 

models are explained. In this chapter, the structures, the training algorithm used and 

the data selection have been described for both methods.  

Chapter 5: The strategy of FDI and system configuration is discussed in this 

chapter. The design of feedforward and feedback control is explained here. The 
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independent neural network, residual generation and fault isolation are clearly 

explained in here. 

Chapter 6: This chapter tells the approach of simulating faults in open-loop and 

closed-loop control scheme. It also explained the type of inputs used during the 

simulation. RAS and step signals are fed as inputs while collecting three outputs from 

the process plant. 

Chapter 7: Definition of fault and simulation results is presented in this chapter. 

Discussion of results obtained during the simulation for open-loop and closed-loop 

control were discussed.  

Chapter 8: The theory of fault isolation based on RBF classifier is explained in 

details under this chapter. The structured residuals are trained using the RBF 

networks before fault isolation can be performed. 

Chapter 9: Provides the conclusions of this thesis and a proposal of future work 

to continue the research in the subject. 
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CHAPTER 2 

LITERATURE REVIEW 

 

2.1 Introduction 

Fault detection, isolation and reconfiguration (FDIR) is an important and 

challenging task in many engineering applications and continues to be an active area 

of research in the control environment (Hwang et al., 2010). In some cases, if a fault 

can be quickly detected and identified, appropriate reconfiguration control action may 

be taken. FDIR is a control methodology which ensures continual safe and acceptable 

operation of the system when a fault occurs through FDI. Many devices depend on 

automatic control for satisfactory operation, and while assuring stability and 

performance with all components functioning properly. If the control system’s 

structure or parameters can be altered in response to system failure, it is said to be 

reconfigurable (Stengel, 1990).   

 

Fault diagnosis is one of the important tasks in safety-critical and intelligent 

control systems (Patton et al., 1994). Fault diagnosis in technical systems has 

received a lot of theoretical and practical attention over the last few decades. 

Diagnosis is a complex reasoning activity, which is currently one of the domains 

where artificial intelligence techniques have been successfully applied as these 

techniques use association rule, reasoning and decision making processes as would 

the human brain in solving diagnostic problems. The problem of fault detection and 

diagnosis (FDD) in dynamic systems has received considerable attention in last 

decades due to the growing complexity of modern engineering systems and ever 
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increasing demand for fault tolerance, cost efficiency, and reliability (Willsky, 1976; 

Basseville, 1988). Existing FDD approaches can be divided into two categories 

including model-based and knowledge-based approaches (Venkatasubramanian et al., 

2003a; Venkatasubramanian et al., 2003b). Model-based approaches make use of the 

quantitative analytical model of the physical system. Knowledge-based approaches do 

not need full analytical modelling and allow one to use qualitative models based on 

the available information and knowledge of a physical system. Whenever the 

mathematical models describing the systems are available, analytical model-based 

methods are preferred because they are more amenable to perform analysis (Zhou et 

al., 2011). 

 

2.2  FDI methods and approaches 

Mostly in fault diagnosis, many researchers are interested in model-based 

approach. The basic idea behind model-based fault diagnosis is the generation of 

residuals, consisting of the difference between the process plant output and the 

estimated model output. Residuals for diagnosis may be generated based on estimated 

outputs, inputs and parameter of the plant. It is well known that the core element of 

model-based fault detection in control systems is the generation of residual signals 

which act as an indicator of faults. Various methods have been proposed to carry out 

such as estimation problems, including observers, parity equations and various 

parameter estimation schemes. The model-based approach to FDI in automated 

processes has received considerable attention during the last three decades, both in 

research and application (Willsky, 1976; Isermann 1984; Gertler 1988; Patton et al., 

1989; Frank, 1990; Patton and Chen, 1991b; Patton, 1994). In model-based fault 

detection a model (mathematical or heuristic) is employed to describe the nominal 
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behaviour of the monitored system. The generated residual signals that indicate 

differences between the model’s output and measured process output are interpreted 

and evaluated to isolate faults (Angeli, 2010). 

 

2.2.1 Observer-based approach 

The observer-based method requires a model of the investigated process. 

Observer-based approaches have been the most widely considered (Chen et al., 

1996; Ding & Frank, 1990; Ding et al., 1994; Duan, Patton et al., 1997; Frank, 

1990; 1994; Ge & Fang, 1988; Gertler, 1989, 1991; Hou & Müller, 1992, 

1994; Patton & Chen, 1991, 1997). Patton et al. (1989) and Frank (1987) used 

the observer-based to generate diagnostic signals which are residuals.  In the 

framework of FDI, faults are detected by setting a fixed or variable threshold 

on each residual signal. A number of residuals can be designed, each having 

special sensitivity to individual faults occurring in different locations in the 

systems.  

 

The basic idea behind the diagnostic observer approaches is to estimate the 

outputs of the systems from the measurements (or a subset of measurements) 

by using either Luenberger observers in a deterministic setting Beard (1971), 

Jones (1973) or Kalman filters is a stochastic setting (Mehra & Peschon, 1971; 

Willsky & Jones, 1976; Basseville & Benvenista, 1986). Then the weighted 

output estimation error is used as a residual. Thereby, while flexibility in 

selecting the observer gains is used to minimize the noise effect on the FDI 

properties in the Luenberger approach. As a result, the dynamics of the fault 

response can be controlled, within certain limits, by placing the poles of the 
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observers. This trend was followed by a long line of researchers, including 

Frank & Keller (1980); Viswanadham & Srichander (1987), Patton et al., 

(1989), Patton and Chen (1999) and Puig et al., (2003). 

 

2.2.2 Kalman Filter approach 

The Kalman filter is a set of mathematical equations that provides an efficient 

computational (recursive) means to estimate the state of the process, in a way 

that minimizes the mean of squared error. The filter is very powerful in 

several aspects: it supports estimations of past, present and even future states 

(Welch and Bishop, 1995). Kalman filters have been developed in order to 

detect, isolate and estimate an accurate state of a system in presence of 

faults/failures when a model is defined around operating point (Li & 

BarSholom, 1993; Maybeck, 1999). In Diao and Passino (2002), a multi-

model strategy is developed where each model represents a particular fault in 

the system. More recently, effectiveness of a multi-model approach for real 

industrial systems for fault diagnosis (Bhagwat et al., 2003; Gatzke & Doyle, 

2002) and for control purposes (Athans et al., 2005; Porfirio et al., 2003) have 

been demonstrated under the assumptions that weighing functions of models 

are not affected by faults. Rodrigues et al., (2008) developed a multi-model of 

a dynamic hydraulic system for fault diagnosis according to a faulty multi-

model representation based on robust weighing functions generation through 

decoupled Kalman filters developed by Keller (1999) in linear case. 
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2.2.3 Parity space approach 

Several survey papers have been published on the parity relation (or parity 

equation) based fault detection methods of the 1990’s (Gertler, 1997; Patton, 

1988; Patton & Chen, 1991, 1994; Patton et al., 1989). Parity relations are 

rearranged direct input-output model equations, subjected to a linear dynamic 

transformation. The transformed residuals serve for detection and isolation. 

The parity relation approach generate the residual based upon consistency 

checking on system input-output data was originally proposed by Mironovski 

(1979,1980).The parity space approach is based on the test (parity check) of 

the consistency of parity equations by using the measured signals of the actual 

process. The modification of the system equations aims at the decoupling 

among different faults to enhance their diagnose ability. From the 

inconsistency (residuals) of the parity equations one can detect the faults 

(Frank, 1996). Chow and Willsky (1984) derived the parity equations from the 

state space model of the system. Further contributions focusing on transfer 

function relations are due to Gertler and his coworkers (1990; 1991; 1995), 

Delmaire et al., (1994) and Staroswiecki et al., (1993). More development 

regarding parity relation approaches can be found in Patton and Chen (1999) 

and Ploix & Adrot (2006). Yu et al. (1995); Yu & Shields (1997) used the 

parity equations of FDI for bilinear systems with unknown inputs where a 

wide selection of faults are detected and isolated. 

 

2.2.4 Parameter estimation approach 

Another FDI approach is the use of parameter estimation which is based 

directly on system identification technique. In 1984, Isermann illustrated that 
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process FDI can be achieved using the estimation of non-measurable process 

parameters and/or state variables in his survey paper. Parameter estimation is a 

natural approach to the detection and isolation of parametric (multiplicative) 

faults. A reference model is obtained by first identifying the plant in fault-free 

situation. Then, the parameters are repeatedly re-identified on-line. Deviations 

from the reference model serve as a basis for detection and isolation. The 

parameter estimation method requires knowledge of the model structure of the 

investigated model structure and actual process measurements (Sneidar and 

Frank, 1996). This approach based on the assumption that the faults are 

reflected in the physical system parameters. A most common approach to 

parameter estimation is that of using least squares methods. In most practical 

cases the process parameters are not known at all, or are not known exactly 

enough. They can be determined with parameter estimation methods measuring 

input and output signals if the basic structure of the model is known. The 

parameter estimation includes equation error methods. The latest development 

and applications can be found in Isermann (1997), Ingimundarson et al. (2005a, 

2005b). 

 

2.3 Intelligent methods 

Since the late 1980s, artificial neural networks (ANNs) have been widely 

discussed for model-based FDI. ANN is a mathematical tool, which tries to represent 

low-level intelligence in natural organisms and it is a flexible structure, capable of 

making a nonlinear mapping between input and output spaces (Rumelhart et al., 

1986). A well-designed ANN model provides useful and reasonably accurate input-

output relations because of its excellent multi-dimensional mapping capability. ANNs 
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are computational paradigms made up of massively interconnected adaptive 

processing units, known as neurons (Ou & Achenie, 2005). They have been 

extensively employed in various areas of science and technology, such as pattern 

recognition, signal processing and process control in engineering.  

 

2.3.1 FDI with neural networks 

The potential of neural networks for FDI in nonlinear systems has been 

demonstrated in recent years. Neural networks provide an excellent 

mathematical tool for dealing with nonlinear problems (Narendra and 

Parthasarthy, 1990), as they have the important property that any nonlinear 

function can approximated by a neural network given suitable weighting 

factors and architecture (Patton et al., 1990). A neural network has the ability 

to learn from the training history using the inputs of the systems where the 

learning algorithm is set without the knowledge of the process. This provides 

a great flexibility for modelling nonlinear systems whilst the learning can be 

carried on-line which is very useful for on-line fault diagnosis (Patton et al., 

1990). Neural networks have been proposed for classification and function 

approximation problems. In general, neural networks having been used for 

fault diagnosis can be classified into two: (i) the architecture of the network 

such as sigmoid, radial basis and so on; and (ii) supervised and unsupervised 

learning (Venkatasubramanian et al., 2003b).  

 

2.3.1.1 Radial basis function neural network 

RBF networks have a very strong mathematical foundation rooted in 

regularization theory for solving ill-conditions problems. Such networks, 
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consists of three layers: an input layer, a hidden layer and an output layer. 

As its name implies, radially symmetric basis function is used as 

activation functions of hidden nodes. The transformation from the input 

nodes to the hidden node is nonlinear while the hidden node to the output 

is a linear transformation (Kashaninejad et al., 2009). Fault diagnosis for 

chemical reactor was investigated by Yu et al. (1999) where the RBF 

networks is used to generate residuals for diagnose the sensor faults in the 

reactor uses the output prediction of the dependent and semi-independent 

neural network model and a nonlinear dynamic process. The RBF network 

has also been used as a classifier which shows a satisfactory fault analysis. 

The continuous stirred-tank reactor (CSTR) process with multiple-inputs 

multiple-outputs (MIMO) has also been investigated by Yu et al. (2005) 

using the RBF networks to model the nonlinear CSTR system which 

shows the effectiveness of the method. The RBF network has been used as 

the estimator in their work and levenberg-marquart algorithm by Chong 

and Zak (2013) as updating algorithm. This method has been widely 

recommended for further research, but its drawback is that the difficulty of 

developing an accurate nonlinear state space model for the plant makes it 

not easy for real applications. 

 

2.3.1.2 Multilayer perceptron neural network 

There are a number of papers that address the problem of FDD using 

back-propagation (BP) neural networks. The MLP network sometimes 

known as BP network and quite popular in engineering problems due to its 

nonlinear mapping. It consists of an input layer, a hidden layer and an 
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output layer. Each one collects the input from all input nodes after 

multiplying each input value by weight, attaches a bias to this sum, and 

passes on the results through the nonlinear transformation like the sigmoid 

transfer function (Kashaninejad et al., 2009). In chemical process, Gomm 

et al. (1996) used the MLP model and simulated the nonlinear dynamic 

system which shows a significant improvement in the performance. Patton 

et al. (1994b) proposed an approach for detecting and isolating faults in a 

nonlinear dynamic process where the MLP network was trained to predict 

the future system states and again used a neural network as a classifier to 

isolate faults from these state prediction errors. 

 

2.3.2 FDI with fuzzy logic 

The theory of fuzzy logic is aimed at the development of a set of concepts and 

techniques for dealing with sources of uncertainty, imprecision, or 

incompleteness (Zadeh, 1971; Yager, 1987 and Zimmermann, 1992). Fuzzy 

systems have been successful in many applications including control system 

when gradual adjustments are necessary (Ayoubi, 1995; Nomura et al., 1992; 

Rhee & Krishnapuram, 1993; Takagi & Sugeno, 1985 and Kang, 1993). 

Fuzzy logic systems handle the imprecision of input and output variables 

directly by defining them with fuzzy memberships and sets that can be 

expressed in linguistic terms (Uraikul et al., 2007). Recently, fuzzy theory is 

used in many technical disciplines taking care of vague descriptions. The 

fuzzy approach is used to build an adaptive fuzzy threshold which take cares 

of modelling errors, so that no increased threshold is necessary and even small 

faults can quickly be detected (Schneidar and Frank, 1994). Schneidar and 
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Frank (1994) applied an observer-based fault detection using a dynamic robot 

model and used fuzzy logic to generate residual. Frank and Seliger (1997) 

studied fuzzy logic and neural network applications for fault diagnosis. They 

used a dependent neural network for residual generation and fuzzy logic for 

residual evaluation. 

 

2.3.3 FDI with expert systems 

An expert system is a software system that captures human expertise for 

supporting decision-making; this is useful for dealing with problems involving 

incomplete information or large amounts of complex knowledge. Expert 

systems are particularly useful for on-line operations in the control field 

because they incorporate symbolic and rule-based knowledge that relate 

situation and action(s), and they also have the ability to explain and justify a 

line of reasoning (Chiang et al., 2001). A common application of expert 

system technology in process control is for fault diagnosis. Typically, the 

basic components of an expert system include a knowledge base, an inference 

engine and user interface. The knowledge base contains either shallow 

knowledge based on heuristics, or deep knowledge based on structural, 

behavioral or mathematical models (Chiang et al., 2001). Various types of 

knowledge representation schemes can be used, including production rules, 

frames, and semantic networks (Xia & Rao, 1999). Since performance of the 

expert system is highly dependent on the correctness and completeness of the 

information stored in the knowledge base, updates to the knowledge base is 

necessary should the industrial process changes. The inference engine 

provides inference mechanisms to direct use of the knowledge, and the 

http://www.sciencedirect.com/science/article/pii/S0952197606001229#bib20
http://www.sciencedirect.com/science/article/pii/S0952197606001229#bib20
http://www.sciencedirect.com/science/article/pii/S0952197606001229#bib120
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mechanisms typically include backward and forward chaining, hypothesis 

testing, heuristic search methods, and meta-rules (Prasad et al., 1998; Norvilas 

et al., 2000; Rao et al., 2000). Finally, the user interface translates user input 

into a computer understandable language and presents conclusions and 

explanations to the user. Early applications of expert systems primarily 

focused on medical diagnosis (Clancey and Shortliffe, 1984). Currently, 

expert systems have been adopted in many industrial applications, including 

equipment maintenance, diagnosis and control, plant safety, and other areas in 

engineering.  

 

2.4 Fault detection and isolation for FC systems 

There are a large number of publications on FC studies, but studies on FDI of FC 

systems are still few. Model-based FDI methods for PEMFC become more and more 

important because it involves the comparison between the observed behavior of the 

process with a reference model. Model-based approach gives the insight analysis of 

the subsystem interactions and also provides guidelines during the conduction of the 

experiment. The system behavior can been analyzed in deep understanding and later 

this information can be used for future design and development.  

 

2.4.1 Model-based failure monitoring and diagnosis 

Most approaches for FDI in some sense involve the comparison of the 

observed behavior of the process to a reference model. In the aspect of failure 

monitoring and diagnosis for PEMFC, some papers have been published. 

Ingimundarson et. al. (2005) considered about the safety for FC systems and 

presented an approach to detect hydrogen leaks. The method is applicable 

http://www.sciencedirect.com/science/article/pii/S0952197606001229#bib68
http://www.sciencedirect.com/science/article/pii/S0952197606001229#bib63
http://www.sciencedirect.com/science/article/pii/S0952197606001229#bib63
http://www.sciencedirect.com/science/article/pii/S0952197606001229#bib76
http://www.sciencedirect.com/science/article/pii/S0952197606001229#bib21
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during setup and shutdown as well as normal conditions. The method relies on 

simple mass equations and takes into account the natural leak of the stack and 

humidity. Two approaches have been presented to detect this problem, one 

based on decoupling effect by measuring vapor pressure directly with relative 

humidity sensors. The other is to use the vapor pressure above the saturation 

pressure in order to create an adaptive alarm threshold. Xue et al. (2006) 

proposed a model-based condition monitoring scheme that employs the 

Hotelling T
2
 statistical analysis for fault detection of PEMFC. This model-

based robust condition monitoring scheme can deal with the operating 

condition variation, various uncertainty in a FC system, and measurement of 

noise.  

 

A long life time, durability and safety are important issues when PEMFC is 

used as power supply. Tian et al. (2008) presents some test data and 

descriptions related with two FC stacks that failed due to internal gas leakages. 

Too low humidification levels and too high stack temperatures, insufficient 

reactant gas flows and bad control of pressure gaps between anode and 

cathode can lead to severe and irreversible damages in PEMFC and break in 

the membrane. Some electrical signals which reflect the faults are generated. 

The open current voltage (OCV) of the cells are monitored in different 

operating conditions linked with the gas supply (flow rate and pressure). The 

procedures allow the detection of the failed cells, which show abnormal 

performance and voltage pattern when compared to the other cells in the stack. 

However this technique is only applicable to low power PEM three-cell stack 

with power levels of 100W test and 5kW test bench. While, Buchholz et al. 
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(2008) shown that linear canonical variate analysis (CVA) which is a state-

space models with a relatively low order are able to present the non-linear 

behavior of a PEMFC stack well in the regarded operating range for load 

cycles similar to driving cycles of vehicles. Additionally, two concept, a 

Kalman filter and inverse model, were introduced which show how CVA 

state-space models can be used for diagnosis for non-measurable inputs. Both 

concepts were far studied for the oxygen stoichiometry. The Kalman filter has 

been shown to work as FDI for lower values than normal, the inverse model 

approach showed good diagnosis result for all failure models of the oxygen 

stoichiometry. 

 

In order to improve the efficiency of PEMFC, some investigation has been 

done. Lebbal and Lecoeuche (2009) developed a PEM electrolyser model, an 

identification approach and a diagnosis algorithm. It consists of a steady-state 

electrical model and a linear dynamic thermal model. The identification 

algorithm uses a nonlinear least squares method for the estimation of the 

electrical model and the thermal model parameters are estimated using first 

order response properties. This diagnosis approach can be used to avoid 

electrode destruction, membrane melting, membrane drying, electrode 

pressure argumentation, membrane hot-point and membrane tear. Ibrir and 

Cheddie (2009) proposed a model-based observer, which allows for the 

monitoring of the partial pressures of hydrogen, oxygen assuming that the 

water vapor during transient FC operation is known. It is possible to estimate 

the vapor pressure in the anode and cathode compartments from the 

temperature measurements. The humidity or partial vapor pressures of the 
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inlet hydrogen and oxygen gas streams need to be carefully monitored and 

managed in order to maintain water balance especially during transient 

operation where the load changes continually. Recently, fault detection 

systems based on residual generation have been designed using the dynamic 

neural network. Escobet et al. (2009) presented and tested a model-based fault 

diagnosis methodology based on the relative residual fault sensitivity. The 

principle of model-based fault detection is to check the consistency of 

observed behaviour while fault isolation tries to isolate the component that is 

in fault. Furthermore, it allows faults to be isolated although all the considered 

faults affect all the residuals whenever the sensitivities were different. De Lira 

et al. (2009) proposed a robust model-based fault diagnosis method for 

nonlinear system that can be approximated using a linear parameter varying 

(LPV) model. Robust fault detection is based on the use of an internal LPV 

observer that bounds the effect of parametric uncertainty in the residual using 

output zonotopes. Fault isolation is based on set of structured residuals that 

are analyzed using a relative fault sensitivity approach.  

 

2.4.2 On-line diagnosis and monitoring 

Several papers have been published considering the FC operation in normal 

conditions, but few of them addressed the FC operation under fault conditions.  

Riascos et al. (2006) considered the effects of different types of fault on a 

model of PEMFC such as  faults in the air reaction fan, faults in the cooling 

system, growth of the fuel crossover and internal loss current, and faults in the 

hydrogen feed line. Here, Bayesian network algorithms are applied to 

construct a graphical-probabilistic model for fault diagnosis in PEMFCs from 
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databases of fault records design by a supervisory system. For the construction 

of a network structure, the probabilistic approaches such as the Bayesian score 

(K2) and markov chain monte carlo (MCMC) algorithms have been 

implemented. Later, Morales et al. (2008) introduced a supervisor system 

which is able to diagnose different types of faults during the online operation 

of PEMFC. The execution of the diagnosis was based on Bayesian network, 

which qualifies and quantifies the cause-effect relationship within the 

variables. By doing this, an early alert of an incipient faults allow decisions to 

be made to avoid degradation of other components and catastrophic faults in 

the equipment. 

 

The other researchers focused on on-line detection of FC dysfunction in 

embedded applications using impedance spectroscopy (IS). Again, Quan et al. 

(2009) proposed a methodology based on electrochemical impedance 

spectroscopy (EIS) to guide the hardware and software design of on-line 

monitoring system of PEMFC internal resistance. The ohmic resistance of 

PEMFC is mostly decided by PEM’s water content, which can directly affect 

the efficiency of electricity generation, so it is important for the measurement 

and control of PEMFC’s humidity by means of monitoring its internal 

resistance.  Bethoux et al. (2009) presented a new approach to obtain actual 

FC system an on-line diagnosis in order to allow a robust control strategy for 

well monitoring operating cells conditions. The on-line monitoring is based on 

the impedance spectroscopy using Randles circuit consist of a couple of 

resistors and a capacitor for validation. Rosich et al. (2013) focus on the 



- 23 - 

 

design of on-line FDI based on residual generators to tackle four sensors 

obtained during the simulation in Simulink environment.  

 

2.4.3 Artificial intelligence 

ANNs have been suggested as a possible data-based technique to cope with 

the robustness problem in FDI systems, designed especially for complex 

processes where analytical models are not or rarely available (Vaidyanathan 

and Venkatasubranian, 1992; Sorsa and Koivo, 1993; Frank, 1996, Isermann 

and Bellè, 1997). ANNs have been used as both predictors of dynamic 

nonlinear models for residual generation and pattern classifiers for symptom 

evaluation.   

 

In order to tackle the nonlinear systems behavior, neural network has been 

used widely in the fault detection for FC systems. Bayesian network is used as 

an early alert to diagnose faults in the air reaction fan, faults in the cooling 

system, growth of the fuel crossover and internal loss current, and faults in the 

hydrogen feed line (Riascos et al., 2008). Alternatively, to improve reliability 

and durability of PEMFC systems, Steiner et al. (2009, 2010, 2011) presented 

a flooding diagnosis based on black-box model. Here, a model-based 

diagnosis procedure using the comparison between measured and calculated 

pressure drops is introduced. The model based on elman neural network (ENN) 

is trained with data recorded in flooding-free condition and the difference 

between calculated and experimental pressure drop is residual.  
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2.5  Summary 

FDI for the PEMFC systems is challenging due to its nonlinear nature. Thus, a 

method or approach needs to be developed which can tackle the problems in a simple 

and effective way. This is the motive of this research. Based on the literature reviews 

above, the most common and popular method used by researchers in order to do FDI 

are the model-based method. Therefore, considering about the cost, safety, efficiency 

and reliability of PEMFC performance, the best way to implement FDI is by using 

neural network to model the FC stacks in independent mode, and generate the 

residual. Model-based approach gives the insight analysis of the subsystem 

interactions and provides guidelines during system. The system behavior can be 

analyzed for deep understanding and this information can be used for future design 

and development. The use of neural network will overcome the nonlinear behavior of 

PEMFC dynamic systems. Therefore, in this PhD thesis, the contribution is to 

develop an intelligent FDI scheme for PEMFC dynamic systems using a neural 

network. By acquiring process data with different input signals when the systems is in 

its using healthy and faulty conditions, the neural network models will be trained and 

tested, to detect and isolate all possible faults in the PEMFC dynamic systems. 
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CHAPTER 3 

PROTON EXCHANGE MEMBRANE FUEL CELL DYNAMIC 

SYSTEMS  

 

3.1 Introduction 

FCs are prime candidates for power generation devices in the future. Their 

potential applications include stationary power generation, distributed power 

generation, transport applications, portable applications and also telecommunications. 

A well-known simulator bench of PEMFC developed by University of Michigan 

(Pukrushpan et. al, 2004a) is adopted in this research to study and analyse the 

behaviour of PEMFC. This simulator is constructed using MATLAB/Simulink model 

which is widely used by the researchers especially in the area of control engineering. 

A FC consists of two electrodes; a negative electrode (anode) and a positive electrode 

(cathode) separated by an electrolyte. FCs convert the chemical energy of the 

hydrogen fuel (on the anode side) into electric energy while through a chemical 

reaction with oxygen (on the cathode side) produced water and heat as end product. 

Hydrogen atoms separate into protons and electrons once the chemical reaction 

happens. The electrons go through the load which contains a flow of electricity while 

the protons migrate through the electrolyte to the cathode side, where they reunite 

with oxygen to produce water and heat as shown in Fig. 3.1.  
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Fig. 3.1 PEMFC chemical reaction 

 

3.2 PEMFC dynamic model 

The PEMFC systems offer high efficiency, low emission of carbon monoxide 

and has been become popular as an alternate power source for various application 

such as transportation, telecommunication, portable utilities, stationary and power 

generation. The FC stack needs to be integrated with other components to form a FC 

stack system. The diagram in Fig. 3.2 illustrates the components required to form a 

FC stack which consists of four main subsystems (Pukrushpan, 2003). The 

subsystems are: 

i) Hydrogen supply system. 

ii) Air supply systems. 

iii) Cooling system. 

iv) Humidification system. 
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Fig. 3.2 The PEMFC system block diagram (Pukrushpan, 2003) 

 

The power of the FC stack depends on current drawn from the stack and stack 

voltage. The FC voltage is the function of the current, reactant partial pressure, 

temperature and membrane humidity. As the current is drawn from the FC, oxygen, 

O2 and hydrogen, H2O are used in the reaction. Water and heat also generated. To 

maintain the desired H2O partial pressure, the H2O needs to be replenished by H2O 

supply system, which includes H2O pressurized tank and H2O control valve. Similarly, 

the air supply system needs to replenish the O2 to maintain the O2 partial pressure. 

The air supply is composed of compressor, electric motor and pipe between the 

components. The compressor compress air flow to high pressure which significantly 

improves the reaction rate, and thus FC efficiency and power density. Since the high 

pressure air flow leaving the compressor has high temperature, air cooler is needed to 

reduced air temperature entering the stack. Humidifier is also used to humidify the air 

and H2O flow in order to prevent dehydration of the FC membrane. The water used in 

the humidifier is supplied from the water tank.  Water level in the water tank needs to 

be maintained by collecting water generated in the stack, which is carried out with the 
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air flow. The excessive heat released in the FC reaction also needs to be removed by 

the cooling system, which re-circulates de-ionized water through the FC stack 

(Pukrushpan, 2003).  

 

Table 3.1 Model parameters used in PEMFC dynamic systems 

Symbol Variable Value 

ρm,dry Membrane dry density 0.002 kg/cm
3
 

Mm,dry Membrane dry equivalent weight 1.1 kg/mol 

tm Membrane thickness 0.01275 

n Number of cells in stack 381 

Afc Fuel cell active area 280 cm
2
 

dc Compressor diameter 0.2286 

Jcp Compressor and motor inertia 5 x 10
-5

 kg.m
2
 

Van Anode volume 0.005 m
3
 

Vca Cathode volume 0.01 m
3
 

Vsm Supply manifold volume 0.02 m
3
 

Vrm Return manifold volume 0.005 m
3
 

CD,rm Return manifold throttle discharge coefficient 0.0124 

AT,rm Return manifold throttle area 0.002 m
2
 

ksm,out Supply manifold outlet orifice constant 0.3629 x 10
-5

 kg/(s.Pa) 

 Anode outlet flow constant 3.9320 x 10
-9

 kg(s.Pa) 

kca,out Cathode outlet orifice constant 0.2177 x 10
-5

 kg(s.Pa) 

kv Motor electric constant 0.0153 V/(rad/s) 

kt Motor electric torque 0.0153 N-m/A 

Rcm Compressor motor circuit resistance 0.816 Ω 

R Air gas constant  286.9 J/(kg*K) 

T Temperature 353Kelvin 

 

The PEMFC stack is made up of 381 cells with an active area of 280 cm
2
 and the 

stack operating temperature is at 80°C developed by University Michigan is used as a 

benchmark model. The parameters used in the model are given in Table 3.1. Most of 

the parameters are based on the 75 kW stacks used in the FORD P2000 FC prototype 

vehicle (Grujicic et al., 2004). 
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3.2.1 Compressor model 

The compressor model is separated into two parts as shown in Fig. 3.3. The first 

part is a static compressor map which determines the air flow rate through the 

compressor. Thermodynamic equations are used to calculate the exit air temperature 

and the required compressor power. The second part represents the compressor and 

motor inertia and defines the compressor speed. The speed is consequently used in the 

compressor map to find the air mass flow rate.  

sm

CP Map

atmincp  , cpw

atmincp TT ,
outcpT ,

cmV

cpwcp

CP & CM

Inertia

cpw

 

Fig. 3.3 Compressor block diagram (Pukrushpan, 2003) 

 

The only dynamic state in the model is the compressor speed, ωcp. The inputs to 

the model include air inlet pressure, pcp,in, its temperature, Tcp,in, voltage command to 

compressor motor, Vcm and down stream pressure, which is the supply manifold 

pressure, Pcp,out=psm. The inlet air is typically atmospheric and its pressure and 

temperature are assumed to be fixed at Patm=1 atm and Tatm=25°C, respectively. The 

motor commond is one of the inputs to the FC system. The down stream pressure is 

determined by the supply manifold model.  
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The flow and temperature out of the compressor (Wcp and Tcp) depend on the 

compressor rotational speed ωcp. A lumped rotational model is used to represent the 

dynamic behavior of the compressor  (Pukrushpan et al., 2004a): 

                                     
 

   tt
dt

td
J cpcm

cp

cp 


                                            (1) 

where τcm(vcm, ωcp) is the compressor motor (CM) torque and τcp is the load 

torque. The compressor motor torque is calculated using a static motor equation: 

                                      tktV
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cmcm                                            (2) 

where kt, Rcm and kv are motor constants and ηcm is the motor mechanical 

efficiency. The torque required to drive the compressor is calculated using the 

thermodynamic equation. 
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where γ is the ratio of the specific heats of air (=1.4), cp is the constant pressure 

specific heat capacity of air (=1004 J.kg
-1

.K
-1
), ηcp is the motor compressor efficiency, 

psm is the pressure inside the supply manifold and patm and Tatm are the atmospheric 

pressure and temperature, respectively. 

 

3.2.2 Supply manifold model 

The manifold model represents the lumped volume associated with pipes and 

connections between each device. The supply manifold volume includes the volume 

of the pipes between the compressor and the FC stack including the volume of the 

cooler and the humidifier. The return manifold represents the pipeline at the FC stack 

exhaust.  
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Fig. 3.4 The FC supply system (Pukrushpan et al., 2004a) 

 

 The cathode supply manifold (sm) includes pipe and stack manifold volumes 

between the compressor and the FCs as shown in Fig. 3.4. The supply manifold 

pressure, psm, is governed by mass continuity and energy conservation equations 

(Pukrushpan et al., 2004b): 
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where R is the universal gas constant, γ ia the ratio of a specific heat capacities 

of air, atm

aM is the molar mass of atmospheric air at ϕatm, Vsm is the manifold volume 

and 
sm

atm

asmsm
sm

Rm

MVp
T  is the supply manifold gas temperature 

 

3.2.3 FC stack model 

The FC stack model contains four interacting sub-models which are the stack 

voltage, the anode flow, the cathode flow and membrane hydration model as in Fig. 

3.5. The voltage model contains an equation used to calculate stack voltage that 
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depends on varying FC variables: pressure, temperature, reactant gas partial pressures 

and membrane humidity. The dynamically varying pressure and relative humidity of 

the reactant gas flow inside the stack flow channels are calculated in the cathode and 

the anode flow model using mass conservation along with the thermodynamic 

properties. The process of water transfer across the membrane is represented by the 

membrane hydration model. 
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Fig. 3.5 FC stack block diagram (Pukrushpan et al., 2002) 

 

3.2.3.1 Stack voltage model 

In the stack voltage model, the stack voltage is calculated as a 

function of stack current, cathode pressure, reactant partial pressure, FC 

temperature and membrane humidity. Since the FC stack comprises of 

multiple FC connected in series, the stack voltage, SV, is calculated by 

multiplying the cell voltage, VFC, by the number of cell, n, in the stack. 

                                                          FCnVSV                                                         (6) 
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 The FC losses related to stack voltage are the activation loss, the 

ohmis loss and the concentration loss. The stack current, SC, is equal to cell 

current. For a set of FC operating conditions (pressures, temperature, 

humidity) the characteristic of FC is typically given in the form of 

polarization curve, which is the plot of cell voltage, VFC and cell current 

density, iFC. The current density is defined as cell current per unit of cell 

active area where: 

                                                           
FC

FC
A

SC
i                                                        (7) 

 

3.2.3.2 Cathode flow model 

 The cathode, ca mass flow model represents the air flow behaviour 

inside the cathode flow channel of the FC. The model is developed using the 

mass conservation principle and thermodynamic and psychrometric properties 

of air. The mass continuity is used to balance the mass of three elements, which 

are O2, N2 and H2O, inside the cathode volume. 
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dt

dm
,2,2,2

2                                   (8) 
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Using the mass of O2, mO2, nitrogen, mN2, water, mw and the stack temperature, 

Tst, O2, N2 and vapour partial pressure, ρO2, ρN2, ρv, cathode pressure, ρca= ρO2+ 

ρN2+ρv, relative humidity, ϕca, and dry air O2 mole fraction, xO2,ca, of the gas 

inside the cathode channel can be calculated using the ideal gas law and 
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thermodynamic properties. The flow rates are functions of the stack current, SC 

in ampere. 

                                                    
F

nI
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3.3 Summary 

This chapter explained the overall operation systems of PEMFC including the 

sub-systems and the dynamic equations involved in designing the simulator model. 

This PEMFC simulator model was developed in MATLAB/Simulink environment by 

University of Michigan to tackle the problem in control engineering especially related 

to FC applications. Later, this simulator model is modified to introduce five types of 

faults in order to do fault detection and isolation.  
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CHAPTER 4 

ARTIFICIAL NEURAL NETWORK MODELLING  

 

4.1 Introduction 

Artificial neural network (ANN) is a mathematical model designed to train, 

visualise, and validate neural network model (Nazari and Ersoy, 1992) and the ANN 

is a model-free estimator as it does not rely on an assumed form of the underlying 

data (Chang and Islam, 2000). The neural network model can be defined as a data 

structure that can be adjusted to produce a mapping from a given set of input data to 

features of or relationships among the data. The model is adjusted, or trained, using a 

collection of data from a given source as input, typically referred to as the training set. 

After successful training, the neural network will be able to perform classification, 

estimation, prediction, or simulation on new data from the same or similar sources 

(Moustafa, 2011).  Due to the limits of using mathematical models in complex 

modelling and to make FDI algorithm practical for real systems, an approach to the 

simulation of the PEMFC dynamics was applied using neural network modelling 

techniques, such as radial basis function (RBF) and multilayer perceptron (MLP). A 

neural network provides a general way to model a nonlinear system with memory and 

it has been used by many researchers to describe the relationship between the input 

and output of monitored systems (Kamal and Yu, 2011). There are many different 

types of ANN and techniques for training them but here we are just going to focus on 

the RBF and MLP neural network. Fig. 4.1 shows the flow chart implemented for 

both networks during training session. 
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Calculate error:

E=y-yhat

If e=satisfactory

Load data

Set input=[SC CV]; Output=[NP O2 SV]

Set the following parameters:

Data length, N; sampling time; ts

Data scaling: 

uscaled=(u-umin)/(umax-umin)

Set the following parameters:

Model inputs, yhat; hidden layers; nh

Train the networks

Save parameters; centers, weights, umin, umax, 

ymin, ymin, nh

Yes

No

 

Fig. 4.1 The flow chart of training the neural networks 
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4.2  Radial basis function neural network 

RBF neural network is chosen because of its characteristic which has the ability 

of approximation of a nonlinear input system to a linear output. Besides that the 

training process is faster and better compared with another neural network. The RBF 

network is capable of approximating any continuous function with certain precision 

level and therefore, can be used in dynamic system modelling and control (Li et al., 

2009).  

 

4.2.1 RBF network structure 

The RBF network has an input, a hidden layer and an output layer as shows in 

Fig. 4.2. The neurons in the hidden layer contain the RBF whose outputs inversely 

proportional to the distance from the centre of the neutron. The output units 

implement a weighted sum of outputs from the hidden unit to form their outputs. 

Σ
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ym

Input Layer,x
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Fig. 4.2 The structure of RBF networks 
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The nonlinear system can be modeled by the multivariable NARX model 

of the following form, 

             )()](,),1(),(,),1([)( kednkudkunkykyfky uy             (13) 

where pm eyu  ,,  are the process input, output and noise vectors 

respectively with m and p being the number of inputs and outputs, ny
 and nu  are 

the maximum lags in the outputs and inputs respectively, d is a dead-time vector 

representing delayed time to different control variables, f ( )  is a vector-valued 

nonlinear function. Suppose that the RBF network model precisely models the 

system; the model can then be represented by: 

         )()](,),1(),(ˆ,),1(ˆ[)(ˆ kednkudkunkykyfky uy           (14) 

RBF neural network is feedforward network consisting of three layers which 

are the input layer, hidden layer and output layer. Each hidden node contains a 

centre cj, which is a cluster centre on the input vector space, and calculates the 

euclidean distance between the centre and the network input vector x defined by 

||x(t)-cj(t)|| with x given as: 

               )](,),1(),(,),1([)( dnkudkunkykykx uy             (15) 

then the output of the hidden layer node is a nonlinear function of the euclidean 

distance. In this work the Gaussian function is chosen as the nonlinear function.  
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where hn
i xc ,, are centre vector, width vector and input vector respectively. The 

network output is then sum the weighted output of all hidden nodes and bias. The 

input-output mapping for the RBF networks (Yu et al., 1999) can then be 

described as: 

                                                         Wy Tˆ                                                         (17) 

where py ˆ , hnp
W


 , hn

 , are estimated output vector, weight matrix and 

hidden layer output vector respectively.  

4.2.2 The training algorithm 

Training an RBF network is optimizing parameters including the hidden 

layer centres and the widths in Gaussian functions and network weights, to achieve 

minimum model prediction error. In this work, the network centres are selected 

using the K-means clustering algorithm, so that the sum squared distance of each 

input data from the centre of the data group, to which it belongs, is minimized. The 

width of the Gaussian functions are chosen using the ρ-nearest centre algorithm 

(Yu et al., 1999), to achieve that any input data is properly sampled by a few near 

centres. The weights between the hidden layer and the output are trained using the 

recursive orthogonal least squares (ROLS) as it is a numerically robust algorithm 

(Kamal et al., 2014). The detailed description of the three algorithms for the RBF 

network training can be found in Wang et al. (2006).  

 

4.2.2.1 Recursive K-means algorithm 

The centres are set by the K-means clustering method whose 

objective is to minimize the sum squared distances from each input data to its 
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closest centre so that the data is adequately covered by the activation functions 

Φj(t).The K-means clustering method proceeds as follows: 

i) Randomly choose some input data to be the initial centres. The number of 

the centres is equal to the number of hidden nodes, nh. 

ii) Let k(x) denote the index of the best-matching centre for the input vector x. 

Find k(x) at iteration t by minimizing the sum squared distances: 
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                                       (18) 

where ck(t) is the centre of the kth activation function at iteration t.  

iii) Update the centres of the activation functions by using the following rule: 
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                             (19) 

iv) Increment t by 1 and go back to step 2. Continue the algorithm until no 

noticeable changes are observed in the centres ck. 

 

4.2.2.2 p-nearest neighbours method 

The widths are computed by the ρ-nearest neighbours method. The 

excitation of each node should overlap with other nodes (usually closest) so 

that a smooth interpolation surface between nodes is obtained. In this method, 

the widths for each hidden node are set as the average distance from the centre 

to the ρ-nearest s as given by: 

                                              h

P

d

dii nitctc
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,...,1
1

1

 
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                            (20) 

cj is the ρ-nearest neighbour of ci. For the non-linear function, the value of ρ 

depends on the type of problem encountered. 
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4.2.2.3 The recursive orthogonal least squares algorithm 

Training of the RBF network weights with the ROLS 

algorithm is as follows. Considering (17) at sample interval k for a set of N 

samples of input-output training data from 1 Nk  to k, in other words a 

window going back in time N samples, we have 

                                       )()()()()(ˆ)( kEkWkkEkYkY                         (21) 

where pNY   is the desired output matrix, pNY ˆ  is the neural 

network output matrix, hnN
  is the hidden layer output matrix, 

pNE   is the error matrix and equation (21) can be solved for )(kW using 

the recursive MIMO least squares algorithm to minimize the following time-

varying cost function, 
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where the F-norm of a matrix is defined as )(
2

AAtraceA T

F
  and 1  is used 

to introduce exponential forgetting to the past data. It has been shown in 

Gomm and Yu (2000) that minimizing (22) is equivalent to minimizing the 

following cost function, 
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where R is an hh nn   upper triangular matrix, and Y


 is computed by an 

orthogonal decomposition as follows, 
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where Q is an orthogonal matrix. Combining (22) and (23) and considering 

that the F-norm is preserved by orthogonal transformation, the following 

equivalent cost function is obtained, 
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which allows the optimal solution of )(kW to be solved straightforwardly from 

                                          )()()( kYkWkR


                                   (26) 

and leaves the residual at sample interval k as 
F

T k)( . Since )(kR  is an upper 

triangular matrix, )(kW  can be easily solved from (26) by backward substitution. 

The decomposition in (24) can be achieved efficiently by applying givens 

rotations to an augmented matrix to obtain the following transformation by 

Gomm and Yu (2000): 
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                      (27) 

The procedure of the ROLS algorithm is therefore the following: for on-

line training, calculate )(k  at each sampling period to update the augmented 

matrix and compute the givens rotations to realize the transformation in (27). 

Then solve )(kW  in (26) with )(kR  and )(kY


 obtained in (27). In this case, W(k) is 
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needed at each sample instant for prediction. Also, 1  is needed to follow 

time-varying dynamics at the current time. For use in off-line mode, the givens 

rotations can be computed to realize the transformation in (27) continuously to 

the end of training, then W is solved finally from (26). In this case,   is set to 1. 

Initial values for )(kR  and )(kY


 in both cases can be assigned as IR )0(  and 

0)0( Y


, where   is a small positive number and I is a unity matrix with 

appropriate dimension. 

 

4.2.3 Network modelling modes 

There are two different modes of modelling a dynamic system using neural 

networks, one is the dependent mode and the other is the independent mode as 

defined by Narendra and Parthasarathy (1990). The structures of the two modes are 

displayed in Fig. 4.3 where Fig. 4.3(a) shows the block diagram of dependent mode 

(the process output )(ky  in the input vector )(kx of the network in (14)) while in Fig. 

4.3(b) shows the block diagram of independent mode (the model output )(ˆ ky in the 

input vector )(kx of the network in (15)). From Fig. 4.3(a), it can be seen that in the 

dependant mode, the output of the plant is used as part of the network inputs. 

Therefore, the neural network model will be dependent on the plant and cannot run 

independently. When the dependent model runs alone, after predicts for one-step-

ahead the plant output would not be available. Therefore, this mode of the model 

cannot do multi-step-ahead prediction and cannot run independently. The dependent 

mode is suitable to be trained for accurate one-step-ahead prediction, but one-step-

ahead prediction is very limited for applications. 
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(a) Dependent mode (b) Independent mode 

Fig. 4.3 The structure of the two modelling modes used in neural network 

modelling 

On the contrast, the past model output is used, instead of process output, as 

part of model input in the independent mode. Since the independent model can be run 

independently of the process, it can be used to do multi-step-ahead prediction, and 

can also be used as simulation model. The above features have been experienced by 

the authors in the past research (Yu et al., 1999). The model of the dependent mode 

can predict the process output for one-step-ahead only, while the independent model 

can predict for unlimited steps as long as the input, N is available. When the two 

different modes of model are used for fault detection, the difference is significant. 

When a fault occurs to the plant and affect the plant output, the dependent model 

output will also be affected through the plant output being used as the model input; 

whilst the independent model will not be affected by the occurred fault as the model 

is independent from the plant. This can be clearly seen from the plant output and 

model prediction shown in Fig. 4.4(a) and (b) below.  
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(a) (b) 

Fig. 4.4 Stack voltage predictions by (a) dependent mode, (b) independent mode in 

presence of fault 

 

Fig. 4.4 shows the results of RBF network when faults occurred in the plant 

for stack voltage output. Here, a fault has been introduced at k=3000-3200. The same 

signal inputs have been used for both modes to compare the different between these 

two. Fig. 4.4(a) shows the result of dependent mode when fault occurred at that 

particular times. As can be seen, when a fault occurs in the process, the process 

output is affected, at the same time due to that the process output is used as the model 

input, the model prediction is also affected. Consequently, the error between the 

process and model output as the residual will not be sensitive to the occurrence of the 

fault. This is displayed in Fig. 4.4(a) with a fault occurred during sample instant 

k=3000-3200. The same output with the prediction by an independent model is 

displayed in Fig. 4.4(b). From the result, it shows that when there is a fault in the 

plant, it will not be effected the prediction of the independent network. Therefore, the 
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modelling error of the independent model is very sensitive to the fault and the 

residual is big to indicate that there is a fault occurred in the plant. 

4.2.4 Data collection and scaling 

Collecting and preparing sample data is the first step in designing neural 

network model. The inputs of the PEMFC plant are stack current, SC and 

compressor motor voltage, CV while the outputs are net power, NP, oxygen excess, 

λO2 and stack voltage, SV. For data collection, the PEMFC systems have been 

injected with two types of input signals comprises SC and CV. At first, a set of 

random amplitude signals (RAS) have been generated and used as the system 

inputs, where the signals ranging from 100 to 300 amperes for the SC and from 

100 to 235 volts for CV. A few data samples have been collected consists of 1500, 

3000, 5000 and 6000 samples have been acquired with a sample period set at 0.1. 

The RAS signals have been injected to the PEMFC systems as shown in the 

simulink model of Fig. 4.5.  

 

Fig. 4.5 The Simulink model of RAS excitation signals 
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Fig. 4.6 shows the close-up of the RAS signals used as input in this work. 

The signals are generated randomly to cover the whole range of frequencies and 

entire operating space of amplitude in the PEMFC systems.  

  

(a) (b) 

Fig. 4.6 The RAS excitation signals of SC and CV after zoom-in the samples 

The second type of input signals used in this work is a step input. The 

collection of input-output samples data was generated using the Simulink model as 

in Fig. 4.7. Again, the range of input signals is between 100 to 300 amperes for the 

SC and from 100 to 235 volts for CV. The excitation inputs of SC and CV for 

5000 data samples can be referred in Fig. 4.7 while Fig. 4.8 shows the input 

signals of SC and CV.  
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Fig. 4.7 The Simulink model of step-input generation 

  

(a) (b) 

Fig. 4.8 The step inputs used during the process 

 

After data collection, all the data samples have been normalized before the 

training and testing procedure to ensure the accuracy of the modelling performance 

using the following equation:  
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where umin, umax, ymin and ymax are the minimum and maximum inputs-

outputs of the data set, while uscaled and yscaled are the scaled input and output 

respectively.  

 

The structure selection of RBF model is based on the smallest modelling error, 

mean square error (MSE) defined in the following equation: 
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  Where y and ŷ is the PEMFC system output and the RBF model prediction 

respectively.  

 

4.2.5 Model structure selection 

The next step is to determine the input variables of the RBF model. The 

PEMFC system to be modelled has two inputs: the stack current, SC and the 

compressor motor voltage, CV with three outputs: net power, NP, oxygen excess, λO2 

and stack voltage, SV. The selections of RBF model structure is based on modelling 

trials where the model structure with the smallest modelling errors were selected 

using the equation (30). Different orders and time delay of these variables have been 

tried in the model training and the following order is found to be most appropriate to 

give the minimum modelling error. The equation is: 

             )()]2(),1(,3ˆ),2(ˆ),1(ˆ[)(ˆ kekukukykykyfky                        (31) 

Fig. 4.9 shows the structure of RBF network model implies the equation (31) 

consists of thirteen inputs and three outputs. The centre is calculated using the K-

means clustering algorithm, and the width, σ was chosen using the p-nearest 
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neighbours algorithm. During the training process, the hidden nodes have been 

selected at 22 hidden nodes while the weights were chosen using the p-nearest 

neighbours algorithm. The training of this algorithm were applied using the RLS 

algorithm developed by Zhai and Yu (2007) and the following initial values were 

used: µ=0.999, w(0)=1.0×10
-6

×U(nhx3), P(0)=1.0×10
5
xI(nh), where µ is the 

forgetting factor, I is an identity matrix, U is the matrix with all element unity, and 

nh is the number of hidden layers.  
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Fig 4.9 The structure of RBF network model 

 

4.2.6 Simulation results 

In total there are five sets of samples collected from the FC stack. These 

data were divided into two sets, the first set of 4000 samples was used for RBF 

network training while the other 1000 samples was used for testing. The first 4000 

samples have been used to determine centres using the K-means clustering method, 

and width using the ρ-nearest distance method. Then, the weights were trained 

using the RLS algorithm, where the input data to the RBF model was formed as 
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shown in Fig. 4.9. After training, the model was tested using 1000 samples that 

have not been used in the training. The simulation results of the FC stack outputs 

and the RBF model predictions are shown in Fig. 4.10 and Fig. 4.11 for 1000 data 

samples. These results show the actual and estimated outputs during the testing 

process when there is no fault occurring in the process.  

 

Fig. 4.10 The actual and estimated outputs of RBF model during testing 

 

From the result, Fig. 4.10 shows the simulation of the process plant and the 

estimated output of RBF model using the RAS as the input signals while Fig. 4.11 

shows the simulation of the process plant with the RBF model using the step input. 

As can be seen here, the estimated outputs of the RBF model is closely near to the 

process plant output.  
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Fig. 4.11 The actual and estimated outputs of RBF model during testing with step 

input 

 

The model prediction error for the normalized test data was also measured with 

MSE and Table 4.1 shows the MSE errors for both types of signals used as input. 

 

Table 4.1 The MSE obtained during testing of RBF network model 

Types of input 

signals 

NP λO2 SV 

RAS 0.0092 0.0071 0.0051 

Step input 1.0 x10
-6

  1.0 x10
-6

  1.0 x10
-6
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4.3  Multi-layer perceptron neural network 

The multi-layer perceptron (MLP) networks with the back-propagation (BP) 

training algorithm (Rumelhart et al., 1986) are the most commonly used type of feed-

forward neural MLP has three types of layers: an input layer, a hidden layer and an 

output layer. The number of hidden layers in a MLP, and the number of nodes in each 

layer can vary for a given problem. Here, three layers MLP has been used as the 

architecture based on justification made by Lippmann (1987) which stated that three 

layers of MLP is adequate on the basis. The structures of the multi-layer networks are 

able to generate the internal representations which enable to classify input regions 

that either intersect each other or are disjoint (Lippmann, 1987). By considering the 

layers individually, a simple concept model of the operation of the three layer 

network can be obtained (Woodland, 1989). The input layer distributes the inputs to 

subsequent layers. Inputs nodes have linear activation functions, while the hidden 

nodes have a nonlinear activation functions and the outputs have a linear activation 

function. Hence, each input signal feeding into the hidden layer nodes multiplied by a 

weight and then is passed through the activation function that may be linear or 

nonlinear (Delashmit and Manry, 2005). 

 

The most widely used training algorithm for MLP network is the BP algorithm. 

The BP scheme consists of two major steps: the forward activation and the backward 

error flow. This algorithm is based on minimizing error of the neural network output 

compared to the required output. The feed-forward flow used to calculate the error of 

MLP output. Later, the error is passed backward to adjust the weights between the 

hidden nodes. The training is carried out by minimizing an error function which 
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allows the output of MLP network to represent classification (Bishop, 1995). Fig. 

4.12 shows the flow of BP algorithm used in MLP network during training. 
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Fig. 4.12 The schematic diagram of BP algorithm 

 

4.3.1 MLP network structure 

Accurate model is required in order to have a very satisfactory result. A 

NARMAX structure proposed by Leontaritis and Billings (1985) used as a general 

nonlinear dynamic system described by the following model: 

          )()]2(),1(,3ˆ),2(ˆ),1(ˆ[)(ˆ kekukukykykyfky mlpmlpmlpmlp          (32) 

where u is the process input,  ̂ is the estimated plant output, k is the order of plant 

output, and  f is the nonlinear function.  

 

In this work, three layers of MLP network consists of input layer, hidden 

node and output layer are used for training. Besides that the input structure of the 

MLP model has been standardize as in the RBF model structure where the inputs 

of MLP has been set to thirteen with three outputs are also being analysed. This 
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setting is chosen to make the study more accurate and easy to evaluate. Fig. 4.13 

shows the structure of MLP model selection used in this study. 

 

Fig 4.13 The structure of MLP network model 

 

4.3.2 The training algorithm 

The training is carried out to minimize an error function which allows the 

output of the network to represent classification functions (Bishop, 1995). The 

steps involved are: 

i) Initialize the network, with all weights set at random numbers between -1 

and +1 and choose  , learning rate between      .  Here, learning rate 

was chosen at 0.1. 

ii) Perform feed-forward calculation through the network to produce outputs. 

a) Training set is applied to the input. For each training sample, input 

patterns and target outputs. Assuming J hidden neurons and N inputs for 

a three layer MLP. 

b) The input of hidden neuron hi is calculated by: 

                          







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N

i

iiji xwfh
0

                                           (33) 
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where hi is output from each hidden neuron J and wij is the weight 

connecting the input, xi and hidden input and f is the tangent sigmoid 

activation function. 

c) The output of hidden neuron, ho is calculated by: 

                              
  














1exp1

2
0

ih
h                                 (34) 

where the activation function take the inputs and squash the outputs 

into the range -1 and 1. 

d) The output of network,  ̂mlp is given by: 

                            ojkmlp hwy ˆ                                                  (35) 

where wjk is the weight connecting the output layer and the output of 

hidden neuron. 

iii) The BP algorithm is designed to reduce error between the actual output and 

the desired output of the network in a gradient descent manner given by : 

                                  



g

j

jeJ
1

2                                                      (36) 

a) For each output unit k, compute the error, e. 

                              mlpyye ˆ                                                  (37) 

b) The gradients for the weights between the output layer and output of 

hidden neuron are updated by: 

                       ehww ooldjknewjk  __                                      (38) 

where α is the learning rate. 

c) The gradients of the weights between the input hidden neuron and the 

input  are updated: 
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where β is the learning rate.  

iv) Repeat step (ii) – (iii) until the minimum sum of squared error is achieved. 

 

4.3.3 Data collection and scaling 

To conduct a simulation using the MLP algorithm, the same data collection 

mentioned in section 3.2.4 was used. As well as for scaling, the same equation as 

in (28) and (29) is applied in the MLP algorithm. Based on the error obtained, the 

training process is evaluated using this equation:   

                                                            yye ˆ                                                        (40) 

 where y and ŷ is the PEMFC system output and the RBF model prediction 

respectively. 

 

4.3.4 Simulation results 

In the training process, 4000 samples were used to train the MLP network 

model. After training, the model was validated using 1000 samples that have not 

been used in the training. The simulation results of the FC stack outputs and the 

MLP model predictions are shown in Fig. 4.14 and Fig. 4.15 for 1000 data samples. 

These results show the actual and estimated outputs during the testing process 

when there is no fault occurring in the process.  
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Fig. 4.14 The actual and estimated outputs of MLP model during testing 

 

Fig. 4.15 The actual and estimated outputs of MLP model during testing with 

step input 
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The model prediction error for the test data was also measured with MSE 

equation and Table 4.2 shows the errors for both types of signals used as input in 

the MLP network. 

 

Table 4.2 The MSE obtained during testing of MLP network model 

Types of input 

signals 

NP λO2 SV 

RAS 0.0392 0.0083 0.0063 

Step input 1.0 x10
-11

  1.0 x10
-11

  1.0 x10
-11

  

 

 

4.4 Summary 

The ANN is used to overcome and tackle the nonlinear behaviour of PEMFC 

dynamic systems. In this work, the RBF network model and the MLP network model 

has been chosen as the algorithm in order to investigate and perform FDI of PEMFC 

dynamic systems. The performance and the efficiency of the independent model of 

both structure is tested and evaluated.  Here, two types of input signals have been 

used to the RBF network model and the MLP network model to train and test the 

model structure of both networks. This training and testing procedure is carried out to 

test the model structure using healthy data set collected from the FC stack. This 

process is very important in the FDI produce because later the modelling errors are 

used to do fault detection and fault isolation. 

 

 

 



- 60 - 

 

CHAPTER 5 

FDI STRATEGY AND CONFIGURATION 

 

5.1 FDI System Configuration 

Process faults, if undetected, have a serious impact on process economy, product 

quality, safety, productivity and pollution level. In order to detect, diagnose and 

correct these abnormal process behaviors, efficient and advanced automated 

diagnostic systems are of great importance to modern industries (Albert et al, 2007). 

Once a fault has been detected and its evolution is monitored, the severity of that fault 

can be evaluated and a decision can be made on the course of action to be taken. 

Monitoring creates the opportunity to strategically plan and schedule outrages and to 

manage equipment utilization and availability (Jean-Pierre and Joseph, 1995). Fig. 5.1 

shows the flow chart of model-based FDI in general.   
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Fig 5.1 Flow chart of model-based FDI (adopted Isermann, 1984) 
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In this work, based on flow chart in Fig. 5.1, the FDI configuration used in this 

work can be seen in detail as in Fig. 5.2 which can be divided into two categories. 

The first part of the FDI process is the fault detection process and the second part is 

the fault isolation process. In this FDI configuration, the modelling errors of the 

output measurements are used both in fault detection and isolation.  

Fault1

Fault2

Fault3

PEMFC 

Systems

SC 

   

CV

NP

λO2

SV 

Filter RBF 

Classifier

Actuator Fault Component Fault SensorNP Fault 

SensorO2 Fault 

SensorSV Fault

Residuals

-

-

-

+
+

++

+ +

   ^

NP(k)

     ^

λO2(k)

   ^

SV(k)

   eNP

eO2

eSV

Residual 

Generator

NP error

SV error

Fault4

Fault5

SC(k-2)

CV(k-1)

CV(k-2)

SC(k-1)

     ^

λO2(k-1)
     ^

λO2(k-2)
     ^

λO2(k-3)
   ^

SV(k-1)

   ^

SV(k-3)

   ^

SV(k-2)

   ^

NP(k-1)
   ^

NP(k-2)
   ^

NP(k-3)

Fault

Isolation

Fault

Detection

λO2 error

Artificial Neural

Networks

 

Fig. 5.2 The configuration of FDI systems with independent neural network 

model 

 

5.2 Independent neural network model 

Normally for prediction, classification and identification, most of the researchers 

used the dependent mode to predict the future values of the process plant. The 

disadvantage of this dependent model is that, it is insensitive to faults because it used 

the output plant as part of the input to the neural network model. Else, for 
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independent model, the prediction is based on the neural network model itself. This 

feature has been studied by Yu et al. (1999) which has been applied in this work. The 

explanation of these two networks has been explained in section 3.2.3.  To perform 

FDI for PEMFC dynamic systems, the following two types of independent neural 

networks have been applied in this research. The RBF neural networks and the MLP 

neural networks are the most common ANN used by researchers. 

 

5.2.1 RBF network model 

 

Fig. 5.3 The structure of an independent RBF network model 

The independent RBF network model for PEMFC dynamic systems proposed in 

this work can be referred to Fig. 5.3. The structure of RBF network consists of two 

inputs, SC and CV while the three estimated outputs, NP, λO2 and SV with their 
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delayed values to form thirteen inputs can be seen in Fig. 5.3 (Kamal and Yu, 2011). 

The model orders and time delays of the FC stack were selected based on heuristic 

studies based on minimum squared error obtained during the training and testing 

process. The structure of this RBF network model is used for the whole proses 

beginning from training and testing the network then identify the types of faults until 

the process to classify the faults.  

 

5.2.2 MLP network model 

 

 

Fig. 5.4 The structure of an independent MLP network model 

 

To make the analysis accurate and comparable, the inputs of the independent 
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set equally as the model structure used in the RBF networks model. Here, the inputs 

are also set as thirteen inputs with three estimated outputs, NP, λO2 and SC with their 

delayed values can be referred in Fig. 5.4.  

 

5.3 Residual generation 

Residual generation is the important component in fault detection process where 

the residuals are generated using the difference between the real system output, y(t) 

and the estimated outputs of the neural networks,  ̂   . Detectable deflections of the 

residuals yield to symptoms given by: 

                                                              ̂                                              (41) 

The faults are located and fault causes are determined (Kimmich et al., 2005). Fig. 

5.5 illustrates the block diagram of fault detection with three inputs and one output 

which is the residual error signal. 

Residuals

   eNP

eλO2

eSV

Residual

Generator

 

Fig. 5.5 The block diagram of fault detection process 

 

In order to do fault detection, the residuals are calculated by combining the three 

model prediction errors, so that the sensitivity of the residual to each fault can be 

significantly enhanced, and consequently the false alarm rate would be reduced. The 

residual in this work is calculated as: 
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                                  22

2

2

SVONP eeere                                                 (42) 

where eNP, eλO2 and eSV are the filtered modelling error of net power, λO2 and stack 

voltage, respectively. When faults are detected, the fault isolation procedure is started.  

 

5.4 Fault isolation 

Fault isolation step is important in the FDI process due to its ability to classify 

the type of faults at that particular time when faults occurred. The RBF network is 

well known for its powerful ability to classify components with different features 

from a mixed signal. Fault isolation in this study is implemented by adding another 

RBF network as a classifier (Kamal and Yu, 2012). The model prediction error vector 

obtained from the fault detection part is caused by faults, and is a nonlinear function 

of the faults. As this vector is multi-dimension, three dimensions in this study, it will 

have different structures for different faults. The residual vector feature has also been 

used in the neural network method by Patton et al. (1994) and Yu et al. (1996). The 

RBF classifier uses this feature to classify these faults. Based on this idea, the RBF 

classifier is designed with three inputs to receive the three elements of the filtered and 

squared model prediction error vector, and five outputs with each being dedicated to 

one fault. The general structure of the RBF classifier used is shown in Fig. 5.6, where 

e
2

NP, e
2

O2 and e
2

SV are the input signals to the RBF classifier later classified faults 

according to the individual symptoms and the location of each faults.  
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Fig. 5.6 The block diagram of fault isolation 

.   

In this work, the RBF classifier employed the Gaussian basis function as defined in 

Chapter 4 under section 4.2.1 until 4.2.2.2 to do fault isolation. 

 

5.5 Summary 

In this chapter, the design structure of FDI process is presented. The process 

started from fault detection part where the residual signals are calculated by 

combining three modelling prediction errors as in equation (42) to do fault detection. 

Later, these modelling prediction errors are fed into the RBF classifier to conduct the 

fault isolation process. Here, the Gaussian basis function is used to train each fault 

according to individual fault before the classification can be carried out.  

 

 

 

 

 

Fault1

RBF 

Classifier

   e
2

NP

e
2

O2

e
2

SV

Fault5

Fault2

Fault4

Fault3



- 67 - 

 

CHAPTER 6 

SYSTEM CONTROL AND SIMULATING FAULTS 

 

6.1 Closed-loop control system design 

Feedback control systems are often referred to as closed-loop control systems. In 

practice, the terms feedback control and closed-loop control are used interchangeably. 

In a closed-loop control system the actuating error signal, which is the difference 

between the input signal and the feedback signal, is fed to the controller so as to 

reduce the error and bring the output of the system to a desired value. The term 

closed-loop control always implies the use of feedback control action in order to 

reduce system error. An advantage of the closed-loop control system is the fact that 

the use of feedback makes the system response relatively insensitive to external 

disturbances and internal variations in system parameters. It is thus possible to use 

relatively inaccurate and inexpensive components to obtain the accurate control of a 

given plant, whereas doing so is impossible in the open-loop case (Lecture notes, ME 

475). 

A FC should be controlled effectively to ensure (a) the system supply of required 

power in the represent of rapid variations in the external loads, (b) high efficiency of 

the system, and (c) long life of the system, among others. Another control problem in 

FC is the phenomena of oxygen starvation, which may occur when there is a sudden 

large increase in the load power (Bavarian et al., 2010). The accuracy and transient 

behaviour of sensors and actuators are of high importance in optimal control of FCs. 
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Actuators used in the control of FC stacks include valves, pumps, compressors motors, 

expander vanes, fan motors, humidifiers and condensers (Bavarian et al, 2010). 

6.1.1 Feedforward control 

The feedforward control is used to control compressor motor voltage, CV 

based on the current drawn from the FC stack. In this work, a look-up table acts 

as feedforward control as presented in Table 6.1 with respect to the signal range 

of stack current, SC ranging from 100 to 300 amperes. To design the feedforward 

controller, the SC signal is adjust at the value illustrated  in Table 6.1 and fed to 

the FC stack  while tuning the CV until  λO2 = 2.  The nominal value for oxygen 

excess ratio is selected at λO2 = 2, which correspond to the maximum FC net 

power for the nominal current (Pukrushpan et al., 2002).  

 

Fig. 6.1 Simulink model to build look-up table values 
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(c) 

Fig 6.2 The construction of look-up table based on SC-CV tune technique 

 

Table 6.1 The design of feedforward controller 

SC(A) CV(A) λO2 SC(A) CV(A) λO2 

105 102.33 

2 

190 163 

2 

110 105.98 195 166.45 

115 109.98 200 169.85 

120 113.15 205 173.25 

125 116.77 210 176.65 

130 120.43 215 179.85 

135 124.05 220 183.25 

140 127.68 225 186.45 

145 131.29 230 189.65 

150 134.89 235 192.75 

155 138.48 240 195.95 

160 142.05 245 199.05 

165 145.58 250 202.05 

170 149.15 255 205 

175 152.65 260 208 

180 156.10 265 211 

185 159.60 270 214.10 

 

 

Fig. 6.1 illustrated the Simulink model used to generate the feed-forward 

control where SC is fixed at certain value while tuning the CV until it λO2=2. The 
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response of λO2 can be referred in Fig. 6.2 when SC=105 A and CV=102.33 V, the 

value of λO2 =2. The lookup-table is designed starting from the minimum to the 

maximum value of SC. The complete look-up table used as the feedforward control is 

shown in Table 6.1. 

 

6.1.2 Feedback control 

The proportional-integral-derivative (PID) controller has been used as a 

closed-loop controller to overcome the effect of disturbances and also to improve 

the response with respect to reference signal. The PID controller equation is in the 

form of (Ogata, 1997): 

                               sK
s

K
KPID d

i

pcontroller                                          (43) 

where Kp, Ki and Kd is proportional, integral and differential gain. The 

PID controller used in this work has been fine tuned until λO2 = 2. Therefore, the 

final value of the PID controller equation is given by:  

               







 s

s
PIDcontroller 05.0

6153.0

1
1200                                          (44) 

 

Fig. 6.3 shows the overall control system of feedforward and a 

closed-loop control implemented in this work. In the Simulink model, the SC acts 

as a disturbance to the PEMFC systems with a reference input of λO2 = 2. The 

output of λO2 needs to be maintained in order to avoid oxygen starvation from 

happening. The SC being satisfied by the FC enters the control system as a 

measureable disturbance and therefore justifies by the use of feedforward 
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strategy to compensate for this effect and for this a feedback strategy has to be 

devised in order to keep λO2 as close as possible to the set point. 

 

Fig. 6.3 The Simulink model feedforward-feedback controller of λO2 

 

Fig 6.4 The response of λO2 using feedforward and feedback control 
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Fig. 6.4 shows the response of λO2 when both controller are combined. As 

can be seen, when there is a signal change, λO2 also changes and then becomes 

steady at 2 when the SC is constant. This feed-forward controller produces 

compensation for the external disturbance; at the same time the PID controller is 

used to form the feedback control and to control uncompensated effects as well as 

the steady state (Zhai and Yu, 2008). Fig. 6.5 shows the simplified block diagram 

of Simulink model build with the combination of feed-forward and feedback 

control used during the FDI simulation. 

 

Fig 6.5 Feedforward plus feedback control scheme 

 

6.2 Simulating faults 
 

There are several algorithms for fault simulation, the simplest being the serial 

fault simulation. Here the fault simulation is performed for one fault at a time. As 

soon as one fault is detected, the simulation is stopped and a new simulation is started 

for another fault. This fault simulation method, though simple, is very time 

consuming. Another method of fault simulation, which simulates more than one fault 

are called parallel fault simulation. In this work, both algorithms were performed but 

here only the parallel fault simulations are presented. 
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The faults acting upon a system can be divided into three types of faults:   

i) Actuator faults. 

ii) Sensor / Instrument faults. 

iii) Component faults. 

 

Control signals Outputs

Disturbance

Component faults Sensor fault

Actuators Dynamic Process Sensors

Diagnosis System

Actuator faults

Diagnosis decision

 

Fig. 6.6 The block diagram of closed-loop systems  

 

Fig. 6.6 shows the general block diagram of a closed-loop systems with the 

presence of faults considered during the plant operating. In this research we 

investigate FDI approaches to diagnose all three types of faults; actuator, component 

and sensor (instrument) faults. The fault sources chosen to analyse are: 

 

i) Actuator fault –Compressor voltage. 

ii) Component fault – Manifold leakage. 

iii) Sensor faults – NP sensor, λO2 sensor and SV sensor. 

 

The FC system power response depends on air and hydrogen feed, flow and 

pressure regulation, heat and water management (Pukrushpan et. al., 2002). During 
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transient, the FC stack breathing control system is required to maintain optimal 

temperature, membrane hydration, and partial pressure of the reactants across the 

membrane in order to avoid degradation of the stack voltage, thus maintain high 

efficiency and extend the life of the stack (Yang, 1998). The air flow and pressure are 

the key controlled components of a FC stack for an efficient and dynamic 

performance of the FC. FC is in risk of oxygen starvation during high current demand 

and fast load changes. Oxygen starvation is defined as the ratio of the partial pressure 

of reserving oxygen with that of used oxygen. It comes along with a drop in partial 

pressure of oxygen (Pukrushpan et al., 2004a). The oxygen ratio, λO2, must be kept 

above a minimum limitation for normal operation.  

 

In this study, five faults are introduced to a known test-bench PEMFC based on 

the model developed by Michigan University (Kamal and Yu, 2011). The PEMFC 

simulator was modified to include five possible fault scenarios which may occur 

during the normal operation of PEMFC systems as shown in Fig. 6.7 in terms of 

block diagram. The five faults introduced to the PEMFC schematic is shown as in Fig. 

6.8. 
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Fig. 6.7 The overall PEMFC modified with five faults 

 

 

Fig. 6.8 The schematic of PEMFC systems with five faults 
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introduced to the PEMFC dynamic systems. The fault is introduced using a block 

diagram of a step input.  

6.2.1 Simulating actuator and component faults 

Mostly centrifugal compressor used in FCs is susceptible to surge and 

choke that limit the efficiency and performance of the compressor. In a high 

pressure PEMFC, a compressor supplies air to the cathode. The compressor itself 

consumes up to 30% of FC generated power and therefore, has a direct influence 

on overall system efficiency (Vahidi et al., 2007). The challenge is that oxygen 

reacts instantaneously as current (load) is drawn from the stack, while the air 

supply rate is limited by the manifold dynamics, compressor surge and choke 

constraints (Pukrushpan et al., 2004; Vahidi et al., 2004). Surge causes large 

variations in flow and sometimes flow reversal through the compressor and can 

even damage the compressor (Vahidi et al., 2007).Air leakage in the supply 

manifold makes the pressure in the cathode decrease. Therefore, to collect the FC 

stack data subjected to the air leak fault, equation (5) in section 4.2.2 is modified to:                                 

                
 

        ltTtWtTtW
VM

R

dt

tdp
smoutsmcpcp

sm

atm

a

sm  ,


                              (45) 

where ∆l is used to simulate the leakage from the air manifold, which is 

subtracted to increase the air outflow from the supply manifold. ∆l = 0 represents 

that there is no air leakage in the supply manifold.   

 

Most of process applications are connected by a pipe, wire or conduit 

which experienced leakage during the operation. In PEMFC dynamic systems, 

the operation of the liquid and gases are connected by the manifold. Leakage is a 
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common fault which normally happens in every process or mechanical operation. 

If a leakage happens in the system, the pressure during the operation will 

decrease and this will affect the overall performance of the PEMFC dynamic 

system. Therefore, in this work a component fault which is leakage is considered 

happens in the FC systems. The fault appears at the return manifold outlet which 

implies a reduction of outlet flow. Fig. 6.9 shows the Simulink model where the 

component and actuator fault being injected to the FC stack process to reflect that 

faults have occurred in the system. 

 

 

Fig. 6.9 The Simulink block of component and actuator faults for open-loop systems 

 

The faults simulation of actuator and component for closed-loop system 

in the Simulink model is presented in Fig. 6.10 which consist of the feedforward 

and feedback control inside the block diagram. 
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Fig. 6.10 The Simulink block of component and actuator faults for closed-loop 

systems 

 

6.2.2 Simulating sensor faults 

Typically, the FC characteristics are given in the form of a polarization 

curve, which is the plot of FC voltage versus current density. Since FCs are 

connected in series to form the stack, the total stack voltage is Vst=η.Vcell and the 

power is Pst=Vst.Ist. Part of the stack power is used to drive the compressor motor. 

Therefore, Pnet=Pst-Pcm (Pukrushpan et al., 2002). While, the oxygen supply to 

the cathode is one of the key factors in operation of a FC stack. When the current 

is drawn from a FC, the air supply system should replace the reacted oxygen. 

Otherwise the cathode will suffer from oxygen starvation which damages the 

stack and limits the power response of FC (Vahidi et al., 2004). Based on these 

reasons, fault is introduced at the output of these three sensors used inside the FC 

stack. Fig. 6.11 shows the construction of faults implemented in the 

Matlab/Simulink model. 
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Fig. 6.11 The simulink block of sensors faults 

 

6.2.3 Data collection used in FDI  

The implementation of FDI is done in the MATLAB R2009a/Simulink 

environment. The parameters for simulations are based on an FC prototype 

vehicle (Pukrushpan et al., 2004a). Before FDI methodology can be applied, 

healthy data sets from the PEMFC systems is collected using two types of input 

signals; RAS and step signals. The RAS input signals of SC and CV are 

generated randomly within their minimum and maximum value stated in Table 

6.2 while for the step signals, SC and CV are varied as discussed in Chapter 7.  

 

Table 6.2 The values of SC and CV 

Parameters Minimum Maximum 

SC 100 A 300 A 

CV 100 V 235 V 
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Table 6.3 Faulty data sets used during the simulation of RBF and MLP networks 

model 

Sample 

Input 

type 

Control 

scheme 

Types of fault 

No. of 

data 

Fault size Data range 

6data20b 

 

RAS 

Open-

loop 

system 

SensorNP 200 +10% 1000-1200 

SensorO2 200 +10% 2000-2200 

SensorSV 200 +10% 3000-3200 

Component 200 +10% 4000-4200 

Actuator 200 +10% 5000-5200 

noF5000 

Step 

input 

Open-

loop 

system 

Actuator 100 -7% 500-600 

Component 100 -7% 1500-1600 

SensorNP 100 +10% 2500-2600 

SensorO2 100 +10% 3500-3600 

SensorSV 100 +5% 4500-4600 

FFFB1500 

Step 

input 

Closed-

loop 

system 

SensorNP 50 +10% 450-500 

SensorO2 50 +10% 650-700 

SensorSV 50 +10% 850-900 

Component 50 -10% 1050-1100 

Actuator 50 -10% 1250-1300 

 

 

Once the healthy data sets are obtained from these three samples, later 

five types of faults are injected to the PEMFC systems model as explained above. 

These faulty data sets are collected because later these faulty data sets are used to 

test both of networks algorithm. In this work, a lot of samples have been 



- 81 - 

 

collected which can be found in the conference papers attached as appendixes but 

only three samples of data sets are shown here to summarize the work that has 

been conducted as well as to cover different types of controller. Table 6.3 

summarizes the data sets which are used in the thesis writing. There are three 

sample measurement consisting of 6000 samples, 5000 samples and 1500 

samples of faulty data obtained during the fault simulation of the model.  

 

6.3 Summary 

A dynamic FC model suitable for control studies was developed by researchers 

from University of Michigan. The transient phenomena capture in the model include 

the flow and inertia dynamics of compressor, the manifold filling dynamics (both 

anode and cathode), and membrane humidity. These variables affect the FC stack 

voltage, and thus FC efficiency and power (Pukrushpan et al., 2004) as well as the 

overall of PEMFC performances. Based on these factors, this simulator model has 

been chosen for FDI analysis where the PEMFC dynamic systems has been modified 

to introduce five types of faults happens during the normal operation. Table 6.3 

summarizes the three data samples used in this work. The purpose of doing the FDI 

under open-loop systems is to test the effectiveness of the RBF algorithm and MLP 

algorithm developed in this work before it can be implemented to the closed-loop 

systems. Besides that, different types of inputs signals are also being injected for this 

FDI analysis.  
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CHAPTER 7 

FAULT DETECTION 

 

7.1 Introduction 

Process faults have a serious impact on product quality, safety, productivity and 

pollution level. In order to detect, diagnose and correct these abnormal process 

behaviors, efficient and advanced automated diagnostic systems are of great 

importance to modern industries (Rosich et al., 2007). Once a fault has been detected 

and its evolution is monitored, the severity of that fault can be evaluated and a 

decision can be made on the course of action to take. Monitoring creates the 

opportunity to strategically plan and schedule outrages and to manage equipment 

utilization and availability (Gibeault and Kirkup, 1995).  

The International Federation of Automatic Control (IFAC) SAFEPROCESS 

Technical Committee defines a fault as an unpermitted deviation of at least one 

characteristic property or parameter of the system from the acceptable/usual/standard 

(Isermann, 1997; Schrick, 1997). Therefore, the fault is a state that may lead to a 

malfunction or failure of the system (Isermann, 1997). Fault detection is a procedure 

that reports the occurrence of a fault at a particular time. The task of fault detection is 

to determine the source of fault and its location.  

The implementation of FDI in this work is done in the MATLAB 

R2009a/Simulink environment. Two different types of signals are fed to the FC stack 

under open-loop and closed-loop control. The signals are the RAS and step inputs. It 
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is a MIMO system where the inputs are SC and CV while the outputs are NP, λO2 and 

SV. Five main types of faults commonly happen in the process control environment 

have been considered happened in the FC nonlinear simulation model. Firstly the 

effect of actuator fault with valve experienced surge or choke during the operation 

and a leakage in the manifold supply which makes the pressure decrease in the supply. 

Then, sensors at three outputs experience a malfunction of over reading situation. 

7.2 Fault detection for open-loop system 

Before the algorithm for the RBF network model and MLP network model can be 

implemented to closed-loop control, it is tested for open-loop control due to its 

simplicity. From the stability point of view, the open-loop system is easier to build 

because system stability is not the major problem. On the other hand, stability is a 

major problem in the closed-loop control system, which may tend to overcorrect 

errors that can cause oscillations of constant or changing amplitude. Because of these 

reasons, both; the RBF network model and MLP network model have been tested 

under open-loop condition.  

In this work, the data were divided into two groups; healthy and faulty data set. 

Firstly, a healthy data set is used to train and test with these algorithms mentioned in 

Chapter 4 for the both neural network models; the RBF network and the MLP 

network models. In the training section, once the minimum prediction error models 

are obtained, both networks are tested to check whether the model structure is 

satisfied or not using the algorithm mention in Chapter 4. Once the result is 

satisfactory, then the model structure is tested with faulty data sets.  
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7.2.1 FDI using RBF modelling 

As mentioned above, the data sets mentioned in Table 6.3 under Chapter 6 are 

used to test the RBF algorithm. There are two types of inputs used; RAS and square 

inputs which are applied to open-loop control as discussed below.  

 7.2.1.1 RAS inputs 

Here, the input signals are randomly generated between the minimum and 

maximum values in the range of SC and CV. The sampling time was set to 0.1s and 

consists of 6000 samples. Fig. 7.1 shows the example of RAS excitation inputs 

injected to both inputs; SC and CV. 

  

(a) (b) 

Fig. 7.1 The RAS signals used as the excitation inputs 

 

Fig. 7.2 shows the healthy and faulty outputs of NP, λO2 and SV with 

respective faults during the injection of RAS as inputs. The five faults simulated in 

the MATLAB R2009a/Simulink model was simulated by superimposing a positive 

ten percent. As can be seen here, the faults are very small compared with the plant 
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outputs and with raw eyes these faults cannot be detectable. However, there is a big 

gap in SV output when sensorSV fault occurred at k=3000 to k=3200. 

 

Based on Fig 7.2, next step is to calculate the residuals generated from these three 

outputs measurement based on the difference between the plant outputs and the RBF 

networks model outputs. Even though the residual signals are obtained, the five faults 

exiting in these output signals cannot be detected due to noise existence. The mixture 
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of faulty signals and a noisy signal can be referred in Fig 7.3. Anyway there is a 

change of amplitude at k=3000 to k=3200 due to sensorSV fault. 

 

The modelling errors obtained from the difference of plant and the RBF networks 

contains a noisy signals are filtered. The filter equation used in this work is given by: 

                                     ierrorierrorifilter  1*1                                   (46) 

where i is the number of samples used during the simulation. 
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Therefore, to enhance signal-to-noise ratio the filtered modelling errors are 

squared. The three squared and filtered model prediction errors are displayed in Fig. 

7.4, with the simulated faults on the top of the figure for easy observation. In Fig. 7.4 

it can be observed that these signals can be used for fault detection, but cannot be 

used for fault isolation. From observation, the simulation result shows that there are 

more than one faults exist in the output signals.  

 

It can be clearly seen, for example, between samples k=1000 and k=3000 in Fig. 

7.4 that there is a fault occurred in the filtered squared modelling error signal of 
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output NP and SV based on sensor fault itself. The fault caused by these sensors can 

clearly be identified in respective outputs. Again, by referring to Fig. 7.4, the filtered 

squared modelling error of λO2 contains three types of faults due to sensorO2, 

component and actuator faults. Therefore it is impossible to identify individual fault 

happened during the operation of the system according to the fault detection signal 

only. By applying the residual generation equation, the residual generated is shown in 

Fig. 7.5. 
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7.2.1.2 Step inputs 

A series of step changes in SC and CV are applied as excitation inputs as 

shown in Fig. 7.6 where both signals changing with 100 interval in the signals 

ranging from 180A to 185A for SC and 180V to 195V for CV. Here, the input signals 

are randomly generated between the minimum and maximum range of SC values and 

CV values.  

  

(a) (b) 

Fig. 7.6 The step inputs signals of SC and CV  

 

Fig. 7.7 shows the output simulation of NP, λO2 and SV when the faults occur 

in the system for testing data set. The output signals shows that when there is a fault 

the signal shape is changed where either it goes down or up at that particular time. 

However, when there is no fault the signal of plant output is equal to RBF network 

output. To see more details, Fig. 7.7 had been enlarged. Fig. 7.8 shown a closed-up 
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fault. Here, component fault experienced a -7% fault size which clearly can be seen in 
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while sensorNP just influence its own output not the other two outputs with a +10% 

fault size.  
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The output signals in Fig. 7.9 have negative and positive polarity residual 

signals which makes the analysis of faults difficult. Thus to make these residual 

signals easier to analyse, the modelling prediction errors of each outputs are squared 

and later it will be filtered to makes the signals smoother. Once this has been done, 

these faults can easily be analysed and determined whether faults have occurred or 

not in the system. Fig. 7.10 shows the simulation results based on step input signals. 

From the observation, it is easily to detect that there is a fault due to sensorNP at 

k=2500 and sensorSV fault at k=4500 due to the fault size is higher than the others. 
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However it is hardly to define which faults occurred in the output signals of λO2 

because there are more than one fault signals inside it. 
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Once the signals being filtered and squared, based on Fig. 7.10, it is hard to 

identify in λO2 outputs which faults belong to whose. Therefore, by applying the 

residual generator equation, these faults can be detected. This is demonstrated in Fig. 

7.11 where the fault size of sensorSV is much higher than the other four faults even 

though the fault size of sensorSV is the smallest which is around +5%. 
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7.2.2 FDI using MLP modelling 

The MLP network model has been applied with the same data samples as in 

the RBF network model. Here, 6000 samples used for RAS inputs, 5000 samples and 

1500 samples of step input signals. The same two signals mentioned in Table 6.3 are 

applied to open-loop control for further analysis.  

7.2.2.1 RAS inputs 

6000 data samples are used in the MLP network model where the input 

signals are randomly generated between the minimum and maximum range of SC 

values and CV values mentioned in Table 6.2.  As can be seen in Fig. 7.12 with the 

RAS signal as input, it is quite hard to differentiate the signal between the healthy and 

faulty output signals. However by referring to the output of SV there is a big 

difference between the plant and the MLP network model happened at k=3000. To 

make it clearer, Fig. 7.13 shows close-up results of Fig. 7.12 starting from k=1800-

3800. 



- 96 - 

 

 

 

0 1000 2000 3000 4000 5000 6000
0.9

0.95

1

1.05

1.1

F
a
u
lt
s

0 1000 2000 3000 4000 5000 6000

0

0.5

1

N
e
t 

P
o
w

e
r 

(W
)

0 1000 2000 3000 4000 5000 6000

0

0.5

1

O
2
 e

x
c
e
s
s
 

0 1000 2000 3000 4000 5000 6000

0

0.5

1

Number of Samples

S
ta

c
k
 V

o
lt
a
g
e
 (

V
)

 

 

plant output MLP output

ComponentSensorNP SensorO
2 SensorSV Actuator

Fig. 7.12 The testing process of healthy and faulty data sets 



- 97 - 

 

 

In Fig. 7.13, two faults occurred due to sensorO2 and sensorSV. By referring to 

this, it shows the effect of sensorO2 fault is small even though the fault size was +10% 

at k=200-2200. However, at k=3000-3200, the fault of sensorSV can clearly be seen.  

It shows that a fault in sensorSV only affected its own output signal.   
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By applying the same procedure as conducted and mentioned in RBF network 

model, the modelling prediction errors are found and then being filtered and squared 

to enhance the signal-noise ratio. Fig. 7.14 and Fig. 7.15 demonstrated the simulation 

results after implementing those methods towards the residual signals. While Fig. 

7.16 show the fault detection based on individual fault after the application of residual 

generator equation. 
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7.2.2.2 Step inputs  

Next, a step signal injected as inputs, where the change of signal from one 

state to another is not as in RAS inputs. Due to this situation, the fault occurrence in 

NP, λO2 and SV outputs are clearly been seen as in Fig. 7.17. The changing of state 

during no fault to fault condition when fault occurred in the plant is obvious. This is 

shown in Fig. 7.17.  
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 The difference between the plant output and the MLP model prediction is used 

to generate residual signal which is later used to perform fault detection. These 

signals are filtered and squared to change the negative amplitude of residuals as 

shown in Fig. 7.18 while Fig 7.19 shows that more than one signals occurred inside 

the output signals. Based on this result, it is difficult to detect faults in the plant 

outputs. Therefore, by using the equation of residual generator, these five faults can 

easily be detectable as shown in Fig. 7.20. 
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7.3 Fault detection for closed-loop system 

After these two networks being tested on open-loop control, next they are 

implemented to closed-loop control. The simulated faults can be further referred in 

Table 6.3. Fig. 7.21 shows the type of inputs used to train and test the networks as 

part of the simulation process. Here, λO2 is set at 2 and being used as a reference 

signal to monitor the performance of λO2.  
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(a) (b) 

Fig. 7.21 The step inputs used in the feedforward-feedback control 

 

7.3.1 RBF modelling 

Firstly, the RBF network is implemented to perform the closed-loop control 

using the faulty data sets. The simulation is conducted using 1500 data samples 

obtained with five faults simulated is superimposed with ±10% fault size. The same 

procedures and methods applied in the previous section are applied to this controller 

while doing the fault detection. Fig. 7.22 shows the testing process between healthy 

and faulty data set while Fig, 7.23 demonstrates the model prediction errors of the 

signal obtained. 
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Later the prediction error signals are filtered and squared and again in order to 

detect faults using the residual generator. Fig. 7.24 shows the filtered modelling 

prediction errors while Fig. 7.25 shows the fault detection of RBF network model. 
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7.3.2 MLP modelling 

The MLP network model for closed-loop control used step inputs of 1500 data 

samples.  Fig. 7.26 illustrates the testing process of MLP network between healthy 

and faulty data sets. As can be seen here, the outputs plant change where there is a 

fault occurred and become constant when there is no fault in the plant systems. 
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In order to perform fault detection, the residual signals are obtained then 

filtered and squared for easy analysis. Fig. 7.27 and Fig. 2.28 shows the 

corresponding results. 
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Once the filtered modelling prediction errors are obtained, then the fault detect 

can be perform. In Fig. 7.28 the output signals show that there are more than one fault 

exists in the signal. The fault cannot be determined therefore once the residual 

generator being applied, these five faults can be detectable. After the signals have 

been filtered due to a lot of noises and disturbances, a threshold is set to indicate a 

false signal and a faulty signal. Based on Fig. 7.29 the threshold is at 0.008 where it 

shows that five faults simulated have been detected.  
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7.4 Summary 

In this chapter, a new independent neural network model-based fault detection 

method has been presented and tested. An advantage of this new method is that it 

does not require the knowledge of the fault magnitude to provide a diagnostic. To 

prove this, a PEMFC simulator based on a model presented in the literature 

(Pukrushpan et al., 2004a; 2004b) has been used and tested. The simulation model 

was modified to include five set of possible faults scenarios proposed in this thesis 
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work. This modified simulator allows imposing a determined fault scenario and 

analysing its behaviour. In this work the RBF network model and MLP network 

model are used to perform fault detection. From the observation it shows that, both 

methods are able to detect the five simulated faults. It shows that this proposed fault 

detection method is able to detect all five faults either in open-loop control or closed-

loop control with different kind of input signals. The fault detection plays an 

important part in fault isolation procedure because if the fault cannot be detected, then 

the fault isolation cannot be performed. 
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CHAPTER 8 

FAULT ISOLATION 

8.1 Introduction 

For fault isolation, the residuals generated should not only be sensitive to faults, 

they also need to be able to distinguish between different types of faults. There are 

two approaches to generate such residuals which facilitate fault isolation. One method, 

known as the directional residual approach, is to generate residual vectors that lie in a 

specified direction in the residual subspace corresponding to each type of fault. The 

fault isolation problem is then transformed into one of determining the direction of 

the residual vector. The other method is the structured residual approach, in which 

each residual vector is designed to be sensitive to a single or selective set of faults, 

and insensitive to the rest (Chen, 1995). Structured residuals are usually characterized 

by an incidence matrix in which the rows correspond to residuals and columns 

correspond to faults. A “1” in the incidence matrix represents coupling between a 

residual and a fault, and a “0” represents no coupling. For isolation, all columns must 

be different. A special case in which each residual is designed to respond to a single 

fault is known as a diagonal structure (Patton & Chen, 1997). The design consists of 

two stages, the first one is to specify isolable structured, and second is to make each 

residual robust. In the following, fault isolation schemes based on structured residual 

sets are presented. Note that, each residual is designed using eigenstructure 

assignment approach. 
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8.2 RBF classifier 

The residual signals have different structures for different faults. This feature can 

be used to isolate these faults. From references (Himmelblau et al., 1991; Watanabe 

et al., 1989; Sorsa et al., 1991; Naidu et al., 1990; Willis et al., 1991), it can be seen 

that the neural network is used as a fault classifier. A neural network is used to 

examine the possible faults or abnormal features in the process plant outputs and fives 

a fault classification signal to declare whether the system is in faulty condition or not. 

Here, the outputs system is used as input to fault classifier. The successful detection 

of a fault is followed by the fault isolation, which will distinguish or isolate a 

particular fault from others (Patton & Chen, 1997).  

 

The RBF network is well known for its powerful ability to classify components 

with different features from a mixed signal. Fault isolation in this study is 

implemented by adding another RBF network as a classifier (Kamal and Yu, 2012). 

The model prediction error vector obtained from the fault detection part is caused by 

the faults, in addition to modelling error and noise and is a nonlinear function of the 

faults. As this vector is multi-dimension, three dimensions in this study, it will have 

different structures for different faults. The RBF classifier uses this feature to classify 

these faults. Based on this idea, the RBF classifier is designed with three inputs to 

receive the three elements of model prediction error vector, and five outputs with 

each being dedicated to one fault.  

This RBF classifier is a nonlinear static network. The network is trained with a 

set of data including five subsets. Each subset of data is collected when the system is 

subjected to one of the five simulated faults. Then the classifier is trained with its 
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target vector arranged in the following way: For the data subset with the first fault 

occurrence, the target for the first output is “1”, while the target for the other outputs 

are “0”. For the data subset with the second fault occurrence, the target for the second 

output is “1”, while the target for the other outputs are “0”, and so on so forth, until 

the final faults.  

Here two types of signals have been used as input signals. Therefore, to 

demonstrate how fault isolation used as the structured residual, the target matrix of 

the fault is demonstrated using one of the sample instead of the other two data sets. In 

the RAS execution, 6000 samples of data were collected with the first fault occurring 

during k = 1001~1200, the second fault occurring during k = 2001-2200, and so on. 

Then, the generated filtered and squared model prediction error vector from the fault 

detection part was used as the input data of the RBF classifier. Correspondingly, the 

target matrix X0 has 6000 rows and 5 columns. The entries from the 1000
th

 row to the 

1200
th

 row in the first column are “1”, while the other entries are “0”. The 

arrangement for columns 2 to 5 is done in the same way. This is shown as in Table 

8.1 for example arrangement of 6000 samples to perform fault isolation. 

 

Table 8.1 The target matrix in training the RBF classifier 

Rows Xo 

1001~1200 [1 0 0 0 0]
T
 

2001~2200 [0 1 0 0 0]
T
 

3001~3200 [0 0 1 0 0]
T
 

4001~4200 [0 0 0 1 0]
T
 

5001~5200 [0 0 0 0 1]
T
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The target matrix in Table 8.1 was used in training of the RBF classifier. The 

centres and widths of the network were chosen using the K-means clustering 

algorithm and the p-nearest centre algorithm. The weights were trained with using the 

RLS algorithm with the following data, µ= 0.99999, w(0) =1.0×10
-6

×U (nh×3), 

P(0)=1.0×10
8
×I (nh); where I is an identity matrix and U is a ones matrix. The RBF 

networks model only used the three rows of the PEMFC outputs matrix which contain 

the values of NP, λO2 and SV. After training the data set is tested using the RBF 

classifier algorithm where the location of faults are located and classify according to 

time of fault occurred.  Fig. 8.1 illustrates the process of RBF classifier implemented 

in this study where five faults can be located and classify.  
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Fig. 8.1 The concept of RBF classifier  

 

8.2.1 Fault isolation for open-loop systems  

In this work the fault isolation was implemented in open-loop system to verify 

whether both networks can function successfully in classifying faults in the process 

plant. As mentioned earlier, for open-loop control, two types of excitation signals are 

used as inputs for both network models. The first signal is the RAS while the second 
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signal is a step signal. The structured residuals for RAS signals are set as in Table 1 

while the structured residual setting for step input signals are as in Table 8.2. These 

two tables are referred for both networks; RBF network and MLP network. 

Table 8.2 The target matrix in training the RBF classifier 

Rows Xo 

501~600 [1 0 0 0 0]
T
 

1501~1600 [0 1 0 0 0]
T
 

2501~2600 [0 0 1 0 0]
T
 

3501~3600 [0 0 0 1 0]
T
 

4501~4600 [0 0 0 0 1]
T
 

 

8.2.1.1 Fault isolation based on RBF residual signals 

 When RAS input signal applied, signals are fed into the RBF classifier 

in the sample interval, k = 1001-1200, k=2001-3000, k=3001-400, k=4001-5000 and 

k=5001-6000. While in step signal inputs, the first fault was introduced at k=501-600 

and the second fault was introduced at k=1501-1600. To make the research easy to 

monitored and analysed, the distant between one faults to other have been fix at 

certain value of time. Refering to Table 8.2, firstly sensorNP fault is trained by the 

RBF classifier where when the fault is ‘1’ at k=501-600, it is corresponding to this 

but at k=601-500, it is ‘0’. Then, at k=601-700, the RBF classier will classify 

sensorO2 fault by trained it to be ‘1’ at that time else becomes ‘0’ at k=0-600 and 

k=701-500. This step is done until all faults being trained in order to classify faults in 

the signals. By doing this, later the RBF classifier is able to classify faults according 

to their occurrence. Based on these figures, they show that when there is a fault, the 

amplitude is ‘1’ while when there is no fault the signal is ‘0’. Fig. 8.2 and Fig. 8.3 

show how this RBF classifier works. 
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Fig. 8.2 RBF network classifier outputs using RAS inputs 
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After trained the network with these structured residual signals, the network is 

tested. However the residual signal itself consist a lot of distortion signals in it. 

Therefore, the RBF classifier outputs are filtered for these two data samples and the 

filtered signals are displayed in Fig. 8.4 and Fig. 8.5. It is obvious that the filtered 

fault isolation signals are much smoother and the robustness of the signal is greatly 

enhanced. The faults mentioned in Table 8.1 and Table 8.2 was successful classify 

according to the individual fault trained by the RBF classifier. By setting certain 
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Fig. 8.3 RBF network classifier outputs using step inputs 
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range of threshold, the dotted line as shown in Fig. 8.4 and Fig. 8.5 false alarms can 

be eliminated and faults can easily be classified. 
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Fig. 8.4 Filtered RBF classifier output with RBF residual 
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8.2.1.2 Fault isolation based on MLP residual signals 

The same concept and approach was applied to the MLP network 

residual signals. The residual signals obtained at three outputs of the MLP 

network are used to perform fault isolation based on structured residual 

signals. The RBF classifier will train faults according to Table 8.1 and Table 

8.2.  Classification done by RBF classifier is explained in section 8.2.1.1. The 
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Fig. 8.5 Filtered RBF classifier output with RBF residual 
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simulation result of MLP network classier can be referred in Fig. 8.6 and Fig. 

8.7. 
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Fig. 8.6 RBF classifier outputs for MLP residual using RAS inputs 
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After the training of the network has done, it is tested to check whether 

the RBF classifier can classify faults according to the trained one. These 

trained signals have to be filtered to get smoother signals. Five faults 

introduced to the FC stack are able to be isolated and classified according to 

the trained structured as mentioned in Table 8.1 and Table 8.2. The detail of 

the training involved is explained in previous results. Based on this 

explanation, Fig. 8.8 and Fig. 8.9 shows the results of MLP outputs obtained 

from the RBF classifier after it is filtered. 
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Fig. 8.7 RBF classifier outputs for MLP residual using step inputs 
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Fig. 8.8 Filtered RBF classifier output with MLP residual 
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8.2.2 Fault isolation for closed-loop systems 

All the industrial processes are controlled using a closed-loop control 

scheme. Therefore, the closed-loop control are also implemented in this work to 

see if the proposed algorithms are able to classify all faults correctly due to the 

complexity of the process plant. The data set used here are the same for both 

networks; RBF network model and MLP network model. Here, 1500 samples are 

used to perform fault isolation where the input signal of SC is a step input while 
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set point is being set at 2 (λO2=2). Table 8.3 shows the structured faults 

implemented in this simulation. 

Table 8.3 The target matrix in training the RBF classifier 

Rows Xo 

451~500 [1 0 0 0 0]
T
 

651~700 [0 1 0 0 0]
 T

 

851~900 [0 0 1 0 0]
 T

 

1051~1100 [0 0 0 1 0]
 T

 

1251~1300 [0 0 0 0 1]
 T

 

 

The fault isolation was tested with RBF and MLP network classifier based on 

their respective residual signals. Referring to the block diagram in Fig. 5.6, both 

networks go through the same process where all the residual signals are injected to 

the RBF classifier in order to classify their faults according to the source of faults. 

The five outputs of the classifier are displayed in Fig. 8.10 and Fig. 8.11 for RBF 

outputs and MLP outputs respectively. As can be seen in Fig. 8.10 and Fig. 8.11, the 

RBF classifier will be trained with ‘1’ if there is a fault exist and ‘0’ if there is no 

fault. From the residual signals, the RBF classier will classify a fault signal with value 

of ‘1’ where it is sensitive to the fault represented by it, while is insensitive to all the 

other four faults. This is represented in Fig 8.10 and Fig. 8.11. In this way, all the five 

considered faults can be isolated easily. The RBF classifier successfully suppressed 

the corresponding output value for the no-fault-occurring period, while promoted the 

corresponding outputs value for the fault-occurring period.  
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Fig. 8.10 RBF classifier outputs with RBF residual 
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Fig. 8.11 RBF classifier outputs with MLP residual 
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Fig. 8.12 Filtered RBF classifier output with RBF residual 
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Once the trained has been completed, RBF classifier is tested and later these 

outputs for both networks are filtered and displayed as in Fig. 8.12 and Fig. 8.13. 

It is obvious that the filtered fault isolation signals are much smoother and the 

robustness of the signal to modelling errors. It is important to isolate the 

malfunction devices in the systems for easy troubleshooting and maintenance 

purposes. By doing this step, the device can easily be replaced and any 

appropriate action can be taken quickly and therefore it can save time and 

increase productivity. Fig. 8.12 and Fig. 8.13 show the final results of RBF 

0 500 1000 1500

0

0.5

1

S
e
n
s
o
rN

P

0 500 1000 1500

0

0.5

1

S
e
n
s
o
rO

2

0 500 1000 1500

0

0.5

1

S
e
n
s
o
rS

V

0 500 1000 1500

0

0.5

1

C
o
m

p
o
n
e
n
t

0 500 1000 1500

0

0.5

1

Number of Samples

A
c
tu

a
to

r

Fig. 8.13 Filtered RBF classifier output with MLP residual 
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classifier while doing fault isolation for closed-loop system using the residual 

outputs of RBF and MLP network. The dotted line in these two figures will 

eliminated false alarms in the signals. 

 

8.3 Summary 

The implementation of RBF classifier is done in the MATLAB R2009a/Simulink 

environment. In this work, three results of two control schemes are presented. The 

fault isolation was tested for open-loop and closed-loop control schemes. These 

residual signals are transformed into a structured residual set based on individual fault 

at their respective time. In this work it is found in the simulations that the RBF 

classifier with 22 hidden layer nodes is most suitable for the classification task in this 

research for both network residual outputs. As far as accuracy of prediction is 

concerned, the performance of the RBF model using the K-means clustering 

technique is satisfactory. The developed model is sensitive to these five faults. The 

simulation result shows that all five faults are successfully isolated. This model will 

be useful for the optimal design and real-time FDI of the PEMFC dynamic systems.  
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CHAPTER 9 

CONCLUSION AND FUTURE WORK  

 

9.1 Conclusion and discussion 

The goal of this research is to develop a simple, new and effective method of 

getting relevant information of faults or malfunctions occurring in the FC stack. This 

research presents a basic concept and approach in independent model-based FDI 

diagnostic techniques. Because of the nonlinear behaviour and the complexity of the 

mathematical model, we focused on the basic concept and those which we think close 

a gap in existing theory and may gain some relevance for future research and practical 

applications. For this purpose, we presented intelligent FDI using independent model-

based neural networks for PEMFC dynamic systems. Two types of neural networks 

model have been implemented in this work; RBF networks model and MLP networks 

model for open-loop and closed-loop control.  

 

Most other techniques used the model-based observer to perform fault diagnosis 

which used either parameter estimation or parity space approach. On the other hand 

most of the model-based used the output of the plant as inputs to the neural networks 

or to system parameters. In this case if the plant experienced faults during the 

operation and execution the output used is not sensitive to faults then the signal itself 

is contaminated with faulty signals. If the fault size or amplitude is small then it is not 

obvious because it may distinguish when threshold applied else the signal cannot be 

distinguished due to this faulty signal. 
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Based on this we develop an independent model-based which is not affected 

when faults occurred or happened in the plant systems. Our study demonstrates that 

the independent model-based technique does not affected the input signals to the RBF 

network and MLP network because their inputs are design so that it is not dependent 

to the output signals of the process plant. The proposed models have shown an 

excellent achievement with healthy and faulty data sets. Faulty data set consist of five 

types of faults and was simulated on a PEMFC simulation model developed by 

University of Michigan. The residual signals produce in the modelling prediction 

errors was used as inputs to another neural network act as a classifier. 

 

Fig. 9.1 shows the filtered modelling prediction error for RBF and MLP 

network due to step input signals for open-loop control. It shows that there is a 

sensorNP fault in the output of NP in the residual signal of MLP network. However, 

using the RBF residual signal, the fault of sensorNP cannot be detected. Based on the 

observation, it is obvious that there is more than one faults occurring in the filtered 

squared errors display at the outputs. Therefore to detect these faults, the equation of 

residual generator is applied in order to make these five simulated faults detectable. 
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Based on Fig. 9.2, it shows that all five faults can be detected. However the 

amplitude of fault size in RBF network model is higher than MLP network model. 

The features of fault at k=501-600 and k=1501-1600 for both networks are not the 

same. The fault signals of MLP network model is not smooth at this time compared 

with the other three signals. The reason maybe because of the change in the state of 

input signals. That is why these two faults are not smoother.  
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The above result is based on closed-loop control. Here, the filtered squared 

error signals pattern for both networks is quite similar as shown in Fig. 9.3. However, 

fault cannot be detected straight away due to more than one faults occurred their 

output signals. Therefore, Fig. 9.4 presented the fault detection of five faults after 

performing the residual generator. From the observation all five faults are detectable 

and it is important because later these signals are fed to the RBF classier to isolate 
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these five faults. The faults are similar expect for the amplitude of sensorSV fault in 

RBF network model is higher than MLP network model. 

 

 

As a conclusion, we can conclude that the independent RBF network model and 

the MLP network model are able to perform fault detection where all the simulated 

five faults are detectable either in open-loop or closed-loop control. To perform fault 

isolation, RBF classifier is applied to both networks which prove that these five faults 

can be isolated. The developed method has a big potential to be applied to real world 
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of FC stack. Also, the method is not limited to FC systems, and can be applied to 

other multivariable nonlinear dynamic systems with some modifications. 

 

9.2 Future work 

This work forms the basis for developing an independent neural network 

models for FDI strategies for PEMFC systems. It is considered as a starting point 

before the reconfiguration part takes place. The basic idea behind model-based fault 

diagnosis is the generation of residuals, consisting of the difference between the 

process plant and the estimated model. It is well known that the core element of 

model-based fault detection in control systems is the generation of residual signals 

which act as indicator to the controller of the process plant.  

 

The reliability and the effectiveness of this FDI approach need to be tested in 

real-time application. It is extremely useful if this method can be linked in designing 

of practical applications. The proposed models need further tests in larger 

environment before deployed for practical applications in the real world. For future 

work the following suggestions need to be considered: 

1) Conduct a simulation for fault detection based on multiple faults occurring 

at the same location and perform fault isolation. 

2) Varies the input signals and the fault types to validate the effectiveness of 

the RBF network and MLP network algorithm to detect faults.  

3) Implement a fuzzy logic to perform fault classification. 

4) Later, the proposed FDI method needs to be tested with a real test rig. 
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5) By doing the above, these models can be further extended to control and 

reconfigure the controller while adjusting the systems performance and 

reliability due to faults existence. 
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