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Abstract

We discuss the evolution of a relativistic outflow respolesibr producing the emis-
sion associated with GRBs. We investigate how afterglows ayéyzed in the inter-
action between the outflow and the ambient medium. Undetstgrithe properties of
the outflow from afterglow emission can be coupled with infation obtained from
the prompt component to constrain the magnetisation of titkboav. We analytically
and numerically evaluate the relative strength of the s®/shock emission as the out-
flow propagates into either a wind or ISM -type environment fifid that previous
estimates of magnetisation based on the relative streridbinveard and reverse shock
emission had been underestimated by up to a factor of 100h&veapply our revised
magnetisation estimate to a sample of 10 GRBs and find that ®dfGlevents can be
described by the ISM model. As recent studies have indidht&ickthe fraction of en-
ergy stored in the magnetic fields are small, our findings @sulggest that the ejecta
is driven by thermal pressure. Finally we consider how inbganeities present in the
outflow can lead to variations in the very early afterglow. €ldering small gradi-
ent in the ejecta density profile modifies the rising indexhaf afterglow and can be
equivalent to changing the dimensionless parangbgra factor of2. Uncertainties in
determining the width of the ejecta present difficultiesmaerstanding the distribution

of GRBs afterglow rising index.
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“If the facts don't fit the theory, change the facts.”
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Chapter 1

Introduction

As implied by their names, gamma-ray bursts (GRBs) are shostdaf soft gamma-
rays. These events can last from fractions of a second wp*teeconds in the most
extreme cases (Gendre et al. 2013). The equivalent isotesy@rgy associated with
these events lie in the rangé°? — 10° ergs. However we know that this energy is
beamed, and the total gamma-ray energy released could baleqgtto the explosion

energy of a supernovae (i.€0°° — 10°! ergs).

The gamma-ray component is known as the prompt emission. GB8bave a longer
lasting multi-wavelength afterglow component. Obsensadiof the afterglow emis-
sion place stringent constraints on the position accurddye event. This allows
association with the host galaxy, and therefore accurat@amtie determination via

spectroscopy.

First | will discuss observational properties associatéti @RBs followed by a de-
tailed discussion of the fireball model, which has stood és¢ of observational GRB

properties, and is the main focus of this thesis.
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1.1 Prompt Component

The prompt component consists of the gamma-ray emissiongakith any lower
energy emission occurring simultaneously. In particunyeX-ray emission is at-
tributed to the low energy tail of the prompt emission, alitlo X-ray emission gener-

ally also has a strong afterglow component.

The distribution of GRB durations span many orders of mageitand are typically de-
noted by the valu&,,, which corresponds to the observer time in wHiok; of counts
arrive from the GRB. During the BATSE era it became appareritttieae were two
distributions of GRB durations (Kouveliotou et al. 1993). eT¢peneral consensus is
that GRBs are classified as londlif, > 2 seconds, although there is overlap between
the two populations. GRBs withy, < 2 seconds are called short GRBs. This separa-
tion can be seen in Figufel Given the large energies and short timescales associated
with GRBs, it is likely that these events arise from the formatof a black hole via
collapse of a massive star (Woosley et al 1993) or compadtdrsteerger such as neu-
tron star- neutron star/black hole (Pagki 1991; Narayan et al. 1992; Mochkovitch
et al. 1993). The association of long bursts with collapsemiassive star is supported
by GRBs being good tracers of star formation, and associatittnsupernovae emis-
sion. From this arose the need for two progenitor types teptti the current idea that
long bursts are associated with the collapse of a massivaraighat short bursts come
from the merger of compact stellar objects. This idea is et by the observation
of long GRBs associated with galaxies with strong star foromedind potentially trace
the star formation rate (e.g. Titani 1997; Wijers et al. 1998hereas short duration
GRBs can be found in all galaxies including large ellipticalsengthening the idea
that long GRBs are associated with young stellar objects aod &RBs associated
with longer lived stellar process. The association of sG&RBs with a compact binary
merger would be proved/disproved upon detection of suchvantan gravitational
waves. Here one would expect to detect the characteristio aksociated with rapid

rotation of two massive bodies as they coalesce.

Figure1.2 (NASA/HEASARC image by J.T. Bonnell), shows an example sarple
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Figure 1.1: Correlations between integrated spectral peak energyeakdlpx spectral peak
energies with GRB duratiori}y). Black points represent long duration GRBs and red points
denote short GRBs. Figure taken from Zhang et al. 2012.
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GRB prompt light curves. As can be seen although a burst magtieed as long or
short by Ty, it is still possible to have much shorter variability tisate depending
on pulses generated during the central engine activity.e@dly if no substructure is
detected then the burst can be well described by a fastxE@ential decay (FRED)
form. It was shown by Fenmore & Ramirez-Ruiz (2000) that thess & correlation
between the variability timescale (pulse width) and theihosity. This was the first
indication that a GRBs overall structure is built from the gppsition of individual

pulses.

The prompt spectrum is non thermal and also has a high eraltglgdt can extend up

to GeV, with a peak energy in the keV-MeV range. The spectraps is well approx-
imated by a Band function (Band et al. 1993), with two separateep laws joined
smoothly. We note here that the function is purely empirazad not predicted theo-
retically, although it does provide a useful parameteinsatsuch as the peak energy
E,. We see in Figurd.1 that in terms of long and short GRBs, short GRBs tend to
be harder (higheE,) when compared to long GRBs. Individual pulses described in
the previous paragraph show a hard to soft evolution Witltdecreasing across each

pulse.

1.1.1 Compactness Problem

The relativistic nature of GRBs was first indicated by the coohpass problem (Rud-
erman, M. 1975). Concerning the observed GRB we see a non-dhspectrum with a
high energy tail, however a simple calculation shows thastiurce should be optically
thick. The GRB is seen to fluctuate on short timescdtamplying that the source is
smaller thancdt. Given that we measure fluk over a timescald’ at a distanceD
we can measure the arriving gamma-ray photon enékgy- 47D?F'T. Providing
that the gamma-ray energy is abave.c?, with m. being the electron mass andhe

speed of light, it is possible for two photons to annihilatedqucing electron-positron
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Figure 1.2: Here we show several GRB prompt light curves obser8ADBSE demonstrating
the variation in temporal evolution. Image by J.T. Bonnell NASA/HEASARC.
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pairs. The optical depth for pair creation is given by

feiUTDQF

—_— 1.1
e (edt)?>mec? (1)

with o is the Thompson cross section afid denoting the fraction of photon pair
with energy sufficient to produce™e~ pairs. For a typical GRB the optical depth is
very larger.,, ~ 10'* (Piran, T. 1995), which is inconsistent with the observed-no

thermal spectrum.

It is possible to solve this problem by considering that thetpns are emitted by a
relativistically expanding source. Let the Lorentz faabthe expansion bg, in the
following discussion. First we need to account for photogiad blue shifted, therefore
the energy in the rest frame is smaller by a fadtgr Relativistic effects allow the
radius from which the radiation is emitted to be larger tHandriginal estimate by a
factorI'2. The first factor changes the collision probabilify,, by a factor’; >, with

« being the index of the photon energy number density digiohuThe second factor
decreases the density by} and therefore decreases the optical depth by a fagtor
In total the optical depth is decreased by a fadtp**. If we consider the case with
a = 2, then we require thdt, > 100 for the source to be optically thin(, < 1; e.g.
Piran 2004).

Due to the fact we observe a non-thermal spectrum, the psoftext the source must
be optically thin allows for constraints to be placed on tbedntz factor of the emitting
material. Accurate estimation requires integration ovegyudar scales and the gamma-
ray annihilation cross section. Such a calculation wasoperéd by Lithwick and Sari

(2001), improving on Equatioh. 1

1.2 Afterglow

The second emission component associated with a GRB is thiewavelength af-
terglow. The primary detection comes from the X-ray as Sdaftects this afterglow

component for most cases. There are traces of prompt sigmahaearly times (label
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0, see Figurel.3 for subsequent discussion). Generally after the prompselizere

is a steep decay region (I) although evidence indicateghistay not be part of the
standard afterglow model (Zhang et al. 2006 and referemsgsit). 1l and 11l show
the shallow to normal transition where the emission evoteesrds the standard af-
terglow decay of~~!. At later time there can be a further break (IV) due to a loss
in flux from a jet break (this will be discussed later). Theletak is expected to be
achromatic. It is possible to have flares (V) typically oetwg hundreds of seconds

after the burst trigger.

",
......
-y

~-0.5 t5:104-105

t,:102-10% s t,:109-107 s

Figure 1.3: Figure from Zhang et al. (2006) showing the template for ardeal X-ray after-
glow. See text for description of various phases. This light curve is/sho log-log space.

Around half of all GRBs also show afterglow emission at optarad IR wavelengths,
although this is typically weaker and difficult to observaafly and deep enough.
Generally the emission is seen as a simple powerfaw evolving to a steeper slope

at later times due to the jet break. Occasionally opticabfiaare observed and in a
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handful of cases an additional steep decay component gttaads (different from
the X-ray steep decay phase). This part of the afterglow eaemglly be seen for up
to a few weeks after the trigger, at which point the aftergbmgomes fainter than the

host, although there are exceptions (e.g. Fruchter et 8B)19

The final afterglow component we will consider is the radiodbétypically observed
at5—8 GHz). Given that the afterglow is generated via a synchnospectrum it takes
time for the typical frequency to decay into the radio freggerange, meaning that it
can generally be observed peaking roughly a week afterdrigbhe early radio flux
can be dampened as the synchrotron self absorption featsmadly lie in this domain.
As the radio emission is very long lived it is possible to eafiserve the transition
from the outflow being relativistic to Newtonian, which cdloa accurate calculation

of energy in the ejecta.

1.3 Fireball Model

Given that evidence indicates that GRBs have very high LorautorsT’y >> 1,
this implies that the rest mass within the region of enerdgase is much smaller
than the amount of energyM(c> = E/T,). This means that the region of energy
release is radiation dominated rather than matter dondnatieich is why we use the
fireball model. The radiation-pair plasma in a purely radeafireball that initially
behaves as a fluid and expands/accelerates due to its higgupegCavallo & Rees
1978; Goodman 1986; Padzski 1986). When the local temperature reackeg0
keV, the system becomes optically thin and will continue dast as internal energy

has been converted to kinetic energy (Shemi & Piran 1990).

To interpret the different components of GRB emission, we tasefireball model.
This does a good job of reproducing various features. Thie basdel goes as follows.
Consider a hot fireball, surrounded by cold interstellar med{ISM). The hot fireball

(p >> p with p being the pressure apdhe density of the fireball) expands (Goodman
1986; Paczfiski 1986; Shemi & Piran 1990) and internal energy is coreemto
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kinetic energy of the baryons. When the internal energy isl wge the fireball is no
longer hot and acceleration stops. Although the fireballoswbgeneous in the lab
frame, relativistic transformation means the observes $ke system as a thin shell
with width equal to the size of the initial fireball. The acaeltion process does not
create a perfectly homogeneous profile of the fireball. Taditeg edge travels slightly
faster than the region immediately behind, and so on, suahtkie inner region is
travelling the slowest (but is still ultra-relativisticyhis will cause the fireball to spread
at late times. If the fireball is highly irregular (e.g. fortizen of multiple shells), shocks
happen inside the fireball and these are responsible fortmegi emission component
(Kobayashi et al. 1997; Daigne & Mochkovitch 1998; Piran2005; Maxham &
Zhang 2009; Vlasis et al. 2011).

At this stage we can consider the expanding uniform shelketadid, as is the ISM
(although this is much less dense). When the shell sweeps sp @gaal to the mass
of the outflow divided by the shell Lorentz factak/(/T'y), the ISM is sufficient to
decelerate the system. When such a collision occurs it is Rribat two shocks form
consisting of a forward shock (propagating into ISM) anceree shock (propagating
through fireball) separated by a contact discontinuity laan& Lifshitz 1959; Sari &
Piran 1995; see also Figuied).

Figure 1.4: Here we show the four regions created when forwardemaiise shocks form at a
contact discontinuity.
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As the reverse shock propagates through the shell we haxdigiunct regions: (1) the
external medium (ISM), (2) shocked ISM region, (3) shocKeellsand (4) unshocked
shell, with three interfaces separating the differentaegi (2)-(1) forward shock
propagating into external medium, {3]4) reverse shock propagating into the shell
and (3¥+(2) contact discontinuity separating the two shocked mgioThe contact

discontinuity represents the leading head of the shell.

At the interface between regions {2J1) and (3)+(4) we have conditions for conti-

nuity in particle number(), momentum and energy flux densities
[n®] = [nu*] =0, [T%] = [w(u®)?+p] =0, [T"%]=cwuu®]=0 (1.2)

The gas moves in the direction at right angles to the shock™ is the energy-
momentum tensot;’ is the 4-velocity vector ana is the heat function per unit volume
(w = e + p) ande is the internal energy. By substitution of 4-velocity coments we

arrive at the shock jump conditions for the rest frame of timck,

Ul’Yl/Vl = U2’Y2/V2 = J (1.3)
w2/t p1 = wovsvs/cE + pa, (1.4)
wlvlfyf = w2v2’y§, (1.5)

v is the velocity relative to the contact discontinuity,is equivalent to densityn( =
1/V) and~ is the Lorentz factor of the region (= 1/@). Here we are consid-
ering the boundary (2»(1) with the subscript denoting the region. The same argiimen
can be carried forward for the other shock interface. Thehtarfactor of the shocked

region €y,) is related to the bulk Lorentz factor of the systdm By,

(1 =493)%(v; — 1)

r? =
8v2 + 27, — 10

(1.6)

Here it is important to note that in the ultra relativistigime (i.e. wheny, > 1)

1Using the ultra-relativistic equation of state= ¢/3
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the equation simplifies tb ~ /27,. If we consider the two shock boundaries and the
above shock jump conditions (Equatidn8-1.5) we arrive at relationships between the
number and energy density on either side of the shock relateke relative Lorentz
factor. This is achieved by considering a slab of mategpir@velling with velocityv,

into a low density mediumli(/V; ~ 1). By conservation laws we arrive at Equations
1.7andl1.8

ng/ny = 4y +3 = 4y, 62/n2mp02 = Y —1 = 4, @.7)

ng/ng = 473+ 3, 63/n3mp02 = 73— 1, (1.8)

where~; is the Lorentz factor of the shocked shell material relatovéhe unshocked

shell material and,, being the proton.

Equating pressure and velocity across the contact disugtytigives,

1
€y =e€3, V3= 5 (% + %) (1.9)

completing the set of equations for hydrodynamic dependsrat shock fronts.

1.4 Synchrotron Emission

As we have discussed, it is possible to have two processegitimy the kinetic en-
ergy of the outflow into internal energy. The prompt emissidaes due to an inelastic
collision of faster regions with slower regions, with théeaglow component arising
due to shocks formed when the outflow interacts with the smdong medium. If we
assume that the outflow has magnetic fields (expected to initexqh from the central
black hole or generated by local instabilities) and corst@iectrons, then deceleration
of the outflow will cause the electrons to radiate. The etetsr(and other particles in
the shocked region) are accelerated through a procesd ¢Biléuse Shock Acceler-
ation” also known as “Fermi Acceleration”. The electrons accelerated each time

they cross the shock and local magnetic fields cause themattesback and forth.
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There is a probability that the electron will be scatteress the shock (gaining en-
ergy) and a probability that the electron will escaRe. (Fermi 1949, 1954). This

creates a power law spectrum of electrons with enéfggee Equatioi.10
N(E)dE < EPdE (1.10)

As we have a highly relativistic system, more specificalg electrons will emit via
the synchrotron radiation. A thorough discussion of thiscpss can be found in Ry-

bicki & Lightmann (1979), which we will follow loosely here.

Consider a relativistic shock wave propagating through soiegium of density: with
particle number density and internal energy density The electrons are assumed to
be accelerated into power law distribution of Lorentz fastgiven by Ne(y)dy
~v~Pdv. The distribution has electrons in the rangg, < 7 < Ymas. ThiS gives
an energy distribution as roughlyn(c?y)N,(y)dy o< v~?~Yd~. If we consider that
p > 2 then most of the energy will be carried by electrons with- ~,,;,,. Here the
Lorentz factor is the random Lorentz factor of an electroet lis consider that. is

the random Lorentz factor andis the bulk Lorentz factor.

If we consider that a constant fraction of the shock energyoes into the electrons,

then

em, (p—2)
epme (ﬁ_ 1)

Vm = € (1.11)

Taking the forward shock jump condition thatp ~ ~ recovers the case discussed in
Sari et al. (1998). The power and frequency of synchrotrois&on from a randomly

oriented electron in a magnetic field is

4 B?
P(v.) = gUTC’Yz%?g—W (1.12)
2 qu

v(7e) (1.13)

- 2rmec’
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q. is the electron charge. The bulk Lorentz factet@ndy transform from the shocked
fluid frame quantities to the observer’s frame. The spegpivaler varies a$, x v'/3
for v < vy, and then cuts off exponentially for higher frequencies.réfae the peak

of this spectral power is

P, maz = = vB. (1.14)

Note that this value is independent of the electron Lorestioir ..

The number of electrons at a givenis given byN ~ [ Ne, dv. x %_(ﬁ_l), which
has power (in the local shock frame, denoted oy’ = P(~.)/~*. If we combine
these two we get the total power of electravi®”’. We can then describe the power per

unit frequency as

NP’

V/

P, = o /P2 (1.15)
recovering the frequency dependencies of the spectral paveeind the frequency
v(~.) described in Sari et al. (1998). This is only the case wherkbetron does not
lose a large amount of its energy to radiation. Electronk wit.orentz factor above.

cool and lose energy, whefe, m.c* = P(7,)t.

B 3me 1
Yo = 16egormyctsy3p

(1.16)

t, is the observer time since the electron was shocked ansl the fraction of shock

energy stored in magnetic fields, defined as

BQ

Pl egpem,c’. (2.17)

We now have two cases, eithgy, > ~. and the electrons cool down tQ in time ¢,

and we have fast cooling. Alternatively > ~,, and most of the electrons are not able
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to cool within a timef. This thesis will primarily consider the final condition, thss is

typical for GRBs.

1.5 Inverse Compton Process

An alternative process to synchrotron emission is the bev&ompton (IC) process,
especially the synchrotron self-inverse Compton procesgs Gari & Esin 2001). The
inverse compton process takes low energy (seed) synchrotratons that are up scat-
tered to higher energies by relativistic electrons. Thaificance of the IC process de-
pends on the comptonisation parameter, which is the ragmefgy in the synchrotron
photons relative to that of magnetic fields (e.g. Rybicki & ifigman 1979). The issue
with this model lies in the predicted prompt emission. Cgdteeed photons produce
soft gamma ray emission from the first IC scattering and Tedtqis on the second
scattering. However, using the current upper limits on tlempt optical emission,
the IC mechanism suffers from an “energy crisis” (Piran eR809). Namely, IC will
overproduce a very high energy component that would carrghnmaiore energy than
the observed prompt gamma-rays, or alternatively it wilree a low-energy seed that

IS more energetic than the prompt gamma-rays.

1.6 Acceleration Process

It is thought that the central engine for a GRB is a hyper-doaydlack-hole (Narayan
et al. 1992; Narayan et al. 2001). A key question, that we estdin this thesis, is
what mechanism launches/accelerates the jet to relativistocities? There are two
competing arguments, which we will outline and are still@ncbntest. The distinction
between the two processes is generally understood thrdnegh parameter (Michel
1969; Goldreich & Julian 1970), which is the ratio of mago€fi'z) to kinetic (Fx)

energy.
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=5 (1.18)

o

If o < 0.1 the outflow is considered to be baryonic however it 0.1 the outflow
should be highly magnetised, and the magnetic pressuret@affee dynamics of the

reverse shock in the outflow.

1.6.1 Baryonic Jet

We consider a purely baryonic jet, as described by the firebadel. At the beginning
of the evolution the material is accelerated by its own tlepnessure due to the high
temperatures. Itis then possible to explain the prompt&ongdue to inhomogeneities
in the Lorentz factors of different regions in the outflow. th&se regions collide,
shock waves propagate into both shells accelerating to&retes. These electrons then
emit radiation via the synchrotron process which after Deppoosting, is observed in
the gamma-rays. Although this model is widely acceptedastdources of uncertainty.
The energy released via internal shocks is equivalent toetlagive kinetic energy of
the two shells (Kobayashi et al. 1997). However the obseradahtion efficiency is
very small (Kumar 1999; Panaitescu et al. 1999; Spada et0fl0)2and the prompt-

gamma ray energy is generally equivalent to the kineticgynef the afterglow.

1.6.2 Magnetised Jet

We have a rotating hyper-accreting black hole at the cerfitoeiiosystem. This black
hole is threaded with strong ordered magnetic fields frommatg flux conservation
(Zhang & Mésaros 2004). In this case it is possible to launch an electyoeiic jet

through the Blandford-Znajek effect (Blandford & Znajek 197¥his model requires
that large scale ordered magnetic fields connect the blalkkth the external medium.
Analysis of such models requires magnetohydrodynamioalisitions (MHD) as an-
alytical studies are confined to special cases such thatiega&an be simplified (e.g.

asymptotic solutions or specific magnetic field geometriés discussed earlier the
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compactness problem requires that we have large Lorerttr$ad-or some time MHD
processes struggled to accelerate material to sufficibigly velocities (McKinney, J.

C. 2006), however recent advances have shown that MHD prexess achieve the
high Lorentz factors required for GRBs (Tchekhovskoy et ab@Barkov & Komis-

sarov 2008). The jet is accelerated via magnetic pressuteeiform of electromag-
netically driven material (e.g. Poynting flux dominated flJowhe advantage of using
a Poynting flux flow comes from it being able to transport laageounts of energy
without carrying many baryons. Under this paradigm the groemission component
can arise due to magnetic reconnection within the jet. Thgnatc field structure of

the jet will be imprinted from the central engine i.e. largals and ordered.

1.7 Two Components

As described in our simple fireball model we expect that theraction of the outflow
with the surrounding medium causes the formation of two kheaves, (1) a forward
shock that propagates into the surrounding medium and @jease shock that prop-
agates into the outflow. These two shock waves have diffetepeéndencies as they

propagate through different regions.

1.7.1 Forward Shock

The pressure and density evolution of the forward shocloret given by the shock
jump conditions in Equatiod.7. As the forward shock expands into the surrounding

ISM the number of electrons constantly increases as,
N, js = mdrR? (1.19)

It is possible to estimate the Lorentz factor at decelenalp considering the point

where the forward shock sweeps up massl'y, with M/ being the mass of the shell.
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At this location,

=— (= 1.20
w=(%) (1.20)
with [ = (3E/47wm,c*n,)"/3 being the Sedov length.

1.7.2 Reverse Shock

From the shock jump conditions we obtain that the reverseksphressure and density
are given by Equation%.8, and~; is a function of the initial Lorentz factor and the
shocked region Lorentz factor (Equati@rd). To calculate the reverse shock flux we
estimate the density of the unshocked shglby taking the density from the shell of a

sphere,
ES
- 4t (m,c? )3Ty AR?

Ny (1.22)

with A being the shell width and the shock radius. We calculate the the number
of electrons by considering the rate at which the reversekspmpagates through the
shell. Let us consider the shell at two times, between wltielréverse shock moves a
short distancer. The shell has leading edge velocityand trailing edge velocity,.

By simple mass conservation we arrive at

d d
it popred (1.22)
C C
with f = ny/n; andr is the distance between the reverse shock location andatonta

discontinuity. The number of electrons is given by the indégf Equationl.23

dNe,s = ndnR%dr (1.23)

The reverse shock evolution can be described by two extreemder relativistic or
Newtonian evolution with respect to the unshocked shelbre¢Sari & Piran 1995;
Kobayashi 2000). These regimes are known as the thick andltgll cases respec-

tively. The forward shock is always considered to be higklgtivistic,y, >> 1.
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There is a dimensionless parametéBari & Piran 1995), which gives a handle on the

relativistic nature of the reverse shock

l 1/2 43
¢ = (Z) ryY (1.24)

¢ << lindicates a relativistic (thick shell) reverse shock and> 1 indicates New-
tonian (thin shell) reverse shock evolution. The paraméé&rends on the order of
the deceleration radiug(, = l/F(Z)/S), shell crossing radius{y = [*/*A'/%), spread-
ing radius R, = A,I'2) and the point at which the reverse shock becomes relativist
(Ry = 132/ AV2T2),

Thick Shell

In the thick shell regimes; >> 1, meaning the reverse shock is also highly relativistic
in the comoving frame of the unshocked shell. After a singtessing of the shell the
reverse shock efficiently transfers energy to the surroundiedium and decelerates
the shell. Once the shell has been crossed no new elect®mmgeunted, meaning there
is no reverse shock emission abaye This frequency simply decays with time due to

adiabatic cooling. The various Lorentz factors are given by

V3= %, Yo = V3= &\/‘g“ (1.25)
Thin Shell
For the Newtonian (thin shell) case,
T3 —1<<1, =73 ~1o (1.26)

Here we have a weak reverse shock that is inefficient at detielg the material and
crosses the shell many times to decelerate the shell if #levgidth is constant. During
the outflow acceleration phase a slight velocity gradiedeieloped across the shell.
This causes the shell to spread such that R/T'? at radiusR, = AT'2. This effect
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makes the reverse shock becomes mildly relativistic. Alsipgssage of the reverse

shock then efficiently decelerates the shell.

As the Newtonian or mildly relativistic reverse shock carnmeat the shell sufficiently
to have a relativistic temperature the Blandford & McKee sotu(Blandford & Mc-
Kee 1976) fails. Kobayashi & Sari (2000) accounted for tlyisgsuming a dependence
~v3 o< R™9 with adiabatic expansiom{ « n3), and found thay ~ 2 fits the overall

post-deceleration evolution well.

1.8 Polarisation

As GRBs are believed to be described by the synchrotron shodelnfdhang &
Mésaros 2004; Piran 2005), the model requires the presenceafisiagnetic fields,
the origin of these fields and their role in jet dynamics ailelstknown. Relativistic
ejecta from a GRB central engine is conventionally assumbd tobaryonic jet, which
produces synchrotron emission from tangled magnetic figdaerated locally by in-
stabilities in shocks (Gruzinov & Waxman 1999; Medvedev 8&bd 999; Nishikawa
et al. 2003; Spitkovsky 2008). An alternative model is a nediged jet. It is expected
to be threaded with globally ordered magnetic fields whigbinate at the central en-
gine, and are advected outwards with the expanding flow. Kacive aspect of the
magnetic model is that the intrinsic magnetic fields miglavpte a powerful mech-
anism for collimating and accelerating a relativistic jBrénkhahn & Spruit 2002;
Lyutikov et al. 2003; Komissarov et al. 2009).

Since the late-time afterglow is emitted from shock ambrmaatium, rather than the
original fireball ejecta, the properties of GRB outflows carekamined only through
the investigations of emission internal to the jet e.g. ggbgamma-rays, reverse shock
emission and radio or possibly X-ray flares (Granot & Taylo0Z; Lazzati &Rosalba
2007). The detection of high polarisation (Yonetoku et &1P) along with the pu-
tative detection of high degrees of polarisation in the ggpgamma-rays (Coburn &

Boggs 2003; Willis et al. 2005; see however Rutledge & Fox 200@ger et al.
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2004; Gotz et al. 2009) has stimulated interest in the maggeejet model (Granot
2003; Nakar et al. 2003).

The first detection of ten percent polarisation of an optaftdrglow just 160 sec af-
ter the explosion of GRB 090102 (Steele et al. 2009) opensxbidirey possibility
of directly measuring the magnetic properties of the GRB flé&wnew polarimeter,
RINGO3 on the Liverpool telescope allows detection of a lamgenber of fainter
bursts and can measure the temporal evolution of the patemsdegree and position
angle of early optical afterglow. The instrument also pdeg the added ability to pro-
duce simultaneous multicolour light curves. Polarimesyaipowerful tool to break
the degeneracy in predicted observational signaturesfefeint models, which are in-
distinguishable from light curves alone (Rossi et al. 20@4)arisation measurements
with RINGO3 and other optical/X-ray polarimeters will prdei stringent tests on the

magnetic and geometric properties of GRB jets.

Reverse shock emission from magnetised fireballs is expéztied highly polarised.
However, a distinctive reverse shock component is detemtdin a small fraction
of GRBs (Melandri et al. 2008). Several afterglows show a fhatig in the light
curves, interpreted as the signature of the rapid fadingwdnse shock combined with
the gradual dominance of forward shock emission (Akerladletl999; Sari & Piran
1999). Afterglow modelling of such flattening cases imptiegt the magnetic energy
density in a fireball, expressed as a fraction of the equipmartvalue of shock energy,
is much larger than in the forward shock (but it still suggesbaryonic jet rather than a
Poynting-flux dominated jet: Fan et al. 2002; Zhang et al.2®Qmar & Panaitescu
2003; Gomboc et al. 2008). The lack of optical flashes in mé&#BS&Smay be due to
either high magnetic energy densities that suppress tleeseshock (Gomboc et al.
2008; Mimica et al. 2009) or forward shock emission with a tgpical frequency that

masks the reverse shock components (Mundell et al. 2007).

Mildly polarised emission would arise even in baryonic fald which generate ran-
dom magnetic fields locally via shock instabilities. A p&dsiscenario is that the
coherence length of the magnetic fields could grow at abauspreed of light in the

local fluid frame. In this situation, polarised radiation wvid come from a number
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of independent ordered magnetic field patches (Gruzinov & 1999). Another
possibility is off-axis emission from a jet (Gruzinov 1993pvino et al. 1999; Wijers et
al. 1999; Waxman 2003; Fan et al. 2008). Since a part of thereéble region around
a line of sight is located outside the jet opening angle, ttepnolarisation would have
a non-zero value. The optimal geometrical configuratiomis&n for maximal polar-
isation occurs around a jet break (Sari 1999; Ghisellini &zagi 1999). Recent work
by Wiersema et al (2012) provide evidence for this mechanidsymmetry around
the line of sight also occurs in the structured jet model, lmoly GRB jets have angular
structures in the energy and/or Lorentz factor distribu{idészros et al. 1999; Rossi
et al. 2002, 2004; Zhang & BsAros 2002). Since the Lorentz factor of fireball ejecta
is insensitive to the initial value after the deceleratierg( Kobayashi et al. 1999),
the initial Lorentz factor is not well constrained from ldaiee observations. Early po-
larisation measurements provide a constraint on the andigtibution of the initial

Lorentz factor.

1.9 Additional Influences

1.9.1 Density Profile of Outflow and Ambient Medium

Rather than expanding into a homogeneous external mediumwitttemodeln;
R~2is often discussed (Chevalier & Li 2000) with the medium gatext by the pro-
genitor star (Woosley 1993). We can follow through the staddafterglow theory
described above and arrive at a new set of equations withndepeies o and how
relativistic the fireball i<. The general influence of a wind medium on the afterglow
causes emission to become temporally steeper in the foraratdeverse shocks af-
ter deceleration. Pre-deceleration emission is shallkstesper in the thick/thin shell
cases respectively. Work carried out by Heaton & Kobayaishpfep), allows the
generalisation of reverse shock emission considering d miedium for varying by

using numerical simulations.

An alternative considration could be that the fireball ftba@ls some non-uniform den-
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sity profilen, oc R=2r". This will be the focus of Chapter 4 of this thesis.

1.9.2 Energy Injection

Classically, we assume that a relativistic shell of endrgi,orentz factoi’y and width

A propagates into an external medium of density After the shell has swept up a
large amount of the external medium, it decelerates andfeeskinetic energy into the
surrounding medium through the generation of forward amdree shocks (see Piran
2004 for a recent review). In the simple model the shell hasradgeneous velocity
distribution. Instead, let us consider that the centralirengnitially ejects material
with a range of Lorentz factors, such that when the fasteséma decelerates, the
slower moving material is able to catch up and supply adugi@nergy. This profile
in velocity space appears as a slope rather than the usuadsmaous distribution
leading to the “refreshed” shock scenario (Rees &dros 1998; Kumar & Piran
2000; Sari & Mesaros 2000; Zhang & Mszaros 2001; Genet et al. 2007). We follow
the energy injection model presented by Sari &3$hros (2000), such that there is
massM (> ~) « ~~* moving with Lorentz factor greater than For a given burst,
energy injection might occur until the central engine shés off at some time,,;. In

this case the total energy emitted is

3(s—1)

E= Eiso = (tinj/tdec) T+s L (127)
Here E,,, 52 being the isotropic energy,.. is the deceleration time of the fireball and

we have assumed that the fireball is expanding into an ISMrtygium (2; ~constant).

It is then possible to estimate the spectral evolution offtheard shock (denoted by

)

. t 2(7+s)
Vg = 8 x 10°(1 + 2)2e)f® jee 2 E347152)° (t > Hz (1.28)
dec

3(s—1)

t (79
Fymas,s = 0.26(1 + 2)ep)” , Bsony'* Dy <td ) mJy (1.29)
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€. andepg are the microphysical parameters denoting the fractiomefgy stored in
the electrons and magnetic field respectively. Throughustthesis we will adopt the

notationAyx = A/10%. The reverse shock component is then given by

3(s—1)

. t O\ 17T
Vi = 3.6 x 107(1+ 2)"V4ef? 12 B ng/ e, 2" (t ) Hz  (1.30)
dec

27(s—1)

_ t S(7+s)
Fymawy = 1.2(1+ 2)V3ey? \EXn "Dyt 2/° (t ) mJy  (1.31)
dec

1.9.3 Jet Break

In many GRB afterglows, at late times an achromatic breakes gehoads 1999; Sari
et al. 1999). If we consider that the cone of the relativigtdaunched by the central
engine has finite size given BBy., then the observed light curve is dependent on the
angle between the line of sight and the jet axis, along wihitiitial Lorentz factor.
We can easily show, owing to Doppler boosting, that the aarggike of the observable
region surrounding the line of sight is given By~ 1/+. As the fireball decelerates
we havey o t~3/% such that the observable region expandg ast*/®. For simplicity
we might take the jet to have a homogeneous structure suthlthegions contribute
equal flux. However at some point, @grows, we will reach the edge of the jet. From
this point on the observable region loses a fraction of flug ttuthe boundary of the
jet, causing the afterglow emission to steepen. Sari etl®99) show that from the

break time {;,) it is possible to estimate the jet opening angle (see EouatB2).

Ly 3/8 Nt 1/8
0. =114 J< d 1.32
! (1 + Z) (Eiso,52> rae ( )

tjee given in seconds anglgiving the GRB efficiency. An extension of this system is
to consider that the jet has some structure, where the kiaetrgy and Lorentz factor
have some angular dependence (e.g. Rossi et al. 2004). badesve expect to see a
somewhat softer break in the afterglow, however the brealdvstill be achromatic.

There have been no clear jet breaks observed during the &aifRacusin et al. 2009;



1.10. Optical Follow-up with the Liverpool Telescope 24

Cenko et al. 2010).

1.10 Optical Follow-up with the Liverpool Telescope

The Liverpool Telescope (LT) is a robotic 2m class Cassedged@scope, which has
been used to pioneer early optical detections of GRB afterglé\long with the stan-
dard optical follow up capabilities, the LT has had a unigamify of polarimeters
fitted RINGO, RINGO2 and RINGO3 (Steele et al. 2006; Arnold et20112). The
most recent generation (RINGO3) is of unique design and sbofkiwo dichroics that
split the light into three passbands for simultaneous caleeasurements. These are
beamed onto three fast readout CCD cameras that take 8 exp@mirsecond. Be-
fore the dichroics there is a rotating polaroid that rotateschronously with the CCD
readout §x per second) to allow for polarisation detections (see idub). This
polarised emission is important in understanding the magsé&ucture of the GRB
outflow (e.g. Lazzati et al. 2004). The detection of earlyapsked emission is im-
portant as at early times we can still detect emission aaigyig from internal process
(e.g. reverse and prompt emission) which tells us about #gmetic field structure of
the fireball. Late time polarimetry of forward shock emisspyovides insight into the

magnetic field structure of the surrounding circumburstiorad

The LT is part of a larger group of robotic telescopes sucthadaulkes Telescopes
North and South that help us to observe the full afterglonsphdue to the spread in
observatory longitudes. This invaluable resource has tedlde development of this
thesis to allow better understanding of early afterglom@von, specifically refining

what information can be extracted based on optical afterg)lo
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Figure 1.5: Here we see a schematic for the polarimeter RINGO3 describiesl tiext.
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The main goal of this thesis is to understand the energy noofaéhe ejecta, whether
the outflow can be described by the baryonic or magnetic sicerfhis is understood
by investigating the relative magnetisation between fodveand reverse shock regions.
Although this work has been carried out before (Zhang et #8032 Kobayashi &
Zhang 2003), it has only been understood in the limits of n@veshock evolution.
Here we focus on the intermediate regime where most obs&R&% reside and it has
been shown that extension of the extreme limits fail (Nakdigan 2004). Coupling
work on afterglow magnetisation estimates with polar@atneasurements of GRB

afterglows will allow the issue of the outflow energy contenbe resolved.



Chapter 2

Magnetisation Degree of Gamma-Ray

Burst Fireballs: Numerical Study

2.1 Introduction

A widely accepted model for producing GRBs is based on theghifisin of a relativis-
tic outflow (e.g. Piran 2004; Zhang & &zaros 2004). The internal energy produced
by shocks is believed to be radiated via synchrotron emmsghthough the presence
of strong magnetic fields is crucial in the model, their arighd role in the dynamics
are still unknown. Understanding the nature of the relstiiwioutflow, especially the
energy content, acceleration and collimation, is a majousoof international theoret-

ical and observational efforts.

Relativistic outflow from a GRB central engine is conventibhassumed to be a
baryonic jet, producing synchrotron emission with tangieaynetic fields generated
locally by instabilities in shocks (Medvedev & Loeb 1999;sNikawa et al. 2005;
Spitkovsky 2008). Recently an alternative magnetic modgHtimacted attention from
researchers (e.g. Drenkhahn & Spruit 2002; Fan et al. 200dn@ & Kobayashi 2005;
Lyutikov 2006; Giannios 2008; Mimica et al. 2009, 2010; Zg&Pe’er 2009; Zhang
& Yan 2011; Narayan et al. 2011; Granot 2012). The rotatioa ¢dlack hole and

27
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an accretion disk might cause a helical outgoing Magnetadyhamic (MHD) wave
which accelerates material frozen into the field lines (ktloskoy et al. 2008; McK-
inney & Blandford 2009; Komissarov et al. 2009). In the magnetodel, a fireball is

expected to be endowed with primordial magnetic fields froendentral engine.

The first detection of ten percent polarisation of an optaftdrglow just 160 sec af-
ter the GRB explosion (Steele et al. 2009) opens the excitosgipility of directly
measuring the magnetic properties of the GRB outflow. Receqalgrisation mea-
surements of the prompt gamma-ray emission were also egp@talemci et al. 2007,
McGlynn et al. 2007; @tz et al. 2009; Yonetoku et al. 2011). Although these pséari
tion measurements suggest that at least some GRB outflowacantdered magnetic
fields and they are still baryonic, the sample is small anth&rrobservations will be
necessary to confirm the magnetic model and/or to understendble of magnetic
fields in the dynamics. In this chapter, we revisit the maigagbn estimate of the
GRB outflow (hereafter “fireball”) based on photometric olaépns of early optical
afterglow. It is more sensitive to the magnetic energy dgnsather than the length
scale of magnetic fields in the fireball, and it is complemegni@polarimetric methods
(e.g. Lazzati 2006; Toma et al. 2009).

A steep decay in early optical afterglow light curves is list@nsidered as a signature
of the reverse shock emission (e.g. Akerlof et al.1999; &#&tiran 1999; Meszaros &
Rees 1999; Soderberg & Ramirez-Ruiz 2002; Li et al. 2003; Fok 20a3; Nakar &
Piran 2005). The early emission contains precious infaonatn the original ejecta
from the central engine. The magnetisation of the fireball lva evaluated by using
the relative strength of the forward and reverse shock eomg&an et al. 2002, 2005;
Zhang et al. 2003; Kumar & Panaitescu 2003; Gomboc et al. 20@8wever, the
standard method uses a simplified shock dynamics model, akdrN: Piran (2004)
have shown it is inaccurate in the intermediate regime betviiee thin and thick shell
extremes. Since most observed events are in the interraedigime, here we nu-
merically re-examine the interplay between the forward r@veérse shock emission at
the onset of afterglow. In Sectich2 we set out a simple conventional approach to

understanding the two shock emissions and refine the defirafi the magnetisation
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parameter in SectioB.3. In Section2.4 we consider a new approximation to discuss
the reverse shock emission in the intermediate regime. ¢hid®e2.5, we test these
analytic approximations with numerical simulations. Irctan 2.6 we present case
studies of GRB 990123 and 090102 in terms of the magnetispacammeter. Finally

in Section2.7 we summarise the results.

2.2 Forward and Reverse Shock

We consider a homogeneous firebdatif energyE and a baryonic load of total mass
M confined initially in a sphere of radiug. We define the dimensionless entropy
'y = E/Mc* > 1. This fireball expands into a homogeneous interstellar omadi
(ISM) of particle density:;. This can be considered to be a free expansion in its initial
stage. After a short acceleration phase, the motion becbighly relativistic, and a
narrow shell is formed. After the fireball shell uses up aliitternal energy, it coasts

with a Lorentz factor of’y and the radial width\, ~ r.

The deceleration process of the shell is described with tvazlss: a forward shock
propagating into the ISM and a reverse shock propagatigti shell. The forward
shock is always ultra-relativistic, while the evolutiontbé reverse shock is determined
by a dimensionless parametgr= (1/A,)"/2I;** wherel = (3E/4rm,n,c?)/? is
the Sedov length andh, is the proton mass. lf, < 1 (so called thick shell case),
the reverse shock becomes relativistic in the frame of trshocked shell material
and it drastically decelerates the shell.{Jf> 1 (thin shell case), the reverse shock
is inefficient at slowing down the shell. The deceleratiodiuar,; and the Lorentz
factorI', of the shocked material aj; are usually approximated ag ~ 13/4Aé/ *and
Ty~ (I/Ag)38 for & < 1, andry ~ 1/T2/* andTy ~ T, for & > 1 (Sari and Piran
1995; Kobayashi et al. 1999). After the deceleration, tlodilgr of the shocked ISM

1Since we assume that magnetic fields in the fireball do nottaie reverse shock dynamics, our
magnetisation estimates are valid only when the fireballdakly magnetised. The model consistency
will be checked later when our results are applied to speeifents (see Sectidh6). Because of the
relativistic beaming effect, the radiation from a jet befthe jet break can be described by a spherical
model.
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>

Figure 2.1: Early steep decay: optical afterglow, produced as a cdtioposf the reverse
shock emission (solid line) and forward shock emission (dashed line). ®aksp(top panel)
and a flattening (bottom panel) can occur in the light curve.
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medium begins to approach the Blandford & McKee (1977) soifuti

We first discuss the forward and reverse shock emission Ingukese conventional
estimates, and the accuracy (i.e. correction factors)eithumerically examined later.

The deceleration of a shell happens at an observer time

tqg = Ctdf?, (2.1)
whereC, ~ (T'y/T)~%3 ~ max(1,&;?) and all the correction factors in this chapter,
including C;, are defined as ones relative to the conventional thin skéihates. At
the deceleration time, the forward and reverse shock regnawve almost the same
Lorentz factor and internal energy density. However, theenge shock region has
a much larger mass density and therefore it has a lower tatyper Introducing a
magnetisation parametélz = ep . /ep f, it is shown that the typical frequencies,

and peak fluxed, .., of the synchrotron emissions from the two shocks are related

as
Vm,r (td)
Vin,f(ta)

(Kobayashi & Zhang 2003; Zhang et al. 2003) wh€fe ~ (I'y/To)~* ~ max(1,£,?)

Fu,max,r (td)

= CFFORIB/27 (2.2)
Fy,maac,f

= C,.Iy2 Ry’

andCr ~ ([yq/Tg)? ~ min(1,§§/2) are correction factors, the subscriptand f
indicate reverse and forward shock, respectively. We hasaraed that the electron
equipartition parametet and the electron power-law indg»xare the same for the two
shock regions, but with different magnetic equipartiti@mgmeteez as parametrised
by Rp. The reason we introduce tlig; parameter is that the fireball might be endowed
with primordial magnetic fields from the central engine. Vda give a simple relation
Ve /Vef ~ R;’/ ? between the cooling break frequencies of the two shock éoniss
(Zhang et al. 2003). As we will see in the next section, thispdeé estimate is good

enough for the magnetisation estimate.
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2.3 Magnetisation Estimates

For no or moderate primordial magnetic fields in a fireBalve expect,,, < Vin, f
andv., < v,y atthe peak time of the reverse shock emisgjor t,. The optical band
vopt Should satisfy a relation,, , < v, < v., during the early steep decay phase of
the reverse shock emission. Otherwise the decay is mucleslowfaster than the
typical decayt—2 (Kobayashi 2000). There are four possible relations batvibe
break frequencies and the optical band at the peak#im@) v, , < Vopr < VU p <

Ver < Ve fs (B) Vi < Vopt < Ver < Ump < Ve fy (C) Uy < Vopt < Ve < Vef < V. fs
and (d)vy,, < Vs < Vo < Ve < Ve . Inthe cases (a) and (b), the forward shock
emission peaks d}, ; when the typical frequency,, ; goes through the optical band
(the top panel in Figurg.1). Usingv,, ; « t~3/2, we get the peak time and peak flux

ratio

tp.s/ty = (Vm,f(tp>/’/0pt>2/3 , (2.3)

Rp = FP/FPJ = (Fu,max,r (tp)/meax,f)(VOPt/Vm,r(tp))_(ﬁ_l)/Q (2-4)

Ry

where F,, and F}, ; are optical peaks in the time domain, whit¢,,,,,» and F,, ,,,q, ¢

are peaks in the spectral domain for a given time. The hydraatycal evolution of a
reverse shocked shell is investigated in Kobayashi & S@&002, and the decay index
a ~ (3p+1)/4 ~ 2 of the reverse shock emission is found to be almost indepegnde

of & whenv,, , < vy, < v.,. Combining Equationg.2, 2.3and2.4, we obtain

o 2/(2a+1) 92/5
Ry [ T (B Y (2.5)
3o gie=) C3C2RY) '

(Gomboc et al. 2008). At this stage, we assume Ihlds a known quantity, and we
will discuss how to estimatE, from early afterglow observations in Section 2.5.3. In

the case (c), if the forward shock emission makes a trandgitan the fast cooling to

2Even ife; at the forward shock is very low (e.gz, ; ~ 10~%; Kumar & Barniol Duran 2009), we
expect the typical frequency of the reverse shock emissidretmuch lower than that of the forward
shock emission,, , < vp, s. For typical eventsl{y > 102 andC,, ~ 1), extreme magnetisation
Rp ~T'§ > 108 is needed to achieve,, . ~ v, ; at the peak time.
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the slow cooling regime before it peaks, it becomes equndle the case (b). The
Equation2.5is valid. On the other hand, if it is still in the fast coolinggime when
V.5 crosses the optical band, the forward shock emission risgsl@cays very slowly
ast'/% andt~'/* (Sari et al. 1998). Since this behaviour is not consistett wiost
early afterglows, we do not discuss the detail§inally, in the case (d), the forward
shock emission also peaks at the onset of afterglow, andlaive that R, = 1. Itis

possible to show that Equati@b5is still valid.

When an early afterglow light curve shows a flattening-att s, after the steep decay
phase (the bottom panel in Figuzel), the reverse shock emission dominates at early
times. The forward shock peak is masked by the reverse simigsien, and the peak
(tp.r, Fp.r) is not observationally determined. In such a case, therdjppié ¢, ; = ¢4
gives a rough estimate éfz. Considering that the reverse and forward shock emission
components are comparable at the flattening, we olitain~ Rg. Substituting this

relation into Equatior2.5, we get

o 2/(2a+1) 2/5
Rp ~ Rfl—‘é ! ~ R?FO / (2.6)
?~\cpez cica) |

where R, = tyq/t,. If the forward shock emission peaks earligr < ty,, the
real value of Rz might be slightly different. To evaluate howz depends o, ;,

we refer to the scaling®; o t,; and Rp o< t;“ff whereay is the decay index of
the forward shock emission. Using these scalings, one fimalsthe dependence is
weak: Rp o tﬁffaf_a)/ (1%22) | the forward shock decays as the theory suggests
thena; = 3(p — 1)/4, arelation 1+ — a = 0 holds, andR 5 does not depend oy ;

(Gomboc et al. 2008).

For weakly magnetised fireballs, the ratidbetween the Poynting flux energy and the

kinetic energy (the baryonic component) aroupds expressed as a function of the

%In this case, we need an additional relation () /ve.f (tp) = (Ym/7Ve)? o (€cep Lat,ng)? for
the magnetisation estimate wherg and~, are the random Lorentz factors of electrons corresponding
to the typical and cooling break frequencies, respectively
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magnetisation parameté&y as

[y—1
g~ ( d7 )EB,fRB, (27)
L'y

wherel ; is the Lorentz factor of shocked shell material relativenmwnshocked shell.

2.4 Shocks in the intermediate regime

The simple estimates of; andI';, which we have discussed in Sectidr?, provide
useful insights into the fireball dynamics. However, theseader-of-magnitude es-
timates, and obtained by assuming that the reverse shodkasrelativistic or New-
tonian. Since most observed bursts are actually in them@diate regime, ~ 1,
we here consider a better approximation which is similamte discussed by Nakar &
Piran (2004).

The deceleration of an expanding shell happens when it give@gnificant fraction

of the kinetic energy to the ambient medium. Equating thegnm the shock am-
bient matter withE/2, we obtainr, = 2-Y/31/T>*. The Lorentz factof, in the
shock regions is given as a function of the initial Lorentetéa Iy and the density
ratio n4/n; between the unshocked shell material and the ambient me(Bam &
Piran 1995). For a homogeneous shell with width the particle density s, ~
(E/m,c*Ty)/(47r3ATy). Since the shock jump conditions and equality of pressure
along the contact discontinuity give a relatiofyn, ~ 4I'4/ [(4Tq + 3)(T'y — 1)], we

get an equatiofi for x = 'y /T, as

2418/3

&~ 22/3(1 — 2)2(2 + 3z + 222) (2.8)

where{ = (l/A)1/2F54/3 and we have usell; ~ (x + 1/x)/2. The corresponding
results are shown in Figuiz2. For¢ < 1, we obtainz ~ 0.47£%/4, while for & >

1, we obtainz ~ 1. In the rest of the chapter, we call the estimates obtained in

4Assumingry = [3/4A/4, Nakar & Piran (2004) have obtained a similar equation.
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Figure 2.2:T4/Ty (top panel) andly — 1) (bottom panel) as functions @f or &, showing
conventional estimates (black solid lines), the approxima2i@{black dashed lines), and the
numerical results (orange dots; = 10°cm, blue dots6 x 10''cm, and red dotst x 10'2¢cm).
See the text concerning the choicetgfor &.
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this section as the approximati@i8 or the estimates based on Equati8, while
the estimates discussed in Section 2.2 are called the cioomahestimates. Since
Equation2.8 givesz for a given¢, to estimater at the deceleration radius, we need
to use the value of atr,;. In the thick shell regim&, < 1, £ is a constant during
the deceleration process and we can use the initial @ludowever, in the thin shell
regime&, > 1 and due to the shell's spreadidg~ A + 74/T% ~ Ag(1 + &), the
value¢ ~ & (1 + €2)~1/2 is always about unity at, (Sari & Piran 1995). Then, if we
plot z and the reverse shock temperat(irg — 1) as functions of the initial valug,,
they are expected to flatten in the intermediate regime.e3ine &, in the thick shell
and intermediate regime, we can directly compare the twooeqgpations, and we find
that the conventional approximation overestimatesd(I'; — 1) in the intermediate
regime. The conventional estimates are- ¢/* and([y — 1) = & */*/2 for & < 1
andz ~ 1and(Ty — 1) ~ 1 for & > 1.

Using the deceleration radiug and the Lorentz factof,, the deceleration time is
tg ~ rq/(2eT3) = 1/(2¥31%*). For the solution of Equatio.8, we have an
estimate of the correction factar, = 2-*/32%3. Assuming no gradients in the
distribution functions of the pressure and velocity in th®ck regions, we obtain
Vina/Vm.g ~ (La — 1)?/T2 and F,, oz / Fymazs ~ 1'3/To Where we have assumed
Rp = ep,/es s = 1. Then, we get the correction factaf§, ~ (1 — z)*/(42*) and

CF ~ IQ.

2.5 Numerical Simulation

The two analytic estimates which we have discussed inclpgeoaimations (e.g. a
simplified shock approximation and no gradients in the ihigtron functions of hy-
drodynamical quantities in the shock regions). Furtheanttre estimat@.8 gives the
Lorentz factor’, for a given¢ at the deceleration radiug, instead of the initial value
&o. Since the typical frequency of the reverse shock emissi@emsitive to the tem-
peratureg(T'y; — 1), it is important to investigate hogatr, depends or, (or where¢

becomes a constant) and what asymptotic value the reversk sdmperature takes in
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the thin shell regime. To examine the accuracy of the apprations and evaluate the
shock Lorentz factors and the corrections factdysC,, andCr, we employ a spher-
ical Lagrangian code based on the Godunov method with art &amann solver
(Kobayashi et al. 1999; Kobayashi & Sari 2000; Kobayashi &&dp 2007; see also
appendixA). No MHD effects are included in our purely hydrodynamicocgétions.
However, if the magnetisation of a fireball is not too large.(the ratio of magnetic to
kinetic energy fluxs < 0.1; Giannios et al. 2008; Mimica et al. 2009), the dynamics
of shocks is not affected by magnetic fields, and our numlemésaults can be used to
model the synchrotron emission from forward and reverselshoWe will evaluate

the correction factors foRp = €p, /ep s = 1.

The initial configuration for our simulations is a static fianim fireball surrounded by a
uniform cold ISM. The hydrodynamic evolution is evaluatecbugh the stages of ini-
tial acceleration, coasting, energy transfer to the ISM@axkleration. The evolution
of a fireball is fully discussed in Kobayashi et al. (1999). &sume explosion energy
Ey = 10°? ergs and ambient density = 1 proton cnt? for all the simulations, while
we vary the dimensionless entropf0( < I'y < 10?) and the initial fireball size

(ro = 10°cm,6 x 10*'cm, or6 x 10'2cm) to cover a wide rage @f.

2.5.1 Spectra and Light Curves

We evaluate shock emission as a sum of photons from Lagmangls (fluid cells) in

numerical calculations. First consider a single fluid cathw.orentz factorl’, inter-

nal energy density, particle density» and massn in a shocked region (forward or
reverse shock). Electrons are assumed to be acceleratied ghock to a power-law
distribution with indexp = 2.5 above a minimum Lorentz facto,,. We assume that
constant fractions, = 6 x 1072 andep = 6 x 102 of the shock energy are given
to electrons and magnetic fields, respectively. Our resuignsensitive to the exact
values of the microphysical parameters as lon@zgs= 1, but they are included here
for completeness. The typical random Lorentz factor anetie¥gy of magnetic fields

evolve asy,, o< e/n and B? « e. The typical synchrotron frequency in the observer
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frame isv,, o« Tv2 B, and the peak spectral power#s,,,.. < N.I'B for a total num-
ber N, ~ m/m, of electrons in the cell. As we use a Lagrangian cadleremains
constant throughout the numerical evolution. The flux atvemgifrequency above,,
IS F), = Fymae(V/Vp) " P71/2 oc mID@+H1)/2e00=3)/451=F while belowv,, we have
a synchrotron low-energy tail a8, = F), 0. (v/vm)Y? oc mI'2/3e=1/3p2/3, Then,
the emission from a cell can be estimated by using hydrodimguantities. Here we
give the description for slow cooling regime as this is tgbfor ISM external medium
events, however we note that this choice is driven from tlirdgynamical properties

and the code can handle fast cooling regime also.

We treat a fluid cell as a particle that continually emits phst However, we only have
the locations of the cel{r;} and flux estimateg £, ;} at discrete timestep§;. ; }
where the subscript indicates quantities at lab timestg@ndr; indicates the inner
boundary of the cell. We assume all the photons are emitted the inner boundary
(i.e. we neglect the radial width of the cell). Prior to thghli curve construction
we generate a series of logarithmic bins with boundafig$ in the observer time
domain, and we assume bins bounded by, andt;, ;. We now consider the emission
from a single fluid cell between two consecutive lab timestgpand;j + 1. Since a
photon emitted at timestep arrives at the observer af = t,,,; — 7;/c, photons
spread over observer time bins betwegandt; ;. Note that the observational ting
monotonically increases with Assuming that the observed flux evolves linearly
betweert; andt; ., and that the observer detects photons betwegeandvy + dv,

we can estimate the amount of energy deposited in each time bi

By monitoring the entropy evolution of a fluid cell, we can deteme when the cell
is heated by a forward or reverse shock. Then, we take intoust@ll the timesteps
after the shock heating for the construction of the lightveunf the single fluid cell.
We can apply this technique to all the cells inside (or oefsitie contact discontinuity,
and the total energy from all the cells in each time bin isakd by the bin size to get
the reverse (or forward) shock light curve. It is then thegamatter of finding the

maximum flux to obtain the peak tintg of the reverse shock emission.

To numerically define a property of the fireball shell at the peak time, we consider



2.5. Numerical Simulation 39

an average value
> fidE;
 S6E;

where the summation is taken over all the fluid c¢lls which are inside the contact

(f) (2.9)

discontinuity (i.e. in the reverse shock region) and whialidhcontributed to the peak

flux andd E; is the contribution from fluid celi to the peak time bin.

At the peak time, we construct the spectrum. For this purpeseset up a series of
bins{v,} in the frequency domain. For the peak time bin (i.e. the tienhich gives

the peak flux), we know which fluid cells have contributed, ahdhich lab timestep
it has happened. Let us assume that a fluid cell depositsyehetgeen lab timestep
jandj + 1. Assuming a linear evolution of the Iuminosiyy;‘*+1 F,dv between the

timesteps, we can estimate how much energy is depositedchn feequency bin at
the peak time (the peak time bin). After summing up all thergneleposited by the
relevant fluid cells in each frequency bin, we divide the gpday the frequency bin

size to get the spectrum at the peak time.

2.5.2 Comparison of the Estimates and the Correction Factors

Figure2.2 shows the Lorentz factdr, and the reverse shock temperat(irg — 1) at
the peak time,,. For the numerical results (the dots), we have used Equatiwith
(T4 — 1) = e/nm,c® to obtain the average values, and we have assuiiee- r,
to estimatet,. The numerical results and the conventional approximadrenplotted
againsts,, while the approximatior2.8is plotted agains§{. As we have discussed in
Section 2.4, when the initial value is higf, > 1 and thet parameter is expected to
decrease to order-of-unity during the evolution. One firf@dg such flattening in the
numerical results occurs at a rather high vajgie- several. The approximatichg,
especially for(I'y — 1) in the intermediate regime and fby over almost the whole
range, is in better agreement with the numerical resultspawed to the conventional
estimates. The green dashed-dotted line in the bottom padiehtes the numerical

asymptotic value{T'; — 1) ~ 8 x 1072,
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Figure 2.3: The correction factors as a functior¢gfor £. Top panel: The normalised peak
time C;, middle panel: The normalised typical frequency raflg, and bottom panel: The
normalised peak flux rati@'r. The panels show the conventional estimates (black solid lines),
the estimate based on the approximat2o8(black dashed lines), the numerical results (blue,
red and orange dots are the same as in Figude and numerical fitting formulae (red dashed

lines).
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Using a numerical peak timg, we estimate the correction factof = ctprﬁ/?’/z asa

function of&,. The results are shown in the top panel of Fig2i@ The conventional
approximation well explains the numerical results in thieklshell regimeg, < 1
but it breaks down in the thin shell regingg > 1. In the thin shell regime, the
numericalC; is lower by a factor of~ 5 than the conventional estimate which is
equivalent to the numerical peak time being earlier thareetqa. Since for simplicity
we have neglected a factor of 2 in the conventional estimate & [ /ch/ ? instead
of l/2cF§/3, Cy; = 0.5 would be more appropriate for the conventional estimate in
the thin shell regime. However, the numerical results atesstaller. This is in part
due to the gradients in the distribution functions of hygmaimical quantities in the
reverse shock region. The numerical distributions haveghdrivalue at the contact
discontinuity, and they decrease toward the tail (see Ei@un Kobayashi & Zhang
2007). It makes the contribution of photons from the innetgpaf the fireball shell
less significant, reducing the effective width of the enumsiegion in the shell, and
the shock emission peaks earlier than in the homogeneoli€abe. Since as we will
see later, the magnetisation estimate is rather inseasdiV; (and the peak time), we
discuss only the line-of-sight emission in this chaptemigeer, it is possible to include
the high latitude emission at expense of computational,tand we have obtained very
similar results for several selected cases. With the amddtf the high latitude emission
the overall light curve appears smoother with slightly kiveér decay features. The

position of the peak time increases ky50%.

Using the numerical values of the typical frequency ratithatpeak time, we estimate
the correction facto€,,, = T2 [V (t,)/vm.¢(t,)] @s a function of,. The results are
shown in the middle panel of Figu&3. The conventional estimate is in good agree-
ment with the numerical results in the thick shell regime,dsiwe expect front,, o

(L, —1)%, it overestimate§’,, by a factor of~ 10% in the thin shell regime. Finally the
bottom panel of Figur@.3shows the results fary = I';! [Fymazr (tp) ) Fomaz, £ (tp)]-
The conventional approximation overestimates the amolfito emitted by the re-
verse shock especially in the intermediate regime as NalRirah (2004) have pointed

out. The estimates based on Equatto@provide a better approximation for all three
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correction factors in the intermediate regime. The red éddines in the three panels
indicate the numerical fitting formula@ = N, + ¢, 2 with N, ~ 0.2, C,, = N,, +&,°
with N,, ~ 5 x 107% andC' = Np + Mpg&, ™" with Np ~ 1.5, Mp ~ 5 and
Pr ~ 1.3.

Figure2.4illustrates wide band spectra at the peak time. We here dentiree nu-
merical cases with, = 0.1, 1 or 10. The black line indicates the conventional estimate
in which the typical frequency,, . of the reverse shock emission is lower by a fac-
tor of T'2 than that of the forward shock emission, and the peak fiux,. . of the
reverse shock emission is higher by a factol'gf However, our numerical results
show that in the thin shell regime,, ,. is lower by a further factor of- 10? than the
conventional estimate (the red lirg)and that in the intermediate regime the peak flux
F, maz» Would be lower by a factor of several (the green line). Thaséate that the
reverse shock emission would be elusive if the typical fezgpy of the forward shock

is around the optical band and if the forward and reversekshage the same micro-
scopic parameters (Nakar & Piran 2004; Mimica et al. 2010takidri et al. 2010).

In the thick shell regime, the peak frequency of the revelsels emission is closer to
that of the forward shock emissien, ,./v,, s ~ & °T,? (the blue line). We might have

a better chance to detect the reverse shock component ynedtnglow, although the

light curve peaks earlier than in the thin shell regime.

2.5.3 Initial Lorentz Factor and Magnetisation Parameter

The initial Lorentz factor can be evaluated by using the geak?, ~ t,,

3/8
My — (ﬂ) (2.10)

ctp

wherel is a known quantity from the prompt gamma-ray and late-tiferglow ob-
servations, and the estimate depends very weakly on modafuental parameters

Iy o 13/% o (E/n;p)Y®, and we had obtained numerical restiit ~ 0.2 + & 2. In

°If the typical frequency,,, .. is as low as~ 10'2Hz, the spectrum of the reverse shock emission
would peak at the synchrotron self-absorption frequen@kéX & Piran 2004).
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Figure 2.4: Numerical wide band spectra at the peak tige= 0.1 (blue line), 1 (green
line) and 10 (red line). The black line shows the conventional estimate (teihcstse). The
frequency and flux are normalised by the typical frequency and peerkfithe forward shock
emission, respectively’y = 300 andA, ~ 3 x 10%cm (red line),~ 3 x 10''cm (green line),
or ~ 3 x 10'3cm (blue line) are assumed.
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principle, we can estimaig from observable quantities. Since the duratioof the
prompt gamma-rays gives a rough estimate of the willth~ ¢T" (Kobayashi et al.
1997), using Equatio.10and the numerical’; (&), we obtairt, ~ 52, /(¢,/T) — 1
andC; ~ 0.2(1—T/t,)~'. In the thin shell regime, an early afterglow peaks wellrafte
the prompt gamma-ray emission (Sari 1997), and we liave 0.2. However, in the
thick shell regime, the peak time is almost equal to the wikific. The approximation
Ay = ¢T might not be accurate enough to discuss the exact valge &ince the flux
before the optical peak, is sensitive to the initial profile of the shell and in partic-
ular to &, the rising index of the light curve might be used to breakdbgeneracy
of the &, estimate in the thick shell regime. Nakar & Piran (2004) haumerically
estimated the rising index for a homogeneous shell in a rah@eds < £ < 5 as
Qrise ~ 0.6 [1 + p(& — 0.07£2)]. A slow (rapid) rise is a signature of the thick (thin)
shell regime (Kobayashi 2000).

The magnetisation parametg can be estimated by usiig R;, and Rr. For the
typical decay index of the reverse shock emission- 2, the conventional estimate
iS Rp.con = (RLLo/R?)?® in the thin shell regime wherg, = (I/ct,)*/8. Then, we

obtain a correction factor for the magnetisation parameer

Rp o
Rpcon S

(2.11)

This shows that the estimate is rather insensitivé’toIn Figure2.5, the numerical
results are plotted with the approximations. For a typicRB3¢, ~ 1), the conven-
tional approximation (black solid line) underestimates ilagnetisation parameter by
a factor of~ 10. A more extreme discrepancy occurs in the thin shell regand,the
magnetisation parameter is underestimated by a facter t6?. The estimate based
on Equatior?.8 (black dashed line) describes the numerical results reddpmwell in

the intermediate and thick shell regimes.
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Figure 2.5: The correction factor for the magnetisation parametefR s ., as a function

of & or £&. The legend is the same as Fig@.@ with the best fit equation (red dashed line)
obtained by the combination of the best fitstg C,,, andCr. o = 2 is assumed.
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2.6 Case Studies

Swift revealed that the behaviour of early afterglows is enoomplicated than ex-
pected and there are indications of long-lasting centrginenactivity (e.g. flares and
late-time energy injection; Zhang et al. 2006; Nousek e2@06; O’Brien et al. 2006).
Although the nature of the central engine activity and addél components in early
afterglows are interesting research subjects, in ordeemachstrate our scheme which
is based on an impulsive explosion model, we discuss eatigad@afterglows associ-
ated with GRB 990123 and GRB 090102. These light curves areideddy a broken

power-law with no flares (see FiguPeo)

GRB 990123: This burst is one of the brightest GRBs observed so far. Thes basi
parameters include = 1.6, E ~ 1.4 x 10%*ergs, and ~ 60s (e.g. Kobayashi & Sari
2000 and references therein). The gamma-ray profile is datetirby two pulses, each
lasting~ 8s, separated by 12s. A bright optical flash was detected gitine prompt
emission (Akerlof et al. 1999), the optical emission peaiet], ~ 50s at 9 mag,
and initially rapidly decayed and it became shallower atte temet, ; < 0.1 days.
Using the bootstrap method for the light curve fitting, we finato = 2.31+0.38 and

ay = 1.09 £+ 0.07 where the errors quoted are values to within 8f the best fits. We
have only one optical data point before the peak, and it ges/a lower limit of both
the rising indexx,;,. > 2 and the peak flux. We conservatively assume that the peak
flux is 9 mag. Since the optical peak is comparable to the GRRB&tidur (especially

to the duration of the main two pulses) and the rising is ragis is an intermediate
case, ~ 1, with the correction factor§’, ~ 1.2, C,, ~ 1 andCr ~ 0.16. Using
Equation2.10with a time-dilation correction, we obtain an initial Loterfactor of
aboutT'y ~ 460n; "/®. Assumingt, ; = 0.1days, one ha®, ~ 170 and Ry ~ 5000,
Equation2.5 gives the magnetisation paramefeg ~ 6300555 where the subscript
and superscript indicate the range of the value when theiercois taken into account.
Since the forward shock peak is masked by the reverse shaskiem the peak time
t,, s Is rather uncertain. As we have discussed in Section 2.8p#ymetisation estimate

depends on, ; asRp tﬁf}*af’a)/(l”a) ~ t;?;%. If the forward shock emission also
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Figure 2.6: Light curves of early optical afterglows: GRB 990123 (rethts) and GRB
090102 (blue points). The solid lines depict power-law fitting to the forvedmolck and re-
verse shock emission components. Data are from Kulkarni et al. (18@®gayashi & Sari
(2000); Gendre et al. (2010) and references therein.
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peaks at, ; ~ 50s, the magnetisation paramefes is larger by a factor of- 3. Since
Zhang et al. (2003) found a magnetisation parametétpf- 152 = 225 based on the
conventional approximation witfy ~ 1, our magnetisation estimate is larger by more

than an order of magnitude.

GRB 090102:This burst shows a significant polarisation at th&; level in the early
optical afterglow and it suggests a magnetised fireballe(8tet al. 2009). The ba-
sic parameters include = 1.5, andE ~ 5.8 x 10%%ergs (e.g. Gendre et al. 2010
and references therein). The prompt gamma-ray emissifta®27s and comprises
four overlapping peaks starting 14s before the GRB triggére dptical light curve,
beginning at 13 mag, 40s after the GRB trigger, can be fitted lmpken power-law
whose flux decays as a function of timg ¢ ¢t~) with a gradienty = 1.56 + 0.06
that then flattens tae; = 1.04 + 0.09 (shown as solid lines in Figure 2.6; a break
time is assumed to bH)3s). If we assume that the optical emission peaks at the first
data point (the mid-time, of which is tg ~ 60s after the beginning of the GRB) and
t,.; = 10%s, we obtairt, ~ 2.4 and the correction factors?;, ~ 0.3,C,, ~ 8 x 1072,
andCy ~ 0.3. Using R, ~ 17, Ry ~ 91 andT’y ~ 230n; /%, we obtainR; ~ 220310,
Since the optical emission is already declining at the begmof the observations, the
actual peak time, might be earlier. If we assume that it peaks at the end of thept
gamma-ray emissiot}, ~ 30s, it would be in the intermediate regingge ~ 1 and
Ty ~ 290n; "/®. Assumingt, ; = 103s, we obtainkz ~ 140!5). The magnetisation

estimates depend ap; asRp o t)7. If t,, ; = 10°s, R is smaller by a factor of 5.

The o parameter: The broadband afterglow emission of GRB 990123 is modelled
to find e ; ~ 107 (Panaitescu & Kumar 2004). Although there are no estimates
available for GRB 090102, the broadband modelling genesdilyws that it is in a
range ofeg ; = 107> — 10~* (Panaitescu & Kumar 2002). Using the estimated value
of the magnetisation parametRg;, the ratio of magnetic to kinetic energy fluxas~
1073(g/0.25)(R/6300)(ep ;/107%) for GRB 990123 wherg = (I'y —1)/Ty ~ 0.25

for & ~ 1. For GRB 090102, assuming~ 0.15 (¢, ~ 2.4) andRp ~ 220, itisin a
range ofo ~ 3 x 10~* — 3. Although magnetic pressure would suppress the formation

of a reverse shock if>0.1 (Giannios et al. 2008; Mimica et al. 2009), the low
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values are consistent (or the result is consistent withetipasameter estimates) with
the basic assumption in our analysis (i.e. magnetic fieldsodaffect the reverse shock
dynamics). If a future event indicates a high vatte0.1, an interesting possibility to

reconcile the problem is that the prompt optical emissiord (prompt gamma-rays)

would be produced through dissipative MHD processes rdtiar shocks (Giannios
& Spruit 2006; Lyutikov 2006; Giannios 2008; Zhang & Yan 2011

Our magnetisation estimates are slightly lowered if thestoleave radiates away a
significant fraction of the energy in the early afterglowgddmencer o t~7¢/16 (Sari
1997). Fore, = 0.1, the blast wave energy becomes smaller by a factoridbetween
t = 50s and0.1 days, by a factor of .3 betweent = 60s and10?s, then the estimates

of Rz ando are reduced by a factor af5 — 2.

2.7 Conclusions

We have discussed a revised method to estimate the magioetidagree of a GRB
fireball. We use the ratios of observed properties of eatigrgiiows so the poorly
known parameters for the shock microphysics (e.@andp) would cancel out. Since
the estimate depends only weakly on the explosion energjhanftreball deceleration
time, the estimate does not require the exact distancehifdds the source as an in-
put parameter. Since most observed events fall in the irteiatte regime between the
thin and thick shell extremes, we have provided a new appration for the spectral
properties of the forward shock and reverse shock emisgibith well describes the
numerical results in the intermediate regime. The prevgiaadard approach under-
estimates the degree of fireball magnetisatityhby a factor ofl0 ~ 100. We have
estimatedr ~ 1073 for GRB 990123. For GRB 090102, it is not well constrained due

to the uncertainty inp ¢, and it is in arange of ~ 3 x 107* — 3.

In the GRB phenomena, extreme relativistic motion with> 100 is necessary to
avoid the attenuation of hard gamma-rays. The accelerptmeess is likely to induce

a small velocity dispersion inside the outfla™ ~ I" (e.g. thermal acceleration).
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If internal shocks are responsible for the production of gh@mpt gamma-rays, the
dispersion should be even larger (Beloborodov 2000; Kobbay&asSari 2001). The
velocity dispersion leads to the spreading of the shelkcstire in the coasting phase
and thet parameter decreasestasc A~'/2. As an order-of-magnitude estimate, when
the initial value, > 1, the reverse shock always becomes mildly relativigfie- 1)

at the deceleration radius and the reverse shock tempetatur- 1) is expected to be
insensitive to the initial valug,. However, it is difficult to analytically quantify the
asymptotic reverse shock temperature. We have numergfadiyn that the spreading
effect becomes significant at rather high valges, several, and that the asymptotic

value is(T'y — 1) ~ 8 x 1072,

We have confirmed that, especially in the intermediate regim- 1, the reverse shock
emission is much weaker than the standard estimates as Bldkean (2004) pointed
out, and that in the thin shell regime the typical frequeridye reverse shock emission
is much lower than the standard estimates. If the firebalbismmagnetisedkrpy =
es,/€p,s = 1, the reverse shock emission more easily falls below thedovghock
emission. The lack of optical flashes from most GRBs might b&ahlgrexplained
in a revised non-magnetised model. If the fireball shell dugtsspread even in the
thin shell regime (i.e. the velocity distribution is comglly uniform), only a small
fraction of the kinetic energy of the shell is converted terthal energy in the reverse
shock, and the reverse shock emission is practically ssppdan the thin shell regime

§o > 1.



Chapter 3

Wind and ISM Medium Magnetisation
Estimate of an Optical Flash Selected

GRB Sample

3.1 Introduction

GRB afterglows are generated by a relativistic blast wavpggating through an exter-
nal medium (Blandford & McKee 1976). The simplest functiofoam of the external
density profile is1; o« R~* (Granot 2012; Yi et al. 2013) with two specific cases being
associated with GRBs: (%) = 0 for the homogeneous interstellar medium (ISM) case
(Sari et al. 1998) (2 = 2 for a stellar wind environment (Dai & Lu 1998; dszaros

et al. 1998; Chevalier & Li 2000; Panaitescu & Kumar 2000). Tdter model is
motivated by the idea that the progenitor of a GRB is a massarg8/oosley 1993).

The composition of the relativistic jet is still highly casted with competition be-
tween a baryonic jet (Bszaros 2002; Piran 2004) or highly magnetised outflow (e.g.
Drenkhahn & Spruit 2002). Measurements of polarisatiohedptical (Steele et al.
2009; Uehara et al. 2012) and prompt emission (Kalemci e2807; McGlynn et

al. 2007; @tz et al. 2009; Yonetoku et al. 2011) indicate that the owtitontains

51
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ordered magnetic fields, while is still unknown whether they sufficiently strong to
affect the dynamics. Understanding the magnetic energienbgives the ability to
distinguish between the two models, providing insight itht® acceleration process of
the outflow. Efforts have been made in this direction (Fah2082; Zhang et al. 2003;
Kobayashi & Zhang 2003; Gomboc et al. 2008; Granot 2012;istamr& Kobayashi
2013) prompting this study into the magnetisation degresewéral events which ex-
hibit the early steep decay phase associated with reveos& smission (Akerlof et al.
1999; Sari & Piran 1999; Bsaros & Rees 1999; Soderberg & Ramirez-Ruiz 2002;
Li et al. 2003; Fox et al. 2003; Nakar & Piran 2005).

Standard estimates of magnetisation degree are basedatimealtrength of forward

and reverse shock emission (Zhang et al. 2003). Howeveroasnsby Nakar & Piran

(2004) and more recently Harrison & Kobayashi (2013), sifigal shock dynamics are
insufficient to be applied to most GRBs, which are found in thiermediate regime
(between thick and thin shell limits). This regime requia@smproved analytical and
numerical estimate to accurately calculate the relativesgion strengths. Here we
investigate the influence on the standard magnetisatiomatst (Zhang et al. 2003;
Kobayahsi & Zhang 2003; Harrison & Kobayashi 2013) when aering an external

wind type environment, in Sectio®.2 In Section3.4 we set out a framework for
generic calculation of magnetisation, and apply this fdenta a sample of GRBs in

Section3.5. Finally we discuss these results in Sectif

3.2 Magnetisation Degree In Wind Medium

We re-derive the magnetisation estimate accounting foothow expanding into a
wind type environmentr(; = AR~?2) following the same procedure set out in Chapter
2 (Harrison & Kobayashi 2013). Let us consider a coastindpéilleshell of energy,
initial width A, and Lorentz factof’,. The deceleration is described by two shocks,
a forward shock propagating into the wind medium and a reven®ck propagating
through the shell. The reverse shock evolution is deterthimethe dimensionless

parametet, = (I/Ag)/*T?, with | = E/47m,c*A being the Sedov length (Sari &
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Piran 1995; Kobayashi & Zhang 2003; Granot, J. 2012; Yi ef@all3). By equating
the energy in the shocked ambient medium withwe get the deceleration radius

rq ~ 1 /T%2. The observer sees the shell decelerate at time,

[

ty = Ch—.
d tCFé

(3.1)

with C; ~ (T4/To)~* ~ max(1,&,?) being the corrective factor relative to the con-
ventional thin shell estimate afdg, being the Lorentz factor of the shocked region at
deceleration. Taking the magnetisation parametétas: eg /€ ¢ it has been shown
that the typical frequencies and maximal fluxes from the tiaack regions are related

as
Vm,r (td> Fz/,maz,r (td)
Vm,f (td) Fu,max,f (td)

at the deceleration time (Kobayashi & Zhang 2003; Zhang.e2803). Although

= CT52RY, = CpToRy?, (3.2)

these approximations are originally obtained for ISM exa¢medium, they hold for
wind medium also. This is because they are obtained by ukiogkgump conditions
and energy conservation. Here the corrective factors aendiyC,, ~ (I'y/T)~* ~
max(1,£,?) andCr ~ (I'y/T4)? ~ min(1, &) in the conventional estimates. We have
assumed that the electron equipartition parametand electron power-law index

remain constant between the two shocked regions.

3.2.1 Relativistic/Newtonian Reverse Shock

Heaton & Kobayashi (in prep) have investigated how the sa/ehock ejecta evolves
in the wind medium after the shock crossing using hydrodyoahsimulations (see
Kobayashi & Sari 2000 for the deceleration in an ISM mediufy. assuming that
the Lorentz factor of the shocked region evolves as a poswerHd ~ ~ 9, fitting to
the simulations they found for a wind-type medium over adamgnge of,, g varies
as0.5 < g < 1. With adiabatic expansion, we have pressure as R~*3+9)/3 and
density agp o« R~G+9) with the assumption that the temperature of the shocketkejec

is relativistic (sound velocitye ¢). Then a typicalp = 2.3 indicates that the reverse
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Figure 3.1: Optical afterglow composed of reverse (solid) and forédashed) shock emission

for a wind medium in slow cooling regime. The light curve has one peak atat@ap phase

associated with the passage of the forward shock typical frequeneysagbservational band.

If ¢, occurs at earlier times the afterglow is seen as a flattening described bypartimoken

power law.
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shock decays as ~ 2.6 —3.1forg = 0.5 — 1 (1072 < & < 10%), although this
could be over a narrower range (e@.~ 2.7 — 2.8) if we consider that the GRB is
described by the intermediate cage~ 1. Next, consider the case where the reverse
shock is Newtonian and the temperature is now sub-relatyihe sound speed is
given by(p/p)'/? (Kobayashi & Sari 2000). Still assuming an adiabatic exjzanshe
pressure and density are now giveryby R=3G+9)/7 andp oc R~3+9)/7 respectively.
Considering the same narrow rangeyif0.5 — 1) givesa ~ 2.6 — 3.1, comparable

to the relativistic case. In the following framework we wilse the decay index of
the reverse shock emission @as~ 5p/4 for the relativistic slow cooling case, as the
Newtonian case is almost identical. This relation is a sifiel approximation to the

estimate presented by Heaton & Kobayashi (in prep).

3.2.2 Magnetisation Estimate

In the ISM regime it is possible to get two separated peakd$diavard and reverse
shock contribution (e.g. Figure 1 in Harrison & Kobayashi2)) For the wind case
observing separated forward and reverse shock compongmsis as in Figurd.l,
with the reverse shock peak is attributed to the deceleratiohe fireball {;) and the
forward shock peak is due to passage of the typical frequaamss the observational
band (,,), except the forward shock emission is flat prioritg for slow cooling
regime (Chevalier & Li 2000). It is possible for the forwardbsk emission to decay
ast!/* when considering the fast cooling regime, which we will disg later, although
observationally it may be not possible to distinguish bemvéhese cases. The flux
and temporal ratios of the forward and reverse shock comysii the slow cooling

regime) at the locations in FiguBelare given by,

- " 2/3
Re= b= |0 (3.9
Vopt
Fl/ max r(td):| 1/2 |: Vopt :| 172
Rr = F,)JF,=|—"—F%|R —_— 3.4
r p/ |:Fu,max,f (td) ! Vm,r (td) ( )
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usingu,, s o< t=32 andF,, is the peak flux of the reverse shock emission (steep com-
ponent) andF}, is the flux of the forward shock emission at the temporal ocat
when the typical frequency crosses the optical band, tyi#mdt,, being the temporal

locations of these fluxes respectively.

Combining Equation8.2, 3.3and3.4 we find the magnetisation,

o 2/(4a+5)
Ry = R}QFS " (3.5)
B C}F(Jcﬁla—E)Rf(?a*l) )

Here we estimaté’, using the deceleration time (Equati@rl). We note her that
differences between the wind and the ISM estimate come frquafton3.4 having an
extraR;’” arising from the fact the forward shock maximal flux decayasg}, nq. ;
t~1/2, and the reverse shock emission has 5p/4 instead ofx gy, ~ (3p-+1)/4. We
can also consider a case where the forward shock peaks agteéechtion time (i.e.
R; = 1). After the reverse shock decays sufficiently the forwarac&remission will
begin to dominate the light curve causing a flattening in fterglow (R; will now be
determined relative to the location of flattening). In suateae we can only provide
an approximate magnetisation degre€,as< ts,. At this location the reverse and

forward shock emission should be comparable and we obtatrith ~ R%, such that

R;la+5/21-\ga720 2/(4a+5)
Rp = W ; (3.6)

with R, = ts4/tq. By referring to the scaling®; o tni and R, o t,, we find the
magnetisation (Equatiof.5) is independent on forward shock peak locati®p
gor20es =120/ (at9) 40 for o, = (3p — 1)/4 (Gomboc et al. 2008; Harrison &

Kobayashi 2013).

3.2.3 Fast Cooling

For a wind medium, the ambient density is high at early tina@sl the reverse shock

emission might be in the fast cooling regime (Kobayahsi & mh&003; see also
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Laskar et al. 2013 for a low density wind model). In such a ¢hseooling frequency
is expected to be located below the optical band, which méam®ptical reverse
shock emission should disappear once the reverse shodesrtte shell. However we
still detect the delayed high latitude emission after theeteration time. In the local
frame the spectral powep) below the typical frequency is /2 and above the typical
frequencyr—?/2 (Sari et al. 1998). The temporal evolution of the reverseck!lix
goes ag,, o t~°/2 andt~?*+4/2 for the high latitude component respectively (Kumar
& Panaitescu 2000). This will modify the magnetisationrastie, as the spectral index

in the final term of EquatioB.4 will change.

First we consider that the typical frequengy, (¢,) is located below the observational
band (high frequency regime) such that the spectral indexj® anda, = (p+4)/2.
The forward shock evolution is slightly different as in Figu8.1 the forward shock
now decays as '/* prior to passage of the typical frequency across the obsemz
band. Taking the location of the passage of the forward shquikal frequency as,,

with flux £, gives a magnetisation,

1/(a-1)

R%Fgaflo

RB - <C2 02(0_2)R3a—5 ’ (37)
F~m t

and considering that the forward shock typical frequencsspge is hidden by the

reverse shock emission then,

1/(a—1)

R?—ar\éa—lo

Rp = o 2(a—2) . (3.8)
Cc2C

When considering the dependence of this equation on thedoaztthe forward shock

typical frequency passage we get a stronger dependepce t,,”**"
34 takingp = 2 with smaller dependence for increasifg

andRp

When considering the case where the reverse shock typicpidrey is located above

the observational band (low frequency regime) the decagxinsla = 5/2 and the
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magnetisation estimate is

R 4/3
Rp=|—0oft | | (3.9)
B <CFCTln/2Rt5/4>

taking the same forward shock configuration described faraiqn3.7. Here the di-
rect dependence on initial Lorentz factor cancels howedweestimate is secondarily
dependent o'y as correction factors are functions &f When considering that the
forward and reverse shock components peak at the same tunihamfterglow flat-
tens when the reverse and forward shock components are calhgathe equation
simplifies toRs = RY*C,;*3C,,*/. We find that the magnetisation is independent
of the forward shock typical frequency passage time+# 3 asRp £ 7973 with

Qf = (3]5— 1)/4

The spread in decay indices for the reverse shock emissitheifast cooling regime
is comparable to the distribution in the slow cooling regime> 2.5). In order to
distinguish which regime a GRB is located based on opticalgithw alone, the evo-
lution of the forward shock is needed. In the fast coolingmegthe forward shock
emission decays as'/* prior to crossing of the typical frequency € t,,,) and steep-
ens tot~(®?=2)/4 (Chevalier & Li 2000). This compares to the slow cooling casere
prior to typical frequency crossing the observational bang ~ constant and decays
slightly steeper ag~(®»~1)/* afterwards { > t,,). Observationally it is not possible
to distinguish between these two cases as the small diffeseoould not be disen-
tangled from the total flux when fitting reverse and forwardghcomponents. To
distinguish between the cases multi-wavelength obsemnstivould be required to dis-

tinguish based on the spectral profile.

3.2.4 Intermediate Reverse Shock Regime

The conventional estimates assume either ultra-relatvs Newtonian reverse shock
evolution, whereas typically observed GRBs are in the intdiate regime{ ~ 1

prompting the application of corrective factors. By usingahjump conditions and
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equality of pressure along the contact discontinuity (Ma&&iran 2004; Harrison &

Kobayashi 2013) we arrive at,

8zt
Sl (o I pe (3.10)

wherez = I';/T is the ratio of the initial valué'y and the value at the deceleration
radiusr, = [/2I'4 (assuming the energy in the shocked wind medium at decieleiiat
E/2). We have followed the same process described in HarrisomBalashi (2013)
considering the case for a wind medium. This can be useditoa@st: (see the black
line in the top panel of Figurd.2) and the reverse shock temperaturg { 1) (black
line in the bottom panel of Figurg.2), with Ty = 1/2(z + 1/z) being the Lorentz
factor of the shocked shell relative to the unshocked sagliunctions of,. Equation
3.10gives¢ for a givenz at the deceleration radius, which in the thick shell regime
(&0 < 1) is equal to the initial valug, ~ &. Due to shell spreading in the thin shell
regimeA ~ Ag + 74/To ~ Ag(1 + €2) andé ~ &(1 + £2)~/2 is always roughly
unity atr, (Sari & Piran 1995). This causes the flattening observedgnriei3.2as in
the thick-intermediate regimg ~ £, and is about unity in the thin shell regime. We
find that the conventional estimates are overestimateceimtermediate regime, with
expected relations as= ¢2 andl'y = ¢2/2if & < 1andl’y = 1 for & > 1. We note
that unlike the ISM intermediate estimate for the relatigisegime Equatior3.10has

no radial dependence.

3.3 Numerical Simulation

In order to estimate the correction factors we use a sphegtativistic Lagrangian
code based on the Godunov method with an exact Riemann sélebayashi et al.
1999). We do not account for MHD effects (purely hydrodynawolution), such
that the results are valid, providing the magnetisationastoo large i.e. the ratio
of magnetic to kinetic flux < 0.1 (Giannios et al. 2008; Mimica et al. 2009). We

consider an explosion energy af = 10°? ergs, wind densityd = 2 x 103! proton
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Figure 3.2:T;/Ty (top panel) andTy — 1) (bottom panel) as functions & or &. The
approximation presented by Equatié](0 (black dashed lines), and the numerical results are
shown as filled red points. For comparison we have included the ISM estithatel¢e dashed
line) and numerical results for the ISM case in open blue points (Harriskolgayashi 2013).
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cm™!, initial fireball sizeA = 6 x 10'2cm and a varying initial Lorentz fact@io <
', < 1000. This configuration allows a large coveragetinx I'; 2. We evaluate the

correction factors folRg = 1 and the results are valid as longas; 0.1.

Figure 3.2 shows the evolution of Lorentz factdi; and reverse shock temperature
(T4 — 1) at the peak time,, compared to the ISM case (blue; Harrison & Kobayashi
2013). All values here are averaged hydrodynamical questistimated by the light
curve and spectrum construction described in Harrison &agalshi (2013). We use
the peak in the reverse shock along with spectra constradtdtht time to estimate
the respective corrective factors as a functior¢pf{see Figure3.3). Although the
improved approximation accounting for the intermediaggme is a good estimate, as
found previously we require numerical fitting to accuratedgroduce the result of the
simulations. Using the functional forms for the correctigetors we find that”, =
Ni+£2with Ny ~ 0.1, Cp, = Ny €2 With Ny, ~ 4x 107 andC ' = Np+Mpé ™
with N ~ 1.4 and Mr ~ 1.4. Coupling theC; numerical fit with the equation for

deceleration time we can estimate the dimensionless péeafas a function of peak
time and GRB duratiog ~ 10Y/2,/t, /Ty, — 1 (@ssumingly, = Ag/c).

3.4 Magnetisation Estimate Framework

We present a simple framework for estimating the magneétisalegree for any GRB
with evidence of a reverse shock component. We considetltbamission can occur
with a GRB expanding into an ISM or wind environment. We will tiwmough the
procedure to estimate the magnetisation for a single pe#k laie time flattening
and two separated peaks (only for the ISM case). Having vasens of the reverse
and forward shock emission distinctly separated tempprsithe ideal detection for
accurately estimating magnetisation degree, althouglhmarer. As the magnetisation
estimate has a weak dependence on the GRB energy and deoelémé, an exact
distance is not required (although it is preferred). In tbkofving procedures it is
assumed that the GRB duratiofy{) isotropic equivalent energyff,,) and redshift

() are known.
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Figure 3.3: The correction factors as a functiorf ofop panel: The normalised peak tirag,

middle panel: The normalised typical frequency ratiq, and bottom panel: The normalised
peak flux ratioCr. The results of the numerical simulations are filled red points and for

comparison the ISM study results are in open blue points. The dashed ieehg result of
numerical fitting to the correction factors (black - wind medium and blue - |3ég the text

for the fit details.
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The peak (first data point if no peak is observed) of the revel®ck component is
taken as the deceleration timg)( For all GRBs we will not constrain the external
medium to ISM or wind type and calculate all parameters fahezase where possi-
ble. For consistency with the previous sections we will usedard notation of wind
parameters, however when specifying ISM results the pasxmell be subscripted
with ISM. It is possible to estimate the relativistic natwfethe reverse shock emis-
sion asérsy = 5Y2\/ta/Too — 1 for an ISM and¢ ~ 102 /t,/Ty, — 1 for a wind
medium. If the optical afterglow peaks before the end of tloerpt gamma-ray emis-
sion then we can only estimate an upper limitorc 1. It is immediately possible
to estimate the initial Lorentz factor for the ISM ca$g, 51 = (Cyrsalrsa/cty)®’®
with Cy rsp = 0.2 + 5;5?M andl;sy = (3Ei50/47rmpn102)1/3, orly = (C’tl/ctp)l/4
for the wind case. As we need to understand the temporal tewolof the afterglow to
estimate the magnetisation we will be performing two défegrpower law fits, using

the chi-squared minimisation technique to find the bestitresu

3.4.1 Single Peak

For wind models a single peak is always seen and we will firgsicker the most
common case were the passage of typical frequency is maskdt veverse shock
emission. This afterglow can also be reproduced using then®del under the same
assumption. We fit a simple broken power-law with two segmergasuring the decay
indicesa; andas, for the first and second component respectively. This givdsadow
limit on the decay indices as it does not account for the faadtthe data is a cumulative
flux of two components. Also if we consider the possibilitathhe passage of the
forward shock typical frequency across the optical bandisaident with the break
in the power law, the early emission could be entirely dont@daby reverse shock
component withy = o, as the forward shock componentis rising/flat prior to timset
dependent on ISM/wind assumption. The peak time and peakfeigimply obtained
from the data, with the flattening time and flux coming from tineak location in the

broken power law fit, meaning g, = F,/ Fyrear @NA R ppr = torear/ta-
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A second fit will assume that late time afterglow emissionusepy forward shock in
nature. From the visual location of the break in the aftemglfit is made to the data
at >10t,, taking this as pure forward shock emission with decay sgte This fit is
extrapolated back to the peak and subtracted from the da¢mve behind the steep
component. Fitting to this subtracted afterglow will yidihe reverse shock decay;.

If the forward shock peaks at the same time as the reverse shiscextrapolation
would be a true representation. However if the forward sheckeaker because of
the location of the typical frequency crossing time beingwvathe deceleration time,
then too much flux will have been subtracted and should be shallower giving a
steep limit. The peak time and flux of the reverse shock compbis given by the
subtracted afterglow and the flattening time and flux arerglwe the intersection of

the two components, such th&¥o.; = Fj, sub/ Facf.int ANA Ry 20f = toctint/ta-

The magnetisation estimate for the ISM model is given by,

o /(2a+1)
R3F4a 7 2
Rp.rsm = ( : éS<M>> (3.11)

3
C’F,ISM m,ISM

with the correction factor€'r rsar = (1.5+5&455) "t andCh, 15 = 5 X 1073+ &2,
determined numerically. For the wind case the magnetisaiggree is calculated using
Equations3.6, 3.8and flattening equivalent & .9to consider the slow and fast cooling
regimes. The wind correction factors are given in Sec8dh Using both fits to

estimate different magnetisation parameters yields thea®d range of the true value.

Consider the single peak emission is only described by thd miedium and the after-
glow appears as a three part broken power-law with a plateasepseparating a steep
and shallow decay. In this case, at the end of the plateaw phasypical frequency of
the forward shock crosses the observational band. As prithig the forward shock is
either flat or decaying, a simple broken power-law fit woultisudfice as there will be
significant forward shock contamination in the reverse khamission. Therefore for
this case we fit to the late time data as pure forward shockseonignd estimate the
decaya s (for p consistency compare reverse and forward shock predigtiéiiem

the peak to plateau phase the extrapolated forward shocs®miassuming & « t°
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and Fy, oc t~%/4 profile (for slow and fast cooling regime respectively) anttsact

from the data. This will leave a reverse shock componenthHferstow and fast cool-
ing regime, which can be fitted to obtai, ,. anda,, r.. .55 can then be used in
conjunction with Equatior8.5 and«, . With Equations3.7 and3.9 to calculate the

magnetisation degree of the outflow.

3.4.2 Two Peaks

As the forward and reverse shock peaks are separated it3bfg constraink, and
Rp using the temporal location and flux at these locations. Teefit is the simplest
in that a broken power law is directly fitted to the data witfehcomponents: (1) first
peak decayy; (2) transition to second peak < 0 (3) and the second peak decay.
This will give a shallow limit on the true temporal evolutias the real afterglow is a
cumulative flux of two components. The aim of the second fi isttempt to calculate
the individual reverse shock component decay. By fitting écttansition to the second
peak (), itis possible to extrapolate this evolution backfand subtract the expected
forward shock emission from the data, giving the decay iraféike reverse shoak,.,.

If their is no discernible minimum between the peaks an apsiomthat the forward

shock has rise, = 0.5 prior to the second peak will be made to estimate

The magnetisation parameter in the ISM case can be estimateg Equatior8.12

(Equation 5 in Harrison & Kobayashi 2013).

_ 2/(2a+1)

REL0Tsh

RB,ISM = <C3 02(a71)R3(a71) (312)
FISM>~m,ISM*"t

With Crrsar = (1.5 + 5&,4:3) 7" andCy, rsar = 5 x 1073 + &3, are both numerical
correction factors. The detection of two distinct peaksigjue in the ability to easily

distinguish wind vs ISM as it is only expected under the ISMielo
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3.4.3 o Parameter

In order to understand whether the degree of magnetisatisignificant enough to af-
fect the jet dynamics (and whether our non MHD estimates@msistent) we evaluate
theo parameter (ratio of magnetic to kinetic energy). For thigpse we need the for-
ward shock microphysical parametgy ;. However due to degeneracies in afterglow
modelling betweer., n; andep ; (Kobayashi & Zhang 2003) it is difficult to con-
strain without having spectral evolution, e.g. optical aadio data. With an estimate
of ep ; itis possible to constrain ~ (I'y—1)ep s Rp/T4. If €5 s cannot be constrained
it can be assumed to lie within typically observed values0f = 10~" — 1072 for
ISM events (Panaitescu & Kumar 2002) ang; = 10~ — 10~? for wind type events
(Santana et al. 2013).

3.5 GRB Sample

Only a handful of GRBs have early optical afterglow detectidrexe we apply the
framework set above to a sample of 10 GRBs: GRB 990123 (Akerlaf.etl999;
Kulkarni et al. 1999), GRB 021004 (Pandet et al. 2003; Berdial.e2003), GRB
021211 (Fox et al. 2003), GRB060111B (Klotz et al. 2006; Sdrattal. 2009), GRB
061126 (Gomboc et al. 2008), GRB 080319B (Racusin et al. 2@RER 081007 (Jin
etal. 2013), GRB 090102 (Gendre et al. 2010), GRB 090424 (3in 2013) and GRB
091024 (Virgili et al. 2013). Only GRB 091024 has a definite lnleypeak structure
with GRB 021004 having a two peak structure inferred fronrditere (Kobayashi &
Zhang 2003). We will discuss these cases in more detail letdiable3.1we present
the redshift, isotropic equivalent energy and duratioreeheGRB along with the result
of fitting a broken power lawd(; andas) and fit after subtraction of late time forward
shock componento(, anday;). Generallya, ~ oy, with differences arising due to
reverse shock contamination in the fit@f. For the purpose of this study we assume
that the wind normalisationl has a typical value ofn,A ~ 5 x 10*g em ™2 for all

GRBs in the sample. As the initial Lorentz facioy o« A~/* depends weakly orl
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for a given peak time,, as does the magnetisation and our estimates are not dffecte
by this assumption.

Table 3.1: GRB Fits

GRB z E’y,iso,52 Tyo Qs Qfs 01 (Qg/3

021004* 2.33 5.6 100 1.3(1.00 13 04 1.3

091024 1.09 42 90 2.2 1.3 13 1.0

990123 1.6 140 60 2.8 1.2 22 12

021211 1.004 1 5 2.2 1.0 18 1.2

060111B 2 5.8 60 3.7 1.2 21 1.2

061126 1.16 7.4 19 1.7 09 16 09

080319B 0.937 13 57 3.2 1.3 21 13

081007 0.53 0.15 8 1.9 0.6 1.3 0.6

090102 15 57.5 27 1.9 10 16 1.1

090424  0.54 4.3 48 2.2 0.8 1.3 0.8
Here we present the parameters for each GRB we consider and tliteofethie two fitting
routines run on the optical afterglow; andas correspond to the reverse and forward shock
decay based on a power-law fit angl, anda, using the late time forward shock subtraction
technique. *For the two component fit we have assumed at the break ¢hfatrttard shock
emission evolves as the slow cooling wind case, with bracketed value famass a rising
ISM component.

3.5.1 Results

In Figures3.4, 3.5 and 3.6 we show the optical light curves (r or R band) for each
event in our sample along with resultant fit for the broken @olaw (dashed line) and
subtracted forward shock component (solid line). We showainle 3.2 the ranges for
the two fitsRp 2.y — Rp s With Rp 5. from to the subtracted forward shock emission
fit and R 4, for the simple broken power-law fit. In Tab&3 are the magnetisation
and Lorentz factor estimates assuming that the externaltgesa ISM. To distinguish
between whether the emission is arising due to an exterivibiSa wind medium, we
use the expecteglvalue to exclude models using the assumption that it must liee
range2 < p < 3 and that both forward and reverse components should giv@stent
values. For the wind medium we have three possible scerfaridise emission: slow

cooling, fast cooling high frequenay> v, and fast cooling low frequenay < v,,,.

After t; the forward shock decay is independentadnd can be used to estimate



Table 3.2: Wind Magnetisation Estimates

GRB f F() RB,SC RBJC(I/ > Vm) RBJC(I/ < Vm) g
021004 6.8 >22 - - - -
990123 1 150 91-20 80-5x 103 115130 9<107%-0.004
021211 13 >20 353 2.5-0 190-275 8107°-0.03

060111B 1 80 25 5x103%-0.3 5-24 9% 1079-16
061126 1.9 >60 0.1-2<10? 0-2x107 13-2x10° 2x1079-5x10*

080319B 1 >130 1.2x103-94 4.3x103-30 73-30 x10-7-25
081007 12.8 18 4-0.2 0.002-0 108-840 219712-0.1
090102 25 >84 2.5-0.5 0.002-0 110-660 x30711-1
090424 3.1 >30 20-1 3-0 76-6.4<103 1x1078-8

Result of the wind magnetisation fits for different scenarios with magnetishtiits as R >.; — Rp . Upper and lower limits ot ; are taken as
10~% — 1073 (Santana et al. 2013) and used to estimate upper and lower limitsegnept where refined values are known: GRB 990123 (Panaitesc
& Kumar 2002), GRB 021004 (Kobayashi & Zhang 2003) and GRB Q80@andety et al. 2009). For completeness we use the smallest and large
possibleR p across all scenarios in theestimate. In bold are the favoured estimates based on the afterglow modelling.

gldwes gyo ‘g'c

2S

89
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p = 4ay/3 + 1 for the ISM model, withp = (4a; + 2)/3 for the slow cooling wind
model and) = (4a + 1)/3 for fast cooling case, assuming always that at late times
v > vy, ¢. FOr the reverse shock compongnt (4a — 1)/3 for the ISM model, while

p = 4a/5 in the slow cooling wind model. When considering the fast wpivind
model it is only possible to estimage= 2o —4 whenv > v, ,. as in the low frequency
regime the decay index is constant= 5/2. When quoting ranges in predictgdor
specific models we will state the range as reverse shock teafdrshock estimate

(» = prs — Dys) If the difference is significanf\p > 0.1. We will first present the

fit result associated with the two-component cases (GRB 02add GRB 091024)
followed by the typically observed single peak afterglowthva flattening following

a steep decay phase.

Table 3.3: ISM Magnetisation Estimate

GRB § Lo RB,ch RB,bpl g
021004* 4.8 >75 (35) - 3x107%-0.004
091024 4.6 87 380 0.005 2«107°%-0.15
990123 1 470 1.910* 4100 1x10*-0.6
021211 9.2 >94 6900 260 3x1077-0.8
060111B 1 >400 2.%10° 880 3x107°-850
061126 1.3 >320 7 170 1.6x1077-0.4
080319B 1 >386 1.810° 9000 3x10~%-1000
081007 9 76 475 4 5x1079-0.05
090102 1.8 >310 440 60 1x1075-0.74
090424 2.19 >129 2200 30 4x107"-3
Same as Tabl8.2assuming an ISM model, with a marginally higher rangegry = 1077 —
10~2 (Panaitescu & Kumar 2000; Santana et al. 2013)estimate is based on the afterglow
ISM fit from Kobayashi & Zhang (2003).

GRB 021004

This case presented difficulty a in fitting forward-reverbeck components to the
afterglow as the reverse shock emission was always tocoshallobayashi & Zhang

(2003) fit the afterglow with a two component model assumirag the forward shock
peaks at,,, ~ 5 x 10®seconds with prior emission rising &5 « t'/2. This case does

reproduce the afterglow reasonably although it overeséisihe forward shock region
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which is rectified by considering a more rounded spectrgbsti@ranot et al. 1999).
Our broken power law fit yields decay indices that cannot j@agmed by either an
ISM or wind reverse shock emission asg is too shallow. Considering a subtraction
model and removing late time emission assuming a peak arinenafterglow break,
we geta,, ~ 1 anda,, ~ 1.3 for ISM and slow cooling wind model assumptions
respectively (see Figuré4). Both of these fits are too shallow to be well explained
by the reverse shock model, giving magnetisation estimatgsl. We can, however,
estimate magnetisation for the ISM case by applying the inibpden Kobayashi &
Zhang (2003),Rp ~ 35 with Ty ~ 25 implying a magnetised outflow. The result of
this burst will not be included in our sample analysis duéh®unconfirmed presence
of a reverse shock, although radio detection supports sevanock emission in the
slow cooling regime from an ISM density (Kobayashi & Zhand32p The radio
detections allow calculation of the microphysical paranegt ; ~ 3 x 1072, with the
above magnetisation estimate implying~ 2 x 1073, The magnetic field would not
be strong enough to change the dynamics of the reverse shioktkien. It has been
proposed that this event could be described by the energgtion model (Bjrnsson
et al 2004; de Ugarte Postigo et al 2005), which could acctmurthe poor afterglow

fit with a two component model.

GRB 091024

GRB 091024 is the only GRB observed with two distinct peaksciioffers simple
distinction as ISM type due to the rise of the forward shockssian. It also allows
good constraints to be placed on the magnetisation and iemidstected prior to the
reverse shock peak, which means the Lorentz factor is wetletk: As two separated
peaks are observed, this event can be immediately clasagiedthe ISM regime and

considering the subtracted fit we get 2.6 — 2.8 with a magnetisation oRg ~ 380.
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Figure 3.4: Examples of various fitting routines as applied to GRB 091024¢ma)y GRB
021004 (blue), GRB 990123 (red). The solid lines show the result ofitbecomponent fit
after with forward shock subtraction of the extrapolated late time forwawdksemission. The
dashed line represents a simple broken power law fit. The afterglowsoaralised to the
peak flux and offset for plotting purposes. For GRB 021004 the orifjithe@emission (ISM
or WIND) so we assume two cases with the emission rising and being flat ptioe forward
shock break.
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GRB 990123

The peak time, is well constrained as the afterglow had a single detectimn fo the
peak, with the Lorentz factor estimate for the wind mediunm@@ factor~ 3 smaller
than the ISM estimate. This GRB is the classical reverse sfaptical flash) example
with a well sampled early time steep decay. Fitting a simptdén power law gives a
decay corresponding to an ISM medium wjth- 2.6, andp = 1.8 — 1.9 for the slow
cooling wind regime. The fast cooling regime is not applleals the model predicts
a > 2.5. The broken power law fit corresponds to the scenario wittidheard shock
peak lying close to the flattening location and gives magaétin estimates which are
acceptable and considerably smaller in the wind case. Byidenmsg the fit to the
forward-shock-subtracted light curve the reverse shockpmment becomes steeper,
favouring the wind model ag ~ 2.2 — 2.6 for the slow cooling wind model and
p ~ 3.4 — 1.8 for the ISM model, ruling the latter out. The fast coolinglhigequency
model is ruled out as this estimatgs- 1.6, however the decay rate is consistent with
the low frequency regime. For the subtracted afterglow fitweelld expect the wind
model of slow cooling and fast cooling (low frequency) to bbasistent with observed
decay rates. The wind model offers significantly smaller netigation degrees, how-
ever the reverse shock could not be suppressed by high neafiwet as-z ; ~ 107°

is low (Panaitescu & Kumar 2004) amd<0.1. This event could be explained by the
forward shock peaking close to the flattening with slow aoglwind or ISM mod-
els. Alternatively ift,, ~ t,4 then either the slow or fast (low frequency) cooling wind

models could apply.

GRB 021211

The very late peak nature of this event provides a below geelawver limit on the
initial Lorentz factor with the wind model prediction indittng a rlow Lorentz factor
outflow I’y ,ina > 20. The two component fit impliesga= 1.8 —2 for the slow cooling
wind model ang being much smaller for the broken power law fit. However thd IS

model is well explained by both regimesjas- 2 — 2.7 for the broken power law fit
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andp ~ 2.6 — 2.4 for the subtracted forward shock fit. The two component fit ISM
model and slow cooling wind model appear as best fits for thénewith the later

having a magnetisation estimate 2 orders of magnitude small

GRB 060111B

For this event both reverse shock fits give steep estimatélseodecay rate. For the
broken power law fit the decay indices indicgte- 2.5 for the ISM model angp ~
1.7 — 2.2 for the slow cooling wind model, and; is too shallow to accommodate
the fast cooling regime. For the two component fit the stee¢preaules out the ISM
model ¢ = 4.6 — 2.6), the slow cooling wind model giveg ~ 3.0 — 2.3 and the
high frequency fast cooling cage~ 3.4 — 1.9, with «, being too steep for the low
frequency case. This indicates that the forward shock pedikely to be closer to
the break in the afterglow (broken-power law fit giving bestiraate), meaning we
consider the magnetisation estimateggf = 880 and4 for the ISM and slow cooling

wind models respectively.

GRB 061126

Both fitting routines return a shallow reverse shock compbmérich rules out the
wind model asp < 1.4. There is very little difference in the temporal fit of each
technique with ISM magnetisation difference arising in éstimates ofR, and Ry
(see Figureé.5, red lines). The temporal evolution indicates that 1.8 — 2.2 with a

magnetisation in the rangez ~ 7 — 170 for an ISM type circumburst density.

GRB 080319B

The broken power law fit implies that ~ 2.3 — 2.7 for an ISM density profile and
p ~ 1.7 — 2.4 for a wind medium in the slow cooling regime. The decay is too
shallow to accommodate the fast cooling regime. This fitd@asohe ISM model which

predicts a high magnetisation degreefyf ~ 9000. However when considering the
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Figure 3.5: Same as FiguBed except for GRB 021211 (magenta), GRB 060111B (blue), GRB
061126 (red) and GRB 080319B (black).
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two component fit we see the wind model is favoured due to tepstr reverse shock
component. The slow cooling wind medium requifes- 2.6 — 2.4 and for the fast

cooling regime we require the high frequency regime and2.1. The reverse shock
emission decay is too steep for the low frequency case. Thmetisation should be

high although poorly constrained.

GRB 081007

Similar to GRB 061126, both fits give a decay that is too shatmie associated with
a wind type mediumg < 1.6). For the broken power law fji ~ 1.4 — 1.8 and for
the two component fip ~ 2.2 — 1.9 with the ISM model. This indicates that the
forward shock peak is likely close to the reverse shock peaktlae magnetisation is
Rp ~ 475.

GRB 090102

GRB 090102 was the first GRB to have a large optical polarisateiaction (Steele

et al. 2009) indicating a magnetised outflow, as the emiss@s associated with an
early reverse shock component. For both fits the revers&stemay indicates that for
any wind modelp < 1.6, ruling out these magnetisation estimates. Considering an
ISM model,p ~ 2.2 — 2.4 for the two component fit angl ~ 1.75 — 2.4 for the broken
power law fit. Suggesting that the two component fit gives tast lapproximation,

with the forward and reverse shock peakingstnd a magnetisation dtgz ~ 440.

GRB 090424

The decay indices for the broken power law fit are too shaltohet explained well by
either ISM or wind models ag < 1.4. This indicates that the forward shock is likely
to peak at a similar time to the reverse shock component,ngakie two-component
fit more realistic. With the two-component fit the ISM modetgictingp ~ 2.6 — 2.1

and the slow cooling wind model givgs~ 1.8. The fast cooling regime decays too
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Figure 3.6: Same as FiguB4 except for GRB 081007 (magenta), GRB 090102 (blue) and
GRB 090424 (red).
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quickly to explain this case.

3.6 Discussion and Conclusions

We have derived an improved method to estimate the GRB firetmdhetisation in a
wind type medium«#; = AR2). By using ratios of observed afterglow properties,
the weaky constrained microphysical parameters camacendp) allowing accurate
estimates of the magnetisation degree. Combining thistrethl that of Harrison &
Kobayashi (2013) have allowed us to calculate the expected and ISM magnetisa-
tion degrees for a sample of 10 GRBs that exhibit an early stee@yjhase indicative
of reverse shock emission. In Tableé® and3.3we show the wind and ISM magneti-
sation fits for different scenarios and in bold face highligite favoured values based
on the optical data. Although the ISM model produces actdptis for all cases, 5
of the 10 can be explained by a wind medium, which offers munblker magneti-
sations. As:p s is poorly constrained from optical observations alone @Rascu &
Kumar 2000; Santana et al. 2013), it is difficult to tightlynstrain thes parame-
ter. Considering the ISM case, GRB 021004 and GRB 061126 ardadwestred for
a purely baryonic outflow inferred from magnetisation estiés as even with a large
range inep ;, we still haves < 0.1. If GRB 990123, GRB 021211, GRB 060111B
and GRB 090424 are best described by the wind model (aftergéowbe fitted with
both cases), then these can also be constrained as pungbnlegets from their small

magnetisation estimates.

It is immediately apparent from the result of fitting to the GB&a, that the Lorentz
factor and magnetisation estimates are intrinsically Enmalhen considering the wind
model over the ISM case. The main difference in magnetisatigses from the evo-
lution of the forward shock flux. In the wind regime the maxirfaaward shock flux
(£, maz,r) decays with time as /2, meaning at later times we expect a stronger re-
verse shock component relative to the forward shock wherpeoed with the ISM
model (ast), ..., s IS constant) requiring a smaller magnetisation. A secofidrdince

comes in the determination gffrom «, and using the wind estimate always yields a
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lower p for fixed a.. The correctional factors are generally equivalent fortthe cases
i.e. for¢ ~ 1 (CF is slightly smaller) the additionak; dependence coupled with the
lower p are causing the drastically smallBg for the wind model. In the fast cooling

case there are added complications as the spectral depenc®mnges.

Within our sample 4 of the 10 GRBs (091024, 061126, 090102 at6@®AB seem to
be well explained by the ISM model. The other cases cannotireetly ruled out
and depend on the assumptiosn going into the data fitting ergvard shock peak
location). We conclude that the fraction of events clagsifise wind interacting can
be < 5 of the 10 of our sample. This division is consistent with studies oheal
GRB afterglows with the relative fraction of wind type evebting > 7/16 GRBs
(Zeh et al. 2006), although studies such as Panaitescu & K(2083) indicate that

a homogeneous medium better explains most GRB events. Atrstely by Yi et

al. (2013) considered the case of a general external mediafilepthat the outflow
propagates inte; = (R/Ry)~*. From a sample of 19 GRBs they imply that these have
a typical density profile index of ~ 1, and conclude that this indicates a potential
new mass loss evolution for the progenitor star. This rasudtlso consistent with
the study by Liang et al. (2013) and detailed modelling bydrais et al. (2013).
The forward shock evolution always goesias x t~%/2, independent of the external
profile such that differences arise from the maximal flux efftirward shock evolution
Emaz.s o< t7*24=F) and dependence gf on a. Given that we considet = 0
and?2 cases, this potential new mode would intuitively have mégaton estimates
located between cases considered here, which would sgilyismmagnetised outflow

(RB > 1)

For GRB 091024 we derive a slightly higher magnetisation canegb to Virgili et al.
(2013), as they use information from the rising index of tixerse shock emission to
better constrairg, giving a lower value than that inferred frotp and 7Ty, alone and
a smaller leads to a lowerRp estimate. GRB 990123 was difficult to distinguish
between the ISM and wind case based on the optical afterglomeahowever this
was also a unique case with radio emission which can platiesiuconstraints on the

GRB jet parameters (Kulkarni et al. 1999). By including theiosaabservations the
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wind model is ruled out as in this casge < v which would cause the reverse shock
predictions to fail (Nakar & Piran 2005). However, Panaite& Kumar (2004) argue
that the wind model matches the data reasonably well, eXoepte expected wind
density requiredd being smaller than the progenitor expected values by arfadto
10. GRB 021211 was originally classified as an ISM type burst asptiesence of a
long-lived reverse shock argued against the wind modelussea should be below
the optical band causing the reverse shock emission to dpgeler (Fox et al. 2003).
However additional multi-colour observations indicate thossibility that the event
could be well described also by the wind model (Nysewandat.e2006). Based on
optical fitting alone it is not possible to distinguish beemehe two cases. As the wind
regime predictd’y > 20 with a value ofl’y ~ 35 if t; = Ty, being small compared to
typical GRBs and the modelling seems to favour the ISM suchRfat- 260 — 6900.
The large range in allowed decay indices for the reversekshomponent in GRB
060111B makes constraining the nature of the circumburdiunedifficult, although
the outflow likely has a large magnetisation. GRB 061126 hadgetisation degree
estimated agz ~ 50 (Gomboc et al. 2008) which lies in the range of values expkcte
from our fitting routine Rz ~ 7 — 170) with the expected initial Lorentz factor being
greaterl’y > 320. For GRB 080319B, even with multi-wavelength observatiohs, t
nature of the surrounding medium could not be constrainegitteer wind or ISM
density (Pandey et al. 2009). Both magnetisation estimatisadte that the outflow
should be highly magnetised. Pandey et al. (2009) constgain< 3 x 102, and
taking the highest limit inR; < 1.8 x 10° indicatess < 170. Given that bothe ¢

is an upper limit andRz could be as small a30, 0 < 0.1 is likely satisfied and
the jet would be baryonic in nature. In the case of GRB 081044 Jikely scenario
is the expansion into an ISM density with a forward shock paaé similar time to
the reverse shock. This gives a large magnetisatioRpf 475, much greater than
the value predicted by Jin et al. (2013) 8f; ~ 10, indicating a highly magnetised
outflow. Finally for the GRB 090424 afterglow fitting indicatéhat the GRB has a
forward shock peak close to the reverse shock peak in an ISMraf type medium.
The ISM model is slightly favoured due to the smaller valug cbmpared to the wind

model. For the ISM case we expect a very highly magnetisefiooutR; ~ 2200,
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greater than that found by Jin et al. (2013) who obtaiRed~ 10. It is possible to

obtain a lower magnetisation by considering the wind casle i ~ 31.

Due to the unknown nature of the emission, some cases haviy poastrained mag-
netisation degrees meaning there is difficulty in undeditajmthe dynamics. With
radio detections available for a few of cases (GRB 9901230@9,1080319B), the
estimate ok ; for the whole sample is difficult due to degeneracy in the bByoizon
parameter estimation in the optical regime (Sari et al. 19G&bayashi & Zhang
2003). This means that only limits can be placedramsing typical ranges iag ; ~
1078 — 1072 (Panaitescu & Kumar 2002; Santana et al. 2013), which ardficent
to constrain any of our sample in the definitive high> 0.1 regime, which would
imply a Poynting flux dominated flow. This result is poteryiaue to the fact that we
require reverse shock emission to measure the magnetisatobthe fact we observe
the reverse shock implies the magnetic field is insufficierguench this component,

biasing our sample.

As a consequence of the magnetisation estimate we find foséimple that the initial
Lorentz factors span a rangelof ~ 75 — 500 for an ISM model and’y ~ 20 — 150
for a wind type medium. However, we note that the consthparameter used means
thatI'y for the wind medium could change by a factorl.8 if A changes by an order

of magnitude frond x 10'g em 3.

Here we have assumed the evolution of a simple impulsivediraxplosion. One
may also consider the scenario with a central engine thaiclees material with a
range of velocities such that as the quicker material ihitdecelerates, and the shell

is ‘refreshed’ as slower moving material provides addaicenergy (Rees & Mszaros
1998; Kumar & Piran 2000; Sari & Eszaros 2000; Zhang & Mszaros 2001). This
would cause the temporal decay of the afterglow to be shallawthe reverse and for-
ward shock components and could apply to the cases of GRB @9022004, 061126,
081007 and 090424. Equati@m2 would remain unchanged when considering the en-
ergy injection scenario, as it would only influence post teegion dynamics, assum-
ing the model of Sari & Mszaros (2000). The post-deceleration temporal decay could

have several breaks associated with the energy injectidohsng off along with the
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usual transitions considered in this chapter. Therefar@itiusion of energy injection
would affect the assumption in post deceleration speaticitemporal evolution of the

forward and reverse shock components that go into the miagtieh estimate.



Chapter 4

Very Early Afterglow Dependence on
the GRB Outflow Profile

4.1 Introduction

GRB optical afterglows have been modelled by fading emis¢gng. Kann et al.
2008). However, recently observations have been takey eadugh to discuss the
rising portion of the afterglow. Recent studies have stattedenerate samples of
GRB afterglows detected before they peak (onset of aftelgkaNowing extra insights
into the operation of the GRB central engine. At early times aptical component
can contain emission comparable to the gamma-ray comp{vienstrand et al. 2005)
as well as standard afterglow features (Akerlof et al. 199%naitescu & Vestrand
(2008) uncovered two classes of early afterglow for everttklvshow the onset of
afterglow. These are fast rising with an early peaking gftev and slow rising with
a late peak. Melandri et al. (2010) investigated the deattar timet, for a sample
of 19 GRBs. They find that GRBs with, ~ Ty (Ty is the gamma-ray duration of
the event), have steeper rising indices compared to GRBs Witlha,, / T, (thin shell
case). Standard theory predicts that the forward (reversmk emission should have
a steep rise in the thin shell regime and shallow rise in tiek tshell regime prior to
the fireball deceleration (Kobayashi 2000). Nakar & Pira®0@ show that a second

82
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order polynomial fits well the evolution of the reverse shosing index between these
two regimes, implying a smooth evolution. The standard mhéleerefore predicts a
positive correlation between the rising index apdly,. A positive correlation was
not seen by Melandri et al. (2010), however there was an atidic of a negative

corralation.

These predictions are based on the standard assumptia@riB outflow has homo-
geneous density and velocity profiles. As deceleration rscafier the coasting phase,
the outflow is cold and the pressure profile is irrelevant endfterglow evolution al-
though is expected to follow the density profile. Let us cdasithe internal shock
scenario with gamma-ray emission originating from cadins of shells. In this case
the velocity profile could be roughly homogeneous at latesinvhen the reverse and
forward shocks form. However, the density profile would bleoimogeneous due to
the shell collisions causing variations in the afterglovakidr & Piran 2005; Maxham
& Zhang 2009; Vlasis et al. 2011; Harrison et al. in prep),isas flaring. In this
chapter, we will consider the effect of non-uniform shelhsligy profiles on the after-
glow evolution prior to deceleration (compared to recemdiss which investigate post

deceleration effects e.g. Vlasis et al. 2011).

In Section4.2 we will set up a model to predict the pre-deceleration evotubf the

relativistic outflow as a function on the initial conditiofenergy, shell width and ve-
locity, which define the relativistic nature of the GRB) and temsity profile of the
shell. In Sectiort.3we describe the numerical simulations used to test our nauel

present the results in Sectid. Finally we discuss this result in Sectidrbt.

4.2 Shock Evolution

GRB afterglows can be well explained by the deceleration efativistic outflow (e.g.
Piran 2004; Zhang & Mszaros 2004) with the formation of shocks dissipating interna
energy through synchrotron radiation. The key focus foransénding GRBs comes

from the nature of their generated relativistic outflow. i standard model, the out-
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flow is assumed to be baryonic in nature (see also Komissaady 2009 for Poynting
flux dominated models). Initially, multiple hot fireballsr(a highly irregular fireball)
expand into a homogeneous interstellar medium (ISM). Tistegy goes through a
phase of acceleration creating highly relativistic shélihen the shell’s internal en-
ergy is consumed, the system transforms to coasting sheltsad width A, which
reflects the central engine operation time (Kobayashi e1899). During this phase
inhomogeneities in the velocity profile of the shells caugernal shocks, generating
the observed prompt emission (Rees & Meszaros 1994; Kobiegtealh 1997; Daigne
& Mochkovitvh 1998). After the internal shock phase the wélpirregularities are
levelled off, with the density irregularities expected &onain. However, for the stan-
dard model it is assumed that the shell is hydrodynamicalipdgeneous after this
phase. At later times when a significant fraction of the out#mergy is transferred to
the ISM, the outflow decelerates. Two shocks are formed: adia shock that prop-
agates into the ISM and a reverse shock that propagateshatehell. The forward
shock is always ultra-relativistic (Sari & Piran 1995) haeethe reverse shock nature
can be defined by the dimensionless paramgter (l/A)l/QF(}‘l/?’. There are two
extremes witht, << 1 being in the thick shell regime argg >> 1 in the thin shell
regime. This occurs @k, ~ l/I“(Q)/3 for the thin shell regime an®&, ~ [*/*A/* for

the thick shell case.

For homogeneous shells the rising index of the GRB afterglepedds org,, and ist’
and¢? for reverse and forward shock respectively in the thin steglime and®® and
%% in the thick shell regime (Kobayashi 2000; Nakar & Piran 20@4ere we give the
rising index of the afterglow peak by assuming that the owtfias a density gradient.
This model is primarily in terms of reverse shock evolutialthough we will discuss

how the result can also be easily applied to model forwardlskmission.

4.2.1 Density Profile

We consider a simple deviation from the standard assumptidhe outflow profile, to

investigate its influence on the afterglow evolution. Weuass that the density profile



4.2. Shock Evolution 85

has a gradient, and we discuss how this gradient affectssiing index of the reverse
and forward shock emission, with velocity and pressurerassiio be uniform in the
outflow. We will first consider that the inner part of the outflbas a higher density
than the outer (leading) edge, such that the reverse shackieters a higher density
profile (inner high density case: IH) compared to the stashth@mogeneous outflow
model. We will then consider the opposite case, with the ithledscreasing from outer
to the inner region (outer high density case: OH). Since vieseGRBs are typically
in the intermediate regime, shell spreading is not rele(@ati & Piran 1995) and the

outflow is assumed to have a constant width prior to decéberat

Inner High Density Case

Here the density of the shell at the inner edgg)(is higher than that at the outer
(leading) edgeq,), IH case. We consider the following density distribution,

pr=pn (g+1>n (n>0). 4.1)

r is the distance from the contact discontinuity and runs ffota A ~ Ty, 6 is a
normalisation factor that controls the density ratio betwthe inner and outer edges of
the outflow pa /po) andpy = kE /(47 R*T2Ac?) is the overall density normalisation.
By assuming that the inner & A) and outer{ = 0) edges of the outflow have initial
densities f» andp, respectively) with a fixed ratio we arrive &t= A[(pa/po)*/™ —
1]71. The coefficients is chosen such that the outflow has a total mas& df%c?
(equivalent to the total mass for a homogeneous shell) saad(n + 1)(A/0)[(1 +
A/6)" —1]71. We use the standard notation to describe the shocked askaaked
regions: (1) un-shocked ISM, (2) forward shocked ISM, (3erese shocked shell and
(4) un-shocked shell. Using the outflow density profile it @ésgible to estimate the
Lorentz factor of the shocked region for a given raditiand a reverse shock location

r.

24zt r -n [ R\’
= e 2 (5+1) (R_A) (4.2)
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We have assumed that the outflow is cold i.e. the internabbgriemegligible and the
initial Lorentz factor is constant through the outfldw, andz = T'/T, is the ratio

of the Lorentz factor at a given radiud We also operate under the assumption the
shell has a mildly (intermediate case)-relativistic regeshock evolution, such that
A and thereforg are constant with radius. Since the location of a reverseksho

is a function of R, the solution of Equatiod.2 givesx as a function ofR for given

parameterst, A, 'y, pa/po andn.

Outer High Density Case

By considering that the outer edge of the shell has higherntyehsat the inner bound-
ary po > pa, then the reverse shock encounters an ever-decreasinigyd€ns case).
This can be achieved by replacingn Equations4.1and4.2with (A — r), nis still a
positive constant. In the following calculations we willnsader the IH casep, > po),

with a full description of the OH scenario in appendix

4.2.2 Afterglow Analytic Estimate (n = 1)

In order to calculate the afterglow light curve before theederation time( < ¢, =
A/c), we need the location of the reverse shock as a function of the shock radius
The time it takes for the reverse shock to cross a distdnae the shell material can

be given in the following form

1/2
dR ~ ul, (%) dr (4.3)
1

(Sari & Piran 1995; Kobayashi 200@)is an order of unity constant? is the radius
of the shell and since the motion of the shell is highly relatic, we can regard?/c

as time in the lab frame. Here we consider the case whetel for simplicity. By
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integrating Equatiod.2.2we obtain,

2/3
R2 [ 27TA \Y?

This can then be used in conjunction with Equat@ to get the shocked region
Lorentz factor as a function of radiug By integrating Equatiod.2.2betweer) and

A we obtain the shock crossing radils .

16K13A2\ /4
Ry — (_QW ) (4.5)

This represents the radius that we will consider the aftergieaking at (also known
as the onset of afterglow), and by calculating the afterglpwo this point, gives the
rising index. Evolution after this point will be in accordanto standard deceleration

models (e.g. Kobayashi 2000) and is not considered here.

The shock jump conditions provide the pressure and demsttye reverse shock shell
aspz ~ py(4T + 3), andps ~ p3(I" — 1)c? (Blandford & McKee 1976). The spectral
characteristics of the reverse shock synchrotron emiss®given by using the hydro-
dynamical quantities as,,, o ['py*p52 andF, ymee.» o Ipy/ *N., (Sari et al. 1998).
The number of electrons in the shocked regiomVis, = (Ex)/(T3A)(r + r?/26).

We assume that the typical frequency is below the obsenaitivequency such that
E,. = (Vobs/Vimy) " P"Y/2E, 00 . TO cOnvert the emission from lab frame to observer
frame we integratét,,, ~ dR/2cI'? with the assumption that all photons in the shell
are emitted at the contact discontinuity (leading edge)is Tilamework provides a
semi-analytical model giving how the reverse shock emissioould depend on the

initial conditions¢ and the density profile of the ejecta &ndJ) prior to deceleration.

If we consider forward shock emission then= I" with p, ~ 4p,I" andp, ~ p.I'c%.
The synchrotron dependency is the samg (o Tp3/*p; % andF), mas. s o Tpy/*Ne 5),
however the number of electrons in the forward shock regiaives asN. ; « R?
With F, i = (Vops/Vm.f) " P"V/2F, .40 ¢ for our preferred frequency range,( <

Vops < V¢).



4.2. Shock Evolution 88

The coefficientu in Equation4.2.2 actually weakly depends on the strength of the
reverse shock. It varies between the relativistic and Neiatoreverse shock limits,
p=1/2 and\/m respectively (Sari & Piran 1995). It can be easily shown thigt
coefficient at the deceleration radius varies smoothly ametion of¢ between these
two limits with i ~ 0.7 for £ ~ 1. The coefficient depends on radius also because
in the thick shell or intermediate regime the reverse shathves from Newtonian

in coasting phasd (= I'y) to relativistic (or intermediate) by deceleratidn £ I'y).

At smaller radii R << Ra) the reverse shock is always Newtonian such fhat
v/9/14. As radius increases towards the deceleration radiuseifritial conditions
are in the thin shell regime will not change much, however when in the thick shell
regime, by the deceleration radipswill evolve smoothly from~ /9/14 to ~ 1/2.
For simplicity, we have assumed= 0.7 in Equation as we consider the intermediate
case GRBs{ ~ 1). The detection of a rising index is expected to occur jusirgo

the peak time optically, such thatis not expected to vary much with a small change

in radius making our assumption pf= 0.7 reasonable.

4.2.3 Limiting Case

Let us return to Equatiof.1and consider the limitwhere. /po >> 1andA/§ >> 1,
meaning that the density equation simplifiegpto= py(r/A)" with Kk = 1 + n. In
Equation4.2 (r/§ + 1)~™ is replaced with(r/A)~™ and the location of the reverse

shock is given by

(4.6)

n 2R [3a6m\ /2]
2 7( RI3 ) '

The afterglow evolution now becomes dependent:omlone. For simple compari-
son, consider the thick and thin shell limits with the reeesbock typical frequency
below the observational frequency in the slow cooling reginPrior to decelera-
tion the shocked region Lorentz factor for the reverse shygmés asl’ o« R° for
the thin shell estimate anst ,0}/4 in the thick shell case. Following this we derive
Qs ~ 3P —3/2 + 53((7:;?) for the thin shell reverse shock ang, ~ 5n/4 + 1/2
for the thick shell limit. Fom = 0 — 4 the rising index lies in the range ~ —1 to
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6. Considering our model and assumifig~ 1, then for the IH density regime with
n < 5givesl.3 < apise < 4and0.7 < oy, ps < 5 allowing for steep forward and
reverse shock emission also. However, when consideringvarmplaw density profile

with large density contrast between inner and outer shelhBaries, leads to a dif-
ficulty in defining the effective width of the shell. The stesgture of the power-law
profile causes most of the mass to be associated with a vetiyrsgian of the outflow,

and the size must be re-evaluated and the density profiledwaullonger be consistent

with the gamma-ray profile.

4.3 Numerical Simulations

We employ a spherical relativistic Lagrangian code basethenGodunov method
including an exact Riemann solver to simulate the relatv@itflow (Kobayashi et al.
1999). The simulation starts &~ R /100 when the outflow is in the coasting phase.
We consider the density distribution described in Equadidnwhile the Lorentz factor
is assumed to be uniform. As the ejecta is in the coastingephis cold, and we
assumep, ~ p/105, and the evolution does not depend on whether the pressure is
homogeneous or follows the density profile. Relativisticroea causes the observer
to see only a fraction of the fireball around the line-of-$@hd as we consider the early
afterglow phase, we do not have to consider the jet break @btcurs at much later
times) making the spherical model a good approximation. @esiclered the simple
case of line-of-sight emission, however it has been shown ftir rising afterglow
evolution, high latitude emission does not vary the appeagaf the afterglow (Granot

et al. 1999), such that omitting this effect from our studjt not affect the results.

We first investigate how the early afterglow evolution deggean the initial conditions
with a homogeneous density profile (this includes a numlergsmlution convergence
test), followed by investigating the effect of non-unifouatflow density. Most ob-
served GRBs are found to be in the intermediate reverse shgokede.g.£ ~ 1).
For this reason we consider how the rising index behavesdimgeneous shell cases

with ¢ = 0.5,1 and2. Taking £ = 10°% ergs,A = 6 x 10! cm corresponding to
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Figure 4.1: This figure shows the density profiles used as initial conditiotreimumerical
simulations. In solid we see the IH lineat (= 1) density with a density difference &
(blue) and4 (red), the same colour code is used for the OH linear density as dashed line
For comparison in green is the homogeneous density profilé fer 1, the dot-dashed line
represents the varying power indexor the IH case with a density contrastfwith red for

n = 3 and blue fom = 1/3. The same ejecta mass, shell width are assumed for all cases.
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Iy = 384,228 and 136 respectively. We then consider the influence of a slight per-
turbation to the simple homogeneous density model with 1. For a linear profile

(n = 1) we fixed the density contrasp(/po, or po/pa for IH and OH cases respec-
tively) to 2 and4. To test the influence of the power indexve also considen = 3
and1/3 for thepa/po = 2 IH case. For all density perturbations we consider the case

with £ = 1. In Figure4.1we show the initial density profile for the= 1 simulations.

4.4 Results

To calculate the afterglow for the reverse and forward sheglons we treat each mesh
in the Lagrangian simulation as a single fluid element tretsemitting photons af-
ter being heated by a shock wave. Each photon is emitted fneninher boundary
of each cell neglecting the size of the fluid element. We dateuhe flux emitted by
each shocked element using its hydrodynamic propertiestimate synchrotron flux
according to Sari et al. (1998). Assuming that the flux of eelement evolves linearly
between numerical time steps we calculate the energy ehoieer a given lab time and
deposit this across the equivalent observer time and adatgrthe flux in this manner
for every shocked mesh (see Harrison & Kobayashi 2013 fod#tails). As we are
investigating the temporal profile of the afterglow, theqgise values of microphysical
parameters, andep does not affect our results. The forward and reverse shotk em
sion follow the same constraint presented in Secigh2such that,,, > v, in the
slow cooling regime, this condition applies to most optiG&B afterglows. All after-
glows are normalised relative to the peak flux and locatioinef = 1 homogeneous
shell case. In the very early forward and reverse shockgfes there is a point when
the flux sharply rises before settling onto the measured #muaging portion. This
sharp rise is a numerical error associated with the firss gelthe simulation being
shocked and are therefore inaccurate representations assiblution is not sufficient
to track the shock at very early phases. This emission wilgjhered and the resolved

emission used based on numerical convergence test.

Previous numerical studies of forward and reverse shocksam are carried out in
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Figure 4.2: Normalised reverse shock emissionéfee 1 case with different numerical res-
olutions (black for 600 cells, blue for 1200 cells and red for 2400 cell$)e dashed lines
represent the locations oft,, = 0.3 andt/t, = 0.5.
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the decay phase after reverse shock crossing (e.g. Kobha/&shri 2000). As we are
interested in the pre-deceleration phase we require higisetution to properly track
the location of the reverse and forward shock fronts. By aergig three different
resolutions, 600, 1200 and 2400 meshes for complete eonl(®00, 400 and 800
cells assigned for the ejecta), the numerical convergeanebe tested based on the
afterglow appearance (see Figur@). We see convergence between 1200 and 2400
mesh resolution whetyt, > 0.3, with earlier times being unresolved in the 1200
mesh simulation. Using low resolution (e.g. 600 meshes3&sithe rising afterglow
to appear shallower due to the lower number of meshes in theksl region. For
this study we consider a resolution of 1200 calculatingrgftsv rising indices for
0.5 < t/t, < 1 (see dashed lines Figu#e?) using the least squares method. We will
state a rising index to one decimal place as this was the acgtinat GRBs have been

measured (Melandri et al. 2010).

First let us consider how varying between0.5 and2 can affect the rising index of
the reverse and forward shock component for a homogenedfisvouln Figure4.3
we show the reverse shock emission for ¢he- 0.5,1 and2 cases (blue, green and
red respectively), normalised relative to the aftergloalkpr ¢ = 1 case, with rising
indices ofa,.; ~ 0.9,1.4 and2.3 respectively. Rising index is calculated by perform-
ing a least squares fit to the numerical afterglow betweerlinties 0.5 < /¢, < 1.
Figure 4.4 shows the same figure for the forward shock component withgis-
dicesays ~ 0.5,0.7 and1.2. The dashed lines in all plots represent the evolution
achieved by integrating our model described in Secti@ntaking an outflow with ho-
mogeneous density and match with the numerical result. We ¢@nsidered the case
wherep = 2.3 and these values could vary By20%, if p changes byt0.5. In the
relativistic limit the expected peak timeds = A/c (20 seconds for our simulations)
and the Newtonian limit, = 1/cr§/3 with a smooth evolution between the two for the
Intermediate regime, which is why the afterglow peakstfer 0.5 and2 are offset in
Figures4.3and4.4.

The subsequent models have the same initial conditionseag ta 1 case with a

gradient in the density profile. For the IH cagg (> po) we investigate the influence
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Figure 4.3: Normalised reverse shock light curveséfes 0.5,1 and2 cases (blue, green and
red respectively), along with model predictions for pre-peak evolutitaisifed lines). In all
light curve plots we normalise relative to the peak time and flux othel case.
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Figure 4.4: Same as Figude3, except for forward shock emission.
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on reverse shock emission for two density contrasts (segd4g5). In these cases the
density profile is linear (i.en = 1) and we find that increasing the density contrast to
pa/po = 2 and4 causes the rising index to steepen fram ~ 1.4 to a,s ~ 1.8 and

1.9 respectively. The dashed line shows the analytical estinsah good agreement
with the numerical simulations. The cause of the steepeisifgcause more of the
outflows mass is associated with the inner region, and agteese shock encounters
more mass (compared to the homogeneous case) the flux emittedses causing
the steeper index. By considering the forward shock emiss®msee the rising index
increasing fromy, = 0.7to 1.1 and1.4 as we progress from the homogeneous outflow
to a density contrast gfa/po = 2 and4 respectively. This shows that increasing
pa/po to 4 for an inhomogeneous= 1 gives index similar to the homogenedqus- 2
case. Still considering the IH case takipg/po = 2, we vary the power index in
Equation4.1 to investigate the dependence on the density inhomogesiesiye. By
considering a rising index of = 3 and1/3 we see a change from the linear case of
+0.1 and-0.1 respectively with a maximum deviation in flux along the rgspportion

of 6% indicating that: has no significance at low density contrasts.

In Figure4.6 we show the result of the OH case where the reverse shock etecsu
an ever decreasing density. We consider a linear profile (L in EquationB.1) with
two density contrasts similar to the IH cagg/pr = 2 and4. The rising portion of
the afterglow is made shallower tg., ~ 1 and0.9 for the density contrast and4
cases respectively. Again the analytical model (preseintegpendixB) shows good
agreement with the numerical simulations and we see therpeaing to earlier times
as the density difference is increased. As most of the shetdlsns associated with a
smaller portion of the ejecta, and the reverse shock crakiseegion before crossing
the shell, causing the peak to move towards earlier timeairi@ similar evolution is
seen in the forward shock emission with the peak flux locatiecoming rounded and
moving to earlier timest(, < Ty,). The rising index softens from, ~ 0.7 to 0.5 for

homogeneous to increasing density contrast.

For all cases the numerical simulation (solid lines) risindex and the model light

curves (dashed lines) gave consistent answers to the agqnesented here (one dec-
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imal place) over the same temporal range. All numbers guatdte above text come
from the numerical simulation least squares fit althoughmbedel predictions give the

same values to one decimal place.

4.5 Comparison with Previous Work

We aim to reconcile the result presented by Melandri et @102, with the apparent
finding that the rising index of afterglow emission is notretated with the dimen-
sionless parameter (see Figuret.7). From standard theory we expect the forward
(reverse) shock emission to rise@s= 3(6) for homogeneous thin shell afid>(0.5)
thick shell regime respectively. It has been shown to behave smooth function af
between these two limits (Nakar & Piran 2004), predictingaifive correlation. We
use¢ ~ 52, /t,/To — 1 to estimate ensuring that it < Ty, thené = 1 (Harrison &
Kobayashi 2013). Given that the rising component is detkttte peak time could be
well constrained however the assumption thgt~ A /c could lead to uncertainties in
& as shown by Virgili et al. (2013) with prolonged central erggactivity being masked
due to instrumental detection limits. Alternatively oneagitticonsider that the outflow
has velocity inhomogeneities at the leading edge (givieg to the prompt emission)
and a tail of emission with homogeneous velocity giving ndher prompt emission
makingTy, < A/c. These uncertainties indicate tifatould be smaller such that the
predicted rising index can be shallower. We could assunteathavents in Melandri
et al. (2010) are in the intermediate regime, and that theerainty reduces high
events to the intermediate case. In order to achieve thiegne that thé > 1 have
underestimated shell width by on average a facto2(pfTy, = 20A/c. This factor
seems unrealistically large for the error associated ithdstimate. We can then dis-
cuss these events in terms of our numerical simulations.observed rising indices
vary in the rangd).3 < a < 4 (1 < £ < 10 with 2/3 of the GRBs having < 5)
with a single outlier atv ~ 9, see Figuret.7. The outlier is possibly associated with
prompt optical flaring, which is expected to be very steepthedafterglow rise itself

should be shallower. Omitted from this figure are two datafsdrom Melandri et al.
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Figure 4.5: Reverse shock afterglow for the IH case Wits: 1 andn = 1 (linear density
gradient). For comparison in green we see the homogeneous case dné ihé density
difference of2 and in red the difference df The dashed line represents the model predictions.
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Figure 4.6: Here we have the same set up as Figireonsidering the OH cases.
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(2010) as they have very highvalues not typical of GRBs (one point associated with
an X-ray flash) and therefore not pertinent to this study. rilsir result was detected
by Panaitescu & Vestrand (2008) as early peak afterglondetkto have steeper ris-
ing indices when compared to afterglows which peak at lateeg. If we consider
the emission as reverse shock in origin then the pre-pegigrisdex could vary as
arise = 0.5 — 6 (Kobayashi 2000; Nakar & Piran 2004) as we go from the thick to
thin shell estimates with,., ~ 1.3 corresponding tg@ = 1 (according to our model
and simulations). Varying between).5 and2 changes the rising index by +0.7
which is not large enough to account for the steep rises vbdéMelandri et al. 2010;
Panaitescu & Vestrand 2008). Instead we considered a serdlirpation to the den-
sity profile of the ejecta. We consider IH and OH density céses Equationd.1and
B.1), and investigate small variations across the shell. Byidenisg that the density
contrast for the IH and OH cases increases by up to a factgrwé observe a rising
index that varies between,., ~ 0.8 — 2. If the emission is forward shock in origin
then the early rising index (pre-deceleration) can varywbeta,, = 0.5 — 3 for ho-
mogeneous thick to thin shell cases respectively, withcalgi = 1 GRBSs rising with
ayrs ~ 0.7. Changingé by a factor of2 can change the rising index by +0.3. We
have shown that the forward shock emission is influenced bglaamogeneous den-
sity profile, similar to the reverse shock, and changingpo(po/pa) up to4 changes
the rising index by, ~ 1.4(0.5) for IH (OH) cases. Late time forward shock emis-
sion could rise with a shallow index;, ~ 0.5 and be in the thin shell regime if the
observational frequency is located below the typical feeqqy ¢,,,). Then the peak is
due to the passage of the typical frequency across the @iseral band (Sari et al.
1998). This could be distinguished from the deceleratioakypees its location would

vary at different frequencies.

This result is not extreme enough to increase the ring indevatues ofa,.;,c ~ 4
observed by Melandri et al. (2010) as even considering al sleasity perturbation at
different¢ we expect the rising index is not sufficiently changed to axpFigure4.7.
In order to increase the density influence and reverse/forataock evolution further

we must increase the inner and outer edge density contfast,/ b, is very large the
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result becomes independent of the density ratio and becarhegction of the power
indexn, see Sectiod.2.3 The solution for this case can be analytically solved in the
thick and thin shell extremes, with a semi-analytical apptorequired for intermediate
regimes. Figurel.8 shows the result for three reverse shock cases, thick sk, (
thin shell (blue) and intermediate= 1 case (black). When estimating the thin shell
rising index we assume spreading with~ R. This result shows how the rising index
is expected to evolve with for the three cases and for fixedthe rising index is
expected to vary smoothly between the two limits (thin andktishell). Discounting
thea ~ 9 case in figuret.7, we observe a roughly flat distribution in rising index with
a typical value ofv ~ 2 corresponds to a coincidencerat- 5/4 (almost linear with a
large density contrast between inner and outer boundafriée ghell). This however
is true if all the rising index were given by reverse shockssmain. For forward shock
emission we would expect the density profile to influence tkieg portion only in
the relativistic to intermediate regime. When in the Newaoniegime the evolution is

independent of outflow density and the afterglow shouldaise.

4.6 Conclusions

Within this chapter we have presented a new analytical @mbrto create GRB after-
glows when considering an ejecta with a density gradienis ifodel was then tested
using numerical simulations, with the analytical and nuon&rresults having good
agreement in the rising index of the forward and reverse lsleotission. We have
shown that a slight density gradient for an intermediatemedsRB ¢ = 1) could be
equivalent to changing by a factor of2. However, when comparing with Melandri
et al (2010) we note that a small density gradient is insefficto vary the theoretical
rising index sufficiently to match the observed values. gassible to match the range
of rising index by considering a large density contrast leetmthe inner and outer shell

boundaries such that the afterglow depends afone.

Our result indicates that it is possible to get a small scaitthe rising index of GRB

afterglow by considering variation in the initial condit® (¢) and a slight variation in
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Figure 4.7: Here we show the data collected by Melandri et al. (201@yisbaising index
arise @S a function of.
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the density profile of the outflows(). There are uncertainties in modelling these two
variables, as changingby a factor of2 from unity is equivalent to having a density
difference between the inner and outer edge of the shelllégya This however is
only sufficient to raise the rising index of the afterglowdg,. ~ 2 and in order to
achieve steeper values we must consider that there is adarggity difference. If we
were to consider a large density difference between the iané outer region and a
high power law profile:f > 1), then essentially most of the mass associated with the
shell will be confined to a small region at the head or tail & #hell. At this point
the model would break down as the shell can now be considsrasharrower outflow
with the same mass which would incregsand make the rising index steeper. The
structure of this narrow shell would have to be redetermitethis case the afterglow
rising index may match the observation but the profile irdeioy the density structure
would not match that of the gamma-ray emission as the shdthwiould be much

smaller than the observdd,.

We assume that the outflow has a homogeneous profile in welguétce throughout

this work, however Uhm et al (2012) investigated the afakgtependence on the
velocity structure of the outflow and found that the veloaifjuences the deceleration
phase. This causes late time re-brightening and prolorrgireyse shock emission, but
does not affect the pre-peak afterglow evolution as thegisidex remains constant. A
recent study by Vlasis et al. (2011) investigated the opsicaature that arises when
a shell collides with a decelerating blast wave. The shaofilprof this shell causes a

optical flare at later times due to the deceleration of thd.she
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Figure 4.8: We show the rising index as a functiomdfor the thick and thin (red and blue
respectively) shell cases when considering the limiting regime for IH ceKquatiod.6).
In black we show the intermediae= 1 result based on numerical integration of Equatio



Chapter 5

Conclusions

Within this thesis we have tackled issues related to thg efterglow phase associated
with GRBs, focusing on the optical regime. By using numericaldations we have
improved analytical estimates for afterglow emission wieensidering the relative
strength of the reverse shock to forward shock componentsrins of magnetisation.
We also consider how the profile of the GRB outflow can influernee viery early

afterglow.

Using numerical simulations we studied how to improve thgmnedisation estimate for
GRB afterglows based on the discovery that, for typical GRBs (1), the standard
reverse shock estimate overpredicts the flux (Nakar & Pied)42 We found that this
led to an underestimate of the magnetisation degree by arfaict0 — 100 compared
to previous estimates (Zhang et al. 2003; Gomboc et al. 200éused our numerical
result to improve the existing framework by applying cotrexfactors as a function
of £&. The main cause to this underestimate comes from the difficuldefining the
reverse shock temperature when spreading is effectivaltiresin an overall lower
typical frequency and maximal flux for the reverse shock comemt. This partially
answers the lack of “optical flash” GRBs, as we only get an oldtiaaer of the reverse
shock if the magnetisation degree is high, as typically #émgssion should peak at

lower frequencies.

We then expanded on the magnetisation model for an ISM tyyieogirment to account
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for the ejecta propagating through a wind medium. We fourad Bty considering a
wind medium, the magnetisation degree is smaller when cogdda an ISM estimate
by a significant amount. As the maximal forward shock flux iawind model decays
with time ast!/2, and at later times we expect a weaker forward shock emissiative
to the reverse shock component when compared to the ISM aagbd maximal flux
is constant). This instantly requires a smaller magnébisab boost the reverse shock
component as the predicted forward shock emission is muakeve By applying
both wind and ISM magnetisation estimates to 10 GRBs exhghainmeverse shock
component, we find that 5 of the 10 cases can be described dgkhenodel with
the nature of the other cases being unclear. Based on tymtas of the fraction
of energy stored in the magnetic fields, it is likely all casas be well described

assuming a baryonic jet.

The evolution of the reverse shock component primarily ddpeon the initial condi-
tions of the systemH;,,, A, andl’y) along with the density profile of the fireball. We
showed how the initial conditions can affect the early appeee of afterglow emission
(pre-peak), which can be well described by a semi-anahdmation of reverse shock
evolution. Here we also consider how a simple first ordernypbétion to the standard
homogeneous density profile assumption can change thglafteprofile. We show
that the density profile assumed can drastically changegimgindex of early emis-
sion. This has consequences for the interpretation of el@tigctions (Melandri et al.
2010), as the rising index is degenerate. The density padis however lend itself to
explaining irregular afterglow behaviour (e.g. afterglemission peaking before the

end of the prompt phase).

Within the internal shock model we expect the collision oélhto create density
irregularities that will affect the reverse shock evolationaking the simple top hat
distribution inappropriate for observed GRBs. We plan to ttiks work one step

further by simulating the collision of shells and the resgjtafterglow as the reverse
shock crosses density irregularities. Through this methisdoossible to directly link

afterglow features with prompt emission features (Nakarig&mP2005; Maxham &

Zhang 2009; Vlasis et al. 2011).



Appendix A

Hydrodynamical Code

A.1 Introduction

We use a spherical relativistic Lagrangian code based o@dtlaokeinov method, includ-
ing an exact Riemann solver to evaluate the complete evalofia fireball (Kobayashi
etal., 1999). As we are only interested on the early afterghdhich occurs well before

the jet break, a spherical model is a good approximation.

A.2 Spherical System

Let us consider a conical section of some spherical outfldwe dhergy, momentum

and mass of the j-th cell are

Tj41/2
E; = Qo/ V(e + B*p)ridr (A.2)
Tji—1/2
Ti+1/2
B0 [ ek p)aitar (A-2)
Tj—1/2
Tj+1/2
Mj = Qo/ ’)/,07"2(17” (AS)

Tj—1/2
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whereQ)y = 27(1—cos ) and(; = 7 (1 —cos 26,). {2, accounts for the vector nature
of the momentum with an integrated projected factor. As thw f& radial(2, and(2,;

are constant. So we use the hydrodynamic quantities to sbosecved quantities
at a time step, and when we recover these quantities in theequbnt time step, we

normalise the cell's qualities by the same solid angles.

For motion of a relativistic fluid the conservation laws are

Vu(put) =0, V,T" =0 (A.4)

hereu; is the four velocity and™” is the stress-energy tenset, ¢ = 0, 1,2, 3).

™ = (e + p)u'u” + pg"” (A.5)

Using the above equations we find that

dFE
d_tj = (BpS)j-1/2 — (BPS)j+1/2 (A.6)
dP, (O T
— 2 = (L) [(pS);-1/2 — (pS);11/2] / 2rpdr (A7)
i A\ -
dM,
=0 (A8)

A.2.1 Time Evolution

Each cell is assumed to be homogeneous at each time step.

Ej(t:) = 77 (e; + Bip)V; (A.9)
Pi(t;) =i (e; + p)B;V; (A.10)
M; = ~;p;V; = const. (A.11)

with V;(t;) = 1/3(r2,, , — 77, ,,) being the volume of celj. As the code will span

many orders of magnitude during a simulation (e.@.! cm to10'” cm) and the width
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of each cell could become much smaller than the fireball theyy, andr;_, , could
be practically the same. As computers can only handle firsitees we introduce a

new variable ¢ = 1) to avoid cancellation error.

Tiy12(ti) = rjp1p(ts) — ti (A.12)

As the cells travel relativistically ., ; » changes slower that ;.. At each time step
At we haveAr = (8, — 1)At = —Atvy2(1 + ,)~! whereg, and~, are the velocity

and Lorentz factor of the boundaryat
The volume of ourjth-cell is given by

1

Vi = §(x?+1/2 i 1p0) (T30 — 25 y0) (@12 — Tjm12) (A.13)

During At = t;,1 — t; the cell obtains energy

it dF;
AE; = —Ldt A.14
J L dt ( )

tit1
- / {(BpS)j_l/Q - (5PS)J‘+1/2} dt (A.15)
ti
= {(BpS)j-1/2 = (Bp9)j112} Al (A.16)
632+1/2 2

SJ+1/2 = Tg+1/2( i) + 7"]+1/2< ‘)5j+1/2At + TAt (A.17)

The boundary velocity and pressure are assumed to be codstamg Atz. The addi-

tional momentum is given by

tit P,
AP, = / T g (A.18)
. di

ti+At j4+1/2
= {(pS)] 12 — (pS) jH/Q}At—I—/ dt/ dr2rp  (A.19)

Tj—1/2

When considering a planar source the second term is ignorédedetes to a geomet-
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rical source term. The internal pressure can be approxidreste constant,,.*.

APy = {(pjfl/Z - pave)gj71/2 — (pj1/2 — pave)5j+1/2} At (A.20)

If we assume that the hydrodynamic quantities in each celhamogeneous &t ,

Ei(t;) + AE
2(e. 2py = 9/ — A.21
P-(t-) + AP
2 J\bi
7 (ej +p;)B; Vi(tis1) ( )
Mj
D, = A.23

where the left hand side quantities are defined at

Time Step

From initial data it is possible to find exact solution by piecthe solution of each
Riemann problem defined by the jump at each boundary. The tiepeis set by the
fact that waves from the Riemann problems do not cross the Kfdhis is violated

thenr may change as neighbouring Reimann problem waves cros$mteetl.

A.2.2 Sound Velocity

The first law of thermodynamics statds = —pdV + T'ds, wheree is the specific

internal energyl’ = 1/p is the specific volume and is the specific entropy. For
an adiabatic changel{ = 0) we obtainds = pdV = pdp/p?. Combining with the

differential form of the equation of state ¢ 1 = p/ {(¥ — 1)p}),

1 [d
de = - (—p—%dp> (A.24)
y=1\p »p
b _ e (A.25)
p p

1An analytical Riemann solver is used to find velocity and gues at boundaries.
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A.2. Spherical System

equivalent tqp/p? = const. The sound velocity in the local fluid frame is given by

9p

cs=¢ (ae)ad (A.26)

The suffixad indicates this derivation is for an adiabatic process. Thffers from

the non-relativistic form as mass density is replaced hy. Using equation of state
(9 — 1)(e — p)) and the adiabatic relatiat(p/p?) = 0, we obtain

Cs=C,|—= T 1/ P (A.27)
J 42 w
y- P

(=

with w = e + p.

Sound Crossing
A fluid cell has velocitys in the lab frame and a sound wave propagates with speed

in local fluid frame. The sound velocity in the lab frame isegivby,

_Fatl (A.28)

HTUT 8

with +(—) representing the sound wave moving in positive (negativeiyection in

local fluid frame. The crossing time for a cell is
dz (A.29)

dr or di_ =
sy —p - B-s

dt+ -
dt, corresponds to a sound wave propagating from the left boyridahe right with

dt_ being the opposite direction.
dty = <d_x) (1+2,8)7 dt, = (ci_x) (1 — ¢l B))y? (A.30)

Cs
Within the code we have the factdr:/c, replaced withdz/(cs + v,,) tO prevent

divergence in the case of a cold flow (eug,;, = 10=2).
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Boundary Crossing

If the left boundary propagates quicker than the right bampdhen the possibility
exists that they could collide withidt, = dx /(8. — B.r). We evaluateit, anddt,
for every cell and the minimum value gives the time step=¢,,, + ;. At each step

dt is not increased significantly and is limited 1ttt in the code.

As the shock waves must propagate quicker than a sound wearedt < dt,/3 is

required. The sound velocity in a hot fluig ~ /3 is (similar to the speed of light
and is) appropriate for our study. A better treatment is iregufor a cold flow as the
sound waves are much slower than the shocks. The Lorentx fafidhe shock is given

in terms of the Lorentz factor at the contact discontinuity

_ (e DUy - 1)
T = ERSUIE V27, (A.31)

for 4 = 4/3. As we assume that the cells do not change significantly( dt¢,/10),

our code should be able to handle a cold flow.

A.3 Shock Waves in Relativistic Fluid Dynamics

It is necessary for us to allow for relativistic effects foetcase described above. We
apply the relativistic equations for fluid dynamics. By calesing a surface of discon-

tinuity at rest with a flow perpendicular to it. The contiryugquations for this system

are
[n*] = [nu*] =0, (A.32)
[T%] = [w(u®)*+p] =0 (A.33)
¢ [T%] = clwuou®] =0 (A.34)

denoting particle number, momentum and energy flux densitgervations. Here we
use[nu®] = njuf —nyui with 1 and2 denoting either side of the discontinuity surface.

With w = e + p is the heat function per unit volumeu? 4-velocity vector and™**
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being the energy momentum 4-tensor. After substitutiomef-velocity component,

v /Vi = vy /Vo =j (A.35)
w02 [+ pr = wyvdnd ) + pa (A.36)
wﬂ)ﬂ% = wﬂﬂ% (A.37)

herey =1/y/1 —v?/c? andV = 1/n.

Using Equation#\.35 andA.36,

o (p2 — p1)c?
= A.38
/ (Wi VP — wo Vi) (A-38)

andA.35 allows us to re-writeA.37
WiV = waVig (A.39)

By substitution of Equations.38 into A.35 we arrive at the relativistic version of the

shock adiabatic (known as the Taub adiabatic)

wiVE — wiVy + (p2 — p1) (w1 V2 + weVy) = 0 (A.40)

Through Equation#\.36 andA.37 we get expressions for the flow velocity on either

side of the discontinuity surface

L (p2 — p1)(e2 + p1) V2 _ (p2 — p1)(e1 + p2)
c \/(62 —e1)(er+p2) ¢ \/(62 —e)(es +p1) (A.41)

The relative velocity of flow on either side of our surface 1geg by the relativistic

velocity addition rule

U1 — U2 (pz - pl)(€2 - 61)
v = — = C A.42
2T — /e \/(61 + p2)(e2 + p1) (A-42)
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In the non-relativistic limit, we have ~ mc?*n = mc?/V, and neglecting in com-

parison withe. If we consider the ultra-relativistic equation of state<{ ¢/3),

ﬂ _ 3es + e 7 % _ 3er + e (A43)
c 3(3e1 +e3) ¢ 3(3e2 + €1)
We can plot the relativistic shock adiabatigili plane, with the variables asl’? and

pc?. 52 gives the slope of the chord connecting two initial pointsldferent adiabatics

(see FigureA.1).

Figure A.1: The shock adiabatic (image taken from Landau & Lifshitz 198%) V1) corre-
sponds to the state of flow in front of shock (initial point).

The extension of the relativistic regime for fluid dynamiesde found in Mait&

Miuller (1994; 1996).



Appendix B

Outer High Density

Here we consider the case where the reverse shock is endagraa ever decreasing
density (OH CASE) such that the leading (outer) shell edgearger density than the
inner edgey, > pa. The density profile is given by

p4=pN[(1gT)+1r (n > 0) (B.1)

We will consider the case with = 1 for simplicity. In this case) = Al(po/pa —
1]~ assuming a fixed density ratio between inner and outer shetidaries and =
A(A + A?/26)7! by equating the total mass 6/T'2¢%. The definition for¢ changes

in the final term of Equatiod.2 for this case

=i x)2(224j—43x T 207) <(A 5 2 1> i (R_}i)g (8.2

The general function of on R is given by integrating Equatiop?,

2/3
R2 [ 27TA \?
{7 (1651352) + (AP —1, (B.3)

r=A—9¢
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It follows that the shock crossing radius is given by

R =

o\ 12 1/2
! (162’;? ) (A/5 1 1) - 1)] (B.4)

Finally to allow calculation of the pre-deceleration afiew the number of electrons

in the shocked region is

2

FA T

Ne = F%_A (7’(1 + A/(S) - 2—5) (BS)

The afterglow can then be calculated using the same assamset out for the IH

case (e.9v,, < Vops)-
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