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Abstract 

The objective of this thesis is to develop advanced control method and to design 

advanced control system for the polymerization reactor (Chylla-Haase) to maintain the 

high accurate reactor temperature. The first stage of this research start with the 

development of mathematical model of the process. The sub-models for monomer 

concentration, polymerization rate, reactor temperature and jacket outlet/inlet 

temperature are developed and implemented in Matlab/Simulink. 

Four conventional control methods were applied to the reactor: a Proportional –

Integral-Derivative (PID), Cascade control (CCs), Linear-Quadratic-Regulator (LQR), 

and Linear model predictive control (LMPC). The simulation results show that the PID 

controller is unable to perform satisfactorily due to the change of physical properties 

unless constant re-tuning takes place. Also, Cascade Control the most common control 

method used in such processes cannot guarantee a robust performance under varying 

disturbance and system uncertainty. In addition, LQR and linear MPC methods lead to 

better results compared with the previous two methods. But it is still under an 

assumption of the linearized plant. 

Three advanced neural network based control schemes are also proposed in this thesis: 

radial basis function RBF neural network inverse model based feedforward-feedback 

control scheme, RBF based model predictive control and multi-layer perception (MLP) 

based model predictive control. The major objective of these control schemes is to 

maintain the reactor temperature within its tolerance range under disturbances and 

system uncertainty. Satisfactory control performance in terms of effective regulation 

and robustness to disturbance have been achieved. 

In the feedforward-feedback control scheme, a neural network model is used to predict 

reactor temperature. Then, a neural network inverse model is used to estimate the valve 

position of the reactor, the manipulated variable. This method can identify the 
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controlled system with the RBF neural network identifier. A PID controller is used in 

the feedback control to regulate the actual temperature by compensating the neural 

network inverse model output. Simulation results show that the proposed control has 

strong adaptability, robustness and satisfactory control performance. These advanced 

methods achieved the much improved control performance compared with 

conventional control schemes. 

The main contribution of this research lies in the following aspects. The MPC theory 

is realised to control Chylla-Haase polymerization reactor. Two adaptive reactor 

models including the RBF network model and MLP model are developed to predict 

the multiple-step-ahead values of the reactor output. Their modelling ability is 

compared with that of the models with fixed parameters and proven to be better. The 

RBF neural network and the MLP is trained by the recursive Least Squares (RLS) 

algorithm and is used to model parameter uncertainty in nonlinear dynamics of the 

Chylla-Haase reactor. The predictive control strategy based on the RBF neural network  

is applied to achieve set-point tracking of the reactor output against disturbances. The 

result shows that the RBF based model predictive control gives reliable result in the 

presence of some disturbances and keeps the reactor temperature within a tight 

tolerance range around the specified reaction temperature.   

Moreover, RBF neural network based model predictive control strategy has also been 

used to reduce the batch time in order to shorten the reaction period. RBF neural 

network is considered as a prediction model for control purpose which is based to 

minimize a cost function in order to determine an optimal sequence of control moves. 

The result shows that the RBF based model predictive control gives reliable result in 

the presence of variation of monomer and presence of some disturbances for keeping 

the reactor temperature within a tight tolerance range around the specified reaction 

temperature without harming the quality of the temperature control. 
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                       Chapter 1 Introduction 

1.1  Semi-batch polymerization reactor 

Discontinuous reactors (batch and semi-batch) are widely used in the production of 

fine chemicals, pharmaceuticals, specialties and other high value products because of 

their flexibility in operation mode. This type of reactor is industrially important and 

particularly well-matched for the production of polymers of varying grades, whose 

quality is measured in terms of strength, process ability, etc.  

The chemical reactors can be roughly classified into three categories, based on 

three ideal models, continuously stirred tank reactor, tubular reactor, and batch and 

semi-batch reactor. Semi-batch and continuous reactors are probably the most 

frequently used types of reactors in the chemical industry (Bequette, 2003), although 

continuous reactors are preferred in the chemical industry because of their potential 

for good quality control and large production capacities. The semi-batch mode of 

operation has proven to be very attractive for polymerization. Typically, this mode of 

operation does not require as much expertise for operation and maintenance as the 

continuous mode. It also offers more flexible control capabilities for the quality of the 

polymer produced. Moreover, use of a semi-batch reactor intrinsically permits more 

stable and safer operation than a batch or continuous operation because of the 

characteristics it has; in addition to better yields and selectivity, gradual addition or 

removal assists in controlling temperature, particularly when the net reaction is highly 

exothermic (Seborg et al., 2004, Nanda and Pharm, 2008). 

From the practical point of view, safety and product quality are the mostly 

interesting aspects. Process control engineers have developed considerable expertise 

in continuous processes, characterized by steady-state operation condition, but the 

application of this expertise to discontinuous processes rarely achieves comparable 
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success. Control and optimization of batch processes are real challenges for process 

control engineers because of some technical and operational considerations. 

Polymerization is the process of reacting monomer molecules together in 

chemical reactions to form three dimensional networks of polymer chains. The main 

goal of this process is to achieve quality products, which are complicated due to the 

process exhibiting dynamic behaviour.  

In the last 20 years, polymer manufacturers have been working to improve the 

quality of their products and the efficiency of their operations in order to improve their 

ability to characterize the physical properties of various polymer products and to 

quantitatively understand the influence of reaction conditions on the polymer produced. 

These efforts have required a much better understanding of polymerization kinetics 

and optimum recipes. The scope of this work is not to investigate new facts about the 

polymerization reaction or its physical properties, or aspects of reactor design, but to 

effectively utilize certain known facts to guide the course of polymerization processes. 

Therefore, finding out the best process recipes, typical feed rate (i.e., monomer) and 

temperature profile, and effectively maintain them during the batch time is very 

important. Consequently, it requires a process control and optimization technique.  

Strong interactions between process variables, strong nonlinear behaviour, long 

and frequent time delays, unanticipated changes in process characteristics, and 

inequality constraints on process variables are all process control problems that can be 

handled by applying advanced process control and optimization techniques (Seborg et 

al., 2004; Edgar et al., 2001). 

This work deals with modelling and control of a Chylla-Haase polymerization 

reactor. The corrected model given by (Graichen et al., 2006) has been used for 

simulation. As the process is exothermic in nature, strict control action needs to be 

taken so that the temperature can be constantly maintained. A very precise temperature 
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control is required as a monomer feed, disturbances and multi-product poses a 

significant demand on the control, so it is necessary to improve the control strategy of 

such a process in order to ensure that the end product will be of an acceptable quality.  

Several researchers have addressed control problems with a Chylla-Haase 

reactor. (Seborg et al., 2004, Graichen et al., 2005, Richards and Congalidis, 2006) 

used cascade control which is commonly used in batch semi-batch reactors. It provides 

robust control but often lacks control performance related to the required temperature 

tolerance. Feed-forward and feedback, it has also been used in a Chylla-Haase reactor 

resulting in the best approach since the feedback control provides the necessary 

compensation for the effect of model measurement in accuracies and the feed-forward 

control reduces the effect of measured disturbances (Richards and Congalidis, 2006). 

Moreover, model predictive control is one of the best solutions that have been used 

with chemical processes in general. One of its best advantages is allowing the 

controller to deal with the exact model of the real process dynamics, implying a much 

better control quality and considering plant behaviour over future horizon in time 

(Jalili-Kharaajoo and Araabi, 2003). 

To model such a highly nonlinear process, one of the most important tools is an 

Artificial Neural Network (ANN). Many research activities have been carried out to 

solve the problem of modelling batch and semi-batch processes and various modelling 

schemes have been reported in literature (Fernandes and Lona, 2005). In this work, for 

modelling a Chylla-Haase polymerisation reactor a Neural Network (NN) approach 

has been implemented. To ensure temperature control within the tolerance range in 

order to guarantee the end product will be of an acceptable quality, the neural network 

inverse model has been used. This is done by combining the conventional control 

techniques with the evolving RBFNN methodologies. Also, MPC controller has been 

designed and adapted to different batch conditions. The MPC control concept based 
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on a neural network model presented in this contribution has been used to estimate the 

future output of the plant and to minimize the cost function based on the error between 

the predicted output of the process and the reference trajectory. 

As illustrated in this work, with the proposed MPC controller the magnitude of 

error is reduced far below the requirement ±0.6K and it shows similar performance for 

different products operating under different disturbance effects. 

1.2 Research Motivation 

The Chylla-Haase benchmark problem is highly nonlinear and time varying in nature. 

The polymerization reactor considered is a multi-product and multi-batch process. 

Within a batch, this semi-batch process operates in different phases, such as feed phase 

and hold phase for each polymer. These features make the process complex and 

interesting. 

 The temperature control of each following batch of a particular product 

becomes more difficult because of heat transfer surface fouling, therefore tight 

temperature control needs to be implemented. 

 The heat transfer coefficient decreases significantly during a batch due to an 

increasing batch viscosity, and from batch to batch due to surface fouling. 

 Production of multiple products A and B characterized by different reaction 

kinetics. 

 The reaction kinetics are nonlinear and subject to the gel effect (Graichen et al., 

2006).  

 The monomer feed starts and stops abruptly, hence the tight control of 

temperature using conventional methods is not satisfactory. Thus, it requires 

the design of an advanced control scheme. 

Because of such problems mentioned above need to be considered, we planned to 

include advanced control (i.e. adaptive model predictive control MPC). 
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1.3 Aims and Objectives 

The aims of the research is develop model-based methods for temperature regulation 

and batch time reduction for the Chylla-Haase reactor to against its non-linearity, 

strong disturbances and time varying features. The specific objectives of the project 

are: 

 Develop a Neural Network model that captures the entire dynamics of the 

process. 

 Design an adaptive inverse model control of reactor temperature based on an 

RBF neural network. 

 Develop temperature control based on an adaptive MPC to cope with model 

uncertainty and evaluate the performance. 

 Reduce batch time using an MPC based on an RBF neural network. 

 Evaluate the developed methods using computer simulation. 

1.4 Thesis Outline 

The thesis is organized into ten chapters. Chapter 1 is an introduction chapter which 

gives an overview of the work carried out. It states the motivation behind the research 

work and the importance of semi-batch reactors. It also gives the aims and  objectives 

of the research work. Chapter 2 gives a comprehensive review of the latest advances 

in control technology for semi-batch reactor modelling and control.  

Chapter 3 describes the process operation and model simulation. It also 

presents the dynamics of the model. The process model consists of dynamic material 

balance and dynamic energy balance, along with the data for polymer A and polymer 

B being presented. Set up a Simulink model of the reactor, which can be used to 

evaluate the developed control methods. The data for two products, polymer A and B 

are both used to generate two models. Chapter 4 describes development of primary 
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control methods and presents the design of the conventional PID control, cascade 

control, LQR control and linear model predictive control (LMPC). 

Chapter 5 explains in detail the modelling of the Chylla-Haase 

polymerization process using neural networks. Two popular networks, the radial basis 

function (RBF) network and the multi-layer perceptron (MLP) network, are used in 

this section. Analysis of the simulation results is also given to show the capability of 

the neural models. Chapter 6 proposes an inverse model-based feed-forward and 

feedback control scheme. The inverse model is based on an RBF neural network. 

Chapter 7 presents an adaptive model that is used to predict reactor future 

output to determine the optimal control variables to control the temperature to the set-

point. This model predictive control is based on the developed neural network model 

and uses non-linear optimization. Chapter 8 studies the ability of MPC to reduce the 

batch time as well as to control the temperature within the performance bounds. In the 

original setup of the Chylla−Haase benchmark problem it is not possible to reduce the 

batch time because the monomer inlet flow is constant. A modified version of the 

benchmark problem where variable monomer feed was allowed is considered. 

Chapter 9 summarizes the work carried out based on the achievements of 

the study and its contribution. It also discusses directions for future work. 

1.5 Research Novelty and Originality 

Existing investigations into the control of the Chylla-Haase reactor have considered 

cascade control, internal model control, neural inverse model control, etc. However, 

as the methods in these work cannot cope with model uncertainty and external 

disturbance, the existing methods are not robust against disturbance and can only cope 

with nonlinearities. When the reactor model uncertainty is significant, the control 

performance will not be satisfactory. The Chylla-Haase reactor has severe nonlinear 
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dynamics and multi-variables with significant coupling effects. Therefore, the model’s 

uncertainties will be inevitable. 

The novelty of the presented research is in its aim to develop adaptive model 

predictive control for the reactor. Firstly, the nonlinear model of the reactor will be 

developed using an RBF and MLP networks. These networks have been proven to be 

able to sufficiently model nonlinear dynamic systems and will therefore provide 

accurate multi-step ahead predictions of the reactor’s behaviour. This will enable the 

model predictive control to cope with the nonlinearity and interactions between 

variables. Secondly, the RBF network model has been made adaptive in online mode, 

i.e. the model adapts its parameters using online input/output data to model 

uncertainties and time-varying dynamics. In this way, the control performance has not 

been degraded by time-varying dynamics and its robust against model uncertainty. 

Moreover, a possible time reduction using MPC based RBF technique also 

implemented.  

The proposed control strategy has not been reported in terms of its application 

for the control of a Chylla-Haase reactor. Thus, the originality of the proposed project 

stands. 
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Chapter 2 Literature Survey 

2.1  Introduction  

There is a large quantity of literature in the area of modelling, control and parameter 

estimation for polymerization reactors. Many researchers have placed academic and 

industrial focus upon polymerization processes due to difficulties in operating such 

processes (i.e. high non-linearity). Different types of neural network modelling and 

control schemes have been reported for polymerization processes. But the Chylla-

Haase reactor is specifically reviewed in this chapter. 

Development and improvement of the model and control methods for the Chylla-

Haase reactor are considered to be the aims of this research. With the objective of 

improving the performance of polymerization reactor controllers, an essential 

literature survey has been carried out and it is described in this chapter.  

Sections 2.2 to 2.5 of this chapter give a background to the different types of 

polymerization processes and also provide general knowledge about neural network 

modelling and control of the polymerization processes. Section 2.6 provides a further 

review of existing work regarding the control of the Chylla-Haase polymerization 

reactor, which is the main focus of this research. 

2.2  Polymerization reactors  

The demand for polymer products has much increased over the last 20 years and so 

the method of production has become more and more important. Therefore, polymer 

manufacturers have been working to improve the quality of their products and the 

efficiency of their operations so as to improve their ability to characterize the chemical 

products and develop more effective reactors. The aim of this work is not to investigate 

new facts about the polymerization reaction or its physical properties, but to find out 

the best controller design that leads to the best processes for producing quality products. 
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Different types of polymerization processes are discussed here to highlight their 

importance and the differences between them.  

 Batch process 

This is a process in which all reactants are added together at the beginning of the 

process and products are removed at the termination of the reaction. In this process, 

all mixture components are added at the beginning and no addition or withdrawal is 

made while the reaction is progressing. Batch processes are preferred for small-scale 

production of high priced products (Artin Hatzikioseyian and Remoundaki, 2005).  

 Continuous process 

This is a process in which the reactants and products are continuously added and 

withdrawn. Continuous production will normally result in lower production costs 

compared to batch production and it is simpler and easier to design. However, it faces 

the limitation of a lack of flexibility. Continuous reactors are usually preferred for 

large scale production (Artin Hatzikioseyian and Remoundaki, 2005). 

 Semi-batch process 

A semi-batch reactor is similar to a batch reactor but has the additional feature of 

continuous addition or removal of one or more components. In addition to better 

production and selectivity, gradual addition or removal assists particularly in 

controlling temperature. Thus, use of a semi-batch reactor permits more stable and 

safer operation than a batch reactor (Artin Hatzikioseyian and Remoundaki, 2005). 

2.3  Process modelling 

Modelling, optimisation and advanced control of chemical processes have more 

applications due to their capabilities to analyse the behaviour of real processes, impose 

certain operating conditions which would be impossible to carry out onsite due to 

safety or financial reasons, study existing processes in more detail and faster, compare 



10 
 

different alternatives without modifying the real plant, and make decisions based on 

results obtained (Seborg et al., 2004). 

In order to design more efficient polymerization technology and to develop improved 

or new products, a better understanding is needed of polymerization reactions and 

process behaviour. This can be derived from the fundamental chemistry and physics 

of polymerization processes that can be used to calculate reaction rates and polymer 

architectural parameters. This is called first principles modelling. For certain 

polymerization systems, complex molecular structures are not appropriate for first 

principles modelling and hence empirical or semi-empirical models such as neural 

network models are the practical alternatives, as they do not require much information 

about internal structure (Won Jung Yoon et al., 2004). 

Artificial neural networks have become a usual application in many areas of 

engineering and they are well suited for chemical processes due to their ability to 

describe multi-variable nonlinear models. Reactor modelling methods presented are 

based on the techniques of system identification for control purposes. 

The use of neural networks in chemical engineering offers a potentially effective 

means of handling three problems: complexity, nonlinearity and uncertainties. Neural 

networks are well known for their ability and have been used to model and control 

nonlinear dynamic systems (Yu and Gomm, 2003). A neural network can be modelled 

to represent the behaviour of dynamical processes. For example, (Jalili-Kharaajoo and 

Araabi, 2003, Ng and Hussain, 2004) used a neural network to approximate unknown 

system dynamics by measuring the state variables of one batch for training. Kurt and 

Marcel (1998, cited in (Ng, 2004) and (Fazlur Rahman et al., 2000) have shown that 

the use of prior knowledge in combination with a neural network structure results in 

an optimal model. Models obtained via neural networks represent only the input-output 
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behaviour of the plant and carry little information about internal structure, therefore 

high accuracy and good flexibility can be achieved with these modelling techniques. 

From a literature point of view, there are two fundamental classes of neural networks: 

feed-forward networks and recurrent networks that has at least one feedback loop. 

Both of these can be observed as system input-output mapping and consist of different 

layers that can be separated into the input layer, one or more hidden layers and the 

output layer. Each layer is made up of many neurons that transform the mapping 

information through their activation functions and weights. These parameters of neural 

networks are adapted via a training process which can make neural networks learn 

about the embedded environment (Howlett and Jain, 2001).  

There are two types of training algorithm: off-line training algorithms and on-line 

training algorithms. On-line training algorithms are more accurate because the neural 

network will be adapted, especially with uncertainties and disturbances. The training 

neural network has to be tested using a set of pre-sampled testing data. The neural 

network can be used as a nonlinear model for the corresponding system. 

Neural network based modelling and control has been a very active research area in 

recent years. Much research into polymerization reactor modelling and control using 

neural networks has been carried out over the past few decades and most of this 

research is based on feed-forward modelling including the back-propagation (BP) 

network and the radial basis function (RBF) network.  

An RBF network is a kind of multi-layer feed-forward neural network with good 

performance. It has the capability of strong nonlinear mapping. The advantages of the 

simplicity of its structure are faster learning algorithms and better approximation 

capabilities (Zhang et al., 2011). Therefore, the RBF can be used to identify a model 

in the online mode with high accuracy. 
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Early work was based largely on the MLP network, except the similarities of 

topologies between RBF and MLP, RBF networks and MLP networks behaves very 

differently. Firstly, RBF networks are simpler than MLP networks, which may have 

more than three layers architectures, so the training process is generally faster than that 

of MLP networks. Secondly, RBF networks act as local approximation networks, 

because the network outputs are determined by specified hidden units in certain local 

receptive fields while MLP networks work globally, since the network outputs are 

decides by all the neurons. Finally, it is essential to set correct initial states for RBF 

networks while MLP networks use randomly generated parameters initially (Xie et al., 

2011). 

Efforts have been made to use advanced non-conventional control methods to develop 

and test alternative control schemes for improving operational performance. Some of 

these contributions are presented in the following paragraphs. 

(Tian et al., 2001) modelled a batch polymerization reactor using a hybrid stacked 

recurrent neural network model. A novel stacked recurrent neural network architecture 

was presented that effectively integrated the knowledge acquired by different networks 

to obtain a better predictive model to express the difficult gel effect. 

(Yuan et al., 2001) proposed a stacked recurrent neural network that effectively 

integrated the knowledge acquired by different networks to obtain a better predictive 

model for a batch polymerization reactor. They found through comparison with the 

best-single-network-based hybrid model that stacked recurrent neural network 

modelling demonstrated a strong capability for the modelling of a wide variety of 

nonlinear complex polymerization processes.  

Yu, et al. developed a pseudo-linear radial basis function (PLRBF) network to model 

the real process of a laboratory-scaled three input three-output chemical reactor. 

Simulation results showed that the adaptive model significantly reduced the instant 
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modelling error for a time variant process or process-model mismatch (Yu et al., 2002, 

Yu and Yu, 2003). 

(Shahrokhi and Pishvaie, 1998) used a feed-forward neural network to estimate the 

heat generation rate of polymerization reaction. This estimate was used in a feed-

forward/feedback structure for controlling the reactor temperature and it showed a 

robust performance in that the neural network could predict the reaction heat 

generation rate very well. 

Nonlinear modelling of the multilayer perceptron networks was applied to the 

prediction of polymer viscosity from real plant data by (Lightbody et al., 1994). In 

addition, some contributions that have aimed to minimize batch time by maximizing 

monomer conversion in order to save time can be found in literature as well. For 

example, a model based control scheme for batch time minimization was proposed in 

(Finkler et al., 2013). 

2.4  Control of a polymerization process  

Strong interactions between process variables, strong nonlinear behaviour, long and 

frequent time delays, unanticipated changes in process characteristics, and inequality 

constraints on process variables are all process control problems that can be handled 

by applying advanced control techniques (Seborg et al., 2004). 

Control of polymerization reactors has become one of the most challenging issues in 

control engineering, as such a process is characterized by highly exothermal reactions 

with complex nonlinear dynamics and exact temperature control is often required. Also, 

there is a lack of online measurement of important variables such as heat transfer 

coefficient and reaction heat. Many articles have been published in the area of 

polymerization reactor control. 

The PID controller was an early approach used to perform the desired control target 

for chemical processes because of its remarkable efficiency and the fact that it requires 
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minimal process knowledge for its design (Richards and Congalidis, 2006). However, 

chemical processes usually show a large time constant and time varying dynamics, and 

sometimes it is necessary to track complex set-point trajectories. Under these situations, 

the standard PID controller might not achieve the required performance (Flores-

Cerrillo and MacGregor, 2005, Shamekh and Lennox, 2010). 

Cascade control is commonly used in industrial polymerization reactors, especially 

when there is nonlinear system behaviour. It consists of a master controller for the 

reactor temperature and an underlying slave controller for the cooling circuit. Cascade 

control provides robust operation but often lacks in control performance concerning 

the required strict temperature tolerances (Seborg et al., 2004, Graichen et al., 2005, 

Richards and Congalidis, 2006). 

2.4.1 Feed-forward feedback control 

Feed-forward control has also been used widely in chemical processes, especially in 

polymerization reactors, because normal cascade control can be significantly 

improved by additional feed-forward control. (Graichen et al., 2006, Richards and 

Congalidis, 2006) simulated a cascade controlled reactor together with nominal feed-

forward control, showing that temperature error can be reduced significantly compared 

to when conventional cascade control is used without a feed-forward part. A 

combination of feed-forward and feedback control results in a better approach, since 

feedback control provides the necessary compensation for the effect of model 

mismatch and feed-forward control reduces the effect of measured disturbances 

(Richards and Congalidis, 2006).   

A fuzzy logic model supervised artificial neural network feed-forward PI feedback 

control strategy was developed by (Huafang et al., 1995). This strategy was applied to 

a batch polymerization reactor. The ANN part consisted of inverse back propagation 

and a recurrent network to calculate the feed-forward signal and to estimate heat 
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reaction respectively, and the fuzzy part supervised the final feed-forward output to 

enhance the reliability of the ANN. 

2.4.2 Model predictive control 

One of the most successful control techniques for industrial applications is model 

predictive control (MPC). Most studies to date have considered model predictive 

control for the control of polymerization reactors (Bequette, 2003). The main reasons 

for the popularity of predictive control strategies is that they allow the controller to 

deal with the exact model of real process dynamics, implying much better control 

quality. The presence of constraints is the feature that most clearly distinguishes MPC 

from other process control techniques, leading to tighter control and a more reliable 

controller. Furthermore, MPC considers plant behaviour in the future. Thus, the effect 

of both feed-forward and feedback disturbances can be anticipated and eliminated, 

which permit the controller to drive the process output more closely to the reference 

trajectory (Jalili-Kharaajoo and Araabi, 2003, Jalili-Kharaajoo and Araabi, 2011).  

Predictive controllers are used in many areas where high quality control is required 

(Qin and Badgwell, 2003). Model based predictive control (MPC) refers to a class of 

control algorithms which are based on a process model. MPC can be applied to such 

systems with multivariable, non-minimum phase, open loop unstable, and nonlinear, 

as well as systems with a long time delay. Constrained model predictive control 

becomes the standard algorithm for advanced control in process industries.  

There are several versions of MPC techniques, including model algorithmic control 

(MAC) (Richalet et al., 1978), dynamic matrix control (DMC) (Cutler and Ramaker, 

1980), and internal model control (IMC) (Garcia and Morari, 1985). Although the 

above techniques differ from each other in some details, they are fundamentally the 

same; all of them are based on linear process modelling. If the nonlinear model is 
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available, the computational requirements are expected to be very high (Garcia et al., 

1989), especially for nonlinear MIMO processes.  

The theory behind MPC can be summarized as follows: 

The future outputs for a determined horizon N, called the prediction horizon, are 

predicted at each instant time 𝑡 using the process model. These predicted outputs 

𝑦(𝑡 + 𝑘), 𝑘 = 1……𝑁 depend on the known values up to instant 𝑡 (past input and 

outputs) and on the future control signals 𝑢(𝑡 + 𝑘), 𝑘 = 0… . . 𝑁 − 1, which are 

those to be sent to the system and to be calculated (Wang, 2009, Robert Haber, 

2011). 

The set of future control signals are calculated by optimising a determined criterion in 

order to keep the process as close as possible to a reference set point. This criterion 

usually takes the form of a quadratic function of the errors between the predicted 

output signal and predicted reference trajectory. The control effort is included in 

objective function in most cases.  

The control signal 𝑢(𝑡) is sent to the process while the next control signals calculated 

are rejected, because at the next sampling instant 𝑦(𝑡 + 1) is already known and the 

calculations are repeated, yielding a new control and new predicted state path. The 

prediction horizon keeps being shifted forward and for this reason MPC is also called 

receding horizon control (Camacho and Alba, 2013). Figure 2.1 presents the strategy 

of MPC. 

u(t)

y(t)

u(t+K)

y(t+K)

N

t-1 t t+K
…... …...

Figure 2.1. MPC strategy 
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The structure of a typical MPC system is shown in Figure 2.2. In brief, the theory 

behind it is that the process model is used to generate a prediction of future subsystem 

behaviour. In each time step, past measurements and inputs are used to estimate the 

current state of the system. An optimal control problem is solved over a finite future 

horizon of time steps. Only the first input move is injected into the model. In the 

subsequent time step, the system state is re-estimated using new measurements, and 

then the optimization is repeated, as demonstrated in Figure 2.3 (Venkat, 2006). 

As mentioned before, predictive control considers future reference and/or measurable 

or observable disturbance and predicted the output signal sequences, unlike non-

predictive control (like PI(D) control) which works with current and through the 

internal memory, as well as with past values (Robert Haber, 2011). 

+
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Future error

Past input and 

output
Reactor Model

Optimizer 
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Reference 

trajectory

Predicted output

Future input

Figure 2.2. Typical structure of MPC 
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Time =t(k)
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Implement best current control action
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Process model=

Current and future

 Control action

 disturbance

Future 

process 

output

Figure 2.3. Model predictive control scheme 

Model predictive control based on identification is widely used as an alternative to 

nonlinear predictive control, since the dynamic behaviour of a polymerization reactor 

is inherently nonlinear. NMPC shows good performance despite the fact that it is quite 

complicated to design the NMPC (Cervantes et al., 2003). 

Some examples from literature of MPC based identification will now be discussed. 

Takagi-Sugeno (TS) fuzzy models are particularly suitable for application with an 

MPC algorithm. These models can be utilized in different MPC algorithms. Fuzzy 

models are directly used to formulate the optimization problem but lead to nonlinear 

formulation. Another kind of model for predictive control is fuzzy DMC (FDMC). In 

a simulation and/or experiment, DMC can be modified in an easy way using the fuzzy 

approach, offering better control performance (Marusak, 2009). 
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Neural Network Model Predictive Control (NNMPC) is another typical and 

straightforward application of neural networks to nonlinear control. When a neural 

network is combined with the MPC approach, it is used as a forward process model 

for the prediction of process output (Vasičkaninová and Bakošová, 2009). NNMPC is 

one of the most successful methods used to control nonlinear process systems. 

(Bahman ZareNezhad and Aminian, 2011) have proven that the developed NNMPC 

structure has the ability to track set-point changes in process output and the disturbance 

rejection. The main objectives of a predictive control strategy using neural predictors 

is to estimate the future output of the plant and to minimize the cost function based on 

the error between the predicted output of the processes and the reference trajectory 

(Jalili-Kharaajoo and Araabi, 2011). 

The NN-MPC structure consists of three components in addition to the plant: a neural 

network model, an optimizer used as controller, and a filter for a selected time horizon. 

The controller optimizes the plant input by using the neural network model to calculate 

controller moves and predicting plant output. The neural network model is trained to 

predict the plant output for use in optimisation (Sakata et al., 2009). 

A model is used to predict future plant outputs, based on past and current values of the 

plant input and output and the proposed optimal future control actions. These actions 

are calculated by the optimizer, taking into account the cost function, as well as 

constraints. The process model plays, in consequence, a decisive role in the controller. 

The chosen model must be capable of capturing the process dynamic so as to precisely 

predict future outputs, as well as being simple enough to implement and understand. 

Model predictive control based on an adaptive PLRBF model was applied by (Yu and 

Yu, 2003) to a laboratory-scaled three input three-output chemical reactor. The PLRBF 

used much less hidden layer nodes while predicting much more accurately than a 

standard RBF network when used to model multivariable real processes. 
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(Pottmann and Seborg, 1997, Haichen and Zhijun, 2006) applied model predictive 

control based on an RBF neural network, first using RBF to model a nonlinear system 

using the Least Squares and stepwise estimation methods and using the model to train 

the RBF network. 

An on-line optimization of semi-batch reaction systems through MPC in combination 

with state estimation can be found in (Helbig et al., 1998). Also, in (Helbig et al., 1996), 

a nonlinear model predictive control in combination with an extended Kalman filter 

was applied. The MPC was used to track the set-point and the extended Kalman filter 

was used to estimate certain parameters, such as heat transfer coefficient and reaction 

heat. 

In (Bhat and Banavar, 1998), the controller design methodology was based on process 

inverse dynamics modelling. The learning database for the controller training was 

generated in an open-loop fashion and training of the network was carried out off-line 

by considering the future plant outputs as the reference set points. 

A nonlinear adaptive controller consisting of a nonlinear controller based on 

differential geometric concepts, combined with an extended Kalman filter for on-line 

estimation and control was applied by (Clarke-Pringle and MacGregor, 1997). This 

was compared with a conventional PID controller and feed-forward feedback 

controller.  

An inverse neural network in a hybrid scheme used to model and control the semi-

batch polymerization process can be found in (Ng and Hussain, 2004). A more robust 

model predictive control was proposed in (Lucia et al., 2012). 

Predictive control based on neural networks of the chemical process was applied by 

(Haichen and Zhijun, 2006). The predictive model was constructed by using a feed-

forward neural network in the algorithm. The Levenberg-Marquardt was incorporated 

into the back-propagation algorithm for training the neural network off-line and 
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modifying the predictive model online. This scheme was applied to control a CSTR 

reactor and the results showed a good match between the process model and neural 

network model. In addition, the controller was able to force the process output to 

follow the target values. 

2.4.3 MPC based Volterra model 

In addition to the above mentioned MPC based on RBF neural networks, several 

studies have proposed predictive control based on the second-order Volterra series 

model. The Volterra series is an important model used in the design of nonlinear MPC. 

The model parameters can be obtained from either Carleman linearization of a 

nonlinear fundamental mode or input-output data when the fundamental is not 

available (Yingnong et al., 2000).  

A model predictive control algorithm based on the second order Volterra model was 

investigated by (Maner and Doyle, 1997), who presented simulation results for the 

control of two isothermal continuous stirred tank reactors. The responses of both 

reactors controlled with a linear MPC scheme and the second order Volterra MPC 

scheme were compared to a desired linear reference trajectory. In the majority of cases 

examined, the response obtained by the Volterra controller followed the reference 

trajectory more closely. 

(Medina-Ramos and Nieto-Chaupis, 2010) proposed a strategy of control based on a 

nonlinear model predictive control (NMPC) for nonlinear systems, together with a 

respective technique of system identification using the Volterra model where its 

respective kernels were projected onto orthogonal basis functions. The performance of 

the proposed scheme showed efficient results. 

A nonlinear model-predictive control scheme based on the autoregressive-plus 

Volterra model was employed by (Maner and Doyle, 1997). This scheme showed how 
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the Volterra model was straight forward for identification. One of the main advantages 

of using this scheme is that global stability conditions are available for the model. 

(Dorado and Bordons, 2005) applied model predictive control based on the Volterra 

model to a CSTR reactor. Efficient results were obtained for the optimization problem 

when the Volterra model was compared with the NLP technique. 

An NMPC strategy based on a second-order Volterra series model was applied to 

greenhouse temperature control by (Gruber et al., 2011). The strategy was used to 

approximate the nonlinear process and then the model was applied to the controller as 

a reference trajectory to eliminate the disturbance effect. 

2.5  Estimation of parameters   

When parameters of a dynamic model are efficiently estimated using input-output data, 

the quality of the model is improved. It is, therefore, very important for modellers of 

chemical engineering processes to have access to efficient parameter estimation 

algorithms, since this will eventually lead to better product quality and safer processes 

(Varziri, 2008).  

The Kalman filter has been extensively used for state estimation of dynamic systems. 

The development of a Kalman filter for state and parameter estimation of a 

biotechnical process was discussed by (Bellgardt et al., 1986). However, several 

studies have shown the inadequacy of these methods for highly non-linear processes, 

such as (Soroush, 1997), because these methods use linear approximation of the 

nonlinear process model. 

An extended Kalman filter and nonlinear dynamic parameter estimation were surveyed 

to estimate key kinetic parameters of a continuous polymerization process by (Sirohi 

and Choi, 1996). Parameter estimation using an extended Kalman filter has been 

shown to perform robustly, even in the presence of substantial measurement noise 

because of greater flexibility in tuning parameters, while parameter estimator based on 
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nonlinear programming techniques (nonlinear dynamic parameter estimator) has 

stronger sensitivity to measurement noise due to a lack of sufficient tuning parameters.  

(Wang et al., 1993) proposed an adaptive control of input/output linearizable systems, 

together with an extended Kalman filter (EKF). An EKF of continuous-discrete form 

was employed on-line to offer estimates of state variables and it was shown that an 

observer is often necessary for reconstruction of missing states in the implementation 

of a nonlinear controller. 

2.6  Existing research on the Chylla-Haase reactor  

The Chylla–Haase polymerization reactor is widely accepted as a benchmark process 

for the evaluation of control strategies for batch reactors. Many researchers have paid 

attention to the Chylla-Haase reactor’s problems and have applied a wide range of 

control methods to the reactor. Some of the control methods that have been 

implemented are as follows: 

 PID control: standard PID has already been employed in this kind of reactor to 

maintain the desired reaction temperature throughout the batch, although the 

nonlinear kinetics provide a challenge for replacement of the PID with a more 

advanced method (Chylla and Haase, 1993). 

 PI cascade control: provides robust operation but often lacks in the area of 

control performance because of strict temperature requirement (Graichen et al., 

2005).  

 The extension of a conventional cascade control using a feed-forward has been 

proposed by (Graichen et al., 2005, Graichen et al., 2006). Improvement of 

performance control has been proven compared with standard cascade 

feedback control. It has also been proven that the reaction heat is estimated 

without a time delay. 
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 Adaptive exact linearization control (AELC) has been applied to the Chylla-

Haase reactor using a Sigma-Point Kalman Filter (SPKF) by (Beyer et al., 

2008), which has shown that the SPKF provides accurate estimates of internal 

reactor variables, which are essential for the performance of the applied control 

concept with the reactor. 

 Analysis and nonlinear model predictive control of the Chylla-Haase reactor 

has been carried out by (Helbig et al., 1996), combining MPC and EKF to 

replace the cascade controller. It has been shown that the control strategy is 

robust against uncertainties and batch-to-batch variations.    

 (Clarke-Pringle and MacGregor, 1997) have proposed nonlinear adaptive 

control for the Chylla-Haase reactor. A nonlinear controller has been designed 

based on differential geometric control theory and the control formulation has 

involved identifying the time varying factor, such as the heat transfer 

coefficient using EKF, where the uncertainty has been assumed to be a random 

signal.  

 Usually the Chylla-Haase reactor is controlled by cascade control, but a new 

scheme proposed by (Finkler et al., 2012) aims to control and reduce the batch 

time of the process. The idea behind this scheme is to add a PI controller to the 

original cascade controller. This PI controller manipulates the monomer inlet 

flow in order to keep the cooling usage at a pre-established optimal level and 

using a NMPC scheme as the reference solution. Simulation results show that 

the proposed scheme is able to robustly operate the process.  

 (Bhat and Banavar, 1998) have presented a controller design methodology 

based on process inverse dynamics modelling using a neural network. The 

neural network generates plant input by using past information of the system 

states. In other words, the neural network is trained to model the inverse 
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dynamics of the Chylla-Haase reactor to generate the control variable 𝐶 which 

is the manipulated variable in the next sample time. 

 Active disturbance rejection control (ADRC) has been propose by (Li et al., 

2014). The central idea of ADRC is to treat the collective effect of internal and 

external uncertainties as the total disturbance in the input channel. An extended 

state observer (ESO) is then used to estimate and cancel this total disturbance, 

thus reducing the plant to a cascade integral form that can be easily controlled 

by a proportional−derivative (PD) controller. 

 A multi stage nonlinear model predictive control has been presented by (Lucia 

et al., 2012). The idea behind this work is that the uncertainty is modelled by a 

tree of discrete scenarios and feedback information is taken into account by 

assuming that new information about the true state of the plant will become 

available at each sampling instant, and that the future control inputs can be 

adapted to the evolution of the uncertainties and hence, the error is largely 

reduced. 

 Design of a self-tuning regulator for the Chylla-Haase reactor has been 

proposed by (Vasanthi et al., 2012). An unscented Kalman filter (UKF) has 

been used to estimate the reaction heat and heat transfer coefficient, which is 

used to calculate a trajectory for the cooling jacket temperature in order to 

follow a reactor temperature set-point. The robustness of this work has been 

proven by a comparison with a conventional cascade control. It has been found 

that the performance of the self-tuning cascade control is very good.  

 (Vasanthi et al., 2011) have estimated the reaction heat as well as the heat 

transfer coefficient in the energy balance by using an artificial neural network.  

A self-tuning cascade control concept design calculates a trajectory for the 
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cooling jacket temperature in order to follow a predefined trajectory of the 

reactor temperature.  

2.7  Summary  

This chapter has reviewed previous work in the area of polymerization reactor 

modelling and control, neural network control theory, MPC control theory and 

estimation of nonlinear process parameters. Many different methods of dynamic 

polymerization reactor modelling have been reviewed, providing the fundamental 

knowledge for the new development for the semi-batch reactors. 

The semi-batch polymerization process reported by (Chylla and Haase, 1993) and the 

corrected model given by (Graichen et al., 2006) have been simulated to show the 

efficiency of the modelling and control method proposed in this work. To control the 

polymerization process tight temperature control is required and due to the presence 

of time dependent parameters the adaptive control technique is necessary. Hence, 

online adaptive control is attempted in this work. The subsequent chapter describes the 

dynamic behaviour of the polymerization process and develops ordinary differential 

equation models using Matlab/Simulink. 
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Chapter 3 Chylla-Haase Dynamics and Simulation 

In the last 20 years, polymer manufacturers have been working to improve the 

quality of their products and the efficiency of their operation to improve their ability 

to characterize the chemical products, to quantitatively understand the influence of the 

reaction conditions on the polymer produced and to develop more effective reactors. 

These efforts have required a much better understanding of polymerization kinetics 

and optimum recipes.  

The process for this research work is a polymerization process, which is a 

benchmark problem, described by (Chylla and Haase, 1993) . This process is a 

multiproduct, semi batch polymerization reactor. Many complications, nonlinearities 

and constraints that exist transform the control problem into a challenging one. 

Industrial chemical reactor is a complex device in which heat transfer, mass transfer, 

diffusion and friction may occur along with chemical reaction and it must be safe and 

controllable.  

In order to control such a process and get optimum recipes, a mathematical 

description of the process is needed. A chemical process can mathematically be 

described by heat and mass balances, resulting in a differential-algebraic equation 

(DAE) system. For this, a description of the process and mathematical model is 

followed in next section. (Nyström, 2007). 

Nowadays simulations have big advantages with the increasing computation power 

and speed of the computers followed by the decreasing costs. The simulation process 

usually starts with the modelling of the system and the result of the modelling is the 

mathematical model of the system, which describes the most important variables and 

relations between them (Vojtesek and Dostal, 2009). The mathematical model of the 

examined Chylla-Haase reactor is described by the set of five nonlinear differential 
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equations and set of algebraic equation and it has been derived by (Chylla and Haase, 

1993)  and corrected by (Graichen et al., 2006). 

3.1 Process Description  

The industrial polymerization reactor proposed by Chylla-Haase consists of a 

stirred tank reactor with a working volume of 30 gallon, and is used to make specialty 

emulsion polymer in the process. The cooling jacket and cooling recirculation are with 

volume of 5.7 gallons. A common strategy is shown in Figure 3.1.  
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Figure 3.1 Chylla-Haase schematic  

The polymerization process is simulated for a product which comprises a specific 

recipe  which is given below. 

The recipe for each batch of a specific polymer consists of a heating phase from 0 to 

1800 s, a feed phase from 1800 to 6000 s, for product A 

 Initial charges of polymer, monomer and water are placed into the reactor at 

ambient temperature 𝑇𝑎𝑚𝑏. 

 The temperature of the initial charge is raised to the reaction temperature set 

point 𝑇𝑠𝑒𝑡. at 1800 s. 

 After 1800 s, monomer is fed into the reactor at 0.0075 kg/s until 6000 s. 
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 After the feed addition has stopped, the temperature of the reaction is held at 

its set point value 𝑇𝑠𝑒𝑡. 

For the recipe B: 

The recipe for each batch of a specific polymer consists of a heating phase from 0 to 

1800 s, a feed phase from 1800 to 9600 s, 

 Initial charges of polymer, monomer and water are placed into the reactor at 

ambient temperature 𝑇𝑎𝑚𝑏. 

 The temperature of the initial charge is raised to the reaction temperature set 

point T set at 1800 s. 

 During the feed phase from 1800s to 5400s and from 7200s to 9600s feed pure 

monomer into the reactor at 6.048 x 10-3 Kg/s. 

  After the first and second feed addition period is complete, hold at reaction 

temperature at T set = 353.160 K from 5400s to 7200s and 9600s to 12000s. 

The temperature of the reactor is often ramped up from the ambient reactor charge 

conditions to a temperature where the reaction begins to take off. The heat released 

through the reaction must be removed by circulating cold water through the jacket, 

where both hot and cold jacket steam are available. When the jacket temperature 

controller output is between 0 and 50%, the valve is opened and cold water is inserted, 

and when the jacket controller output is between 50% and 100%, the valve is opened 

and steam is inserted (Helbig et al., 1996, Vasanthi et al., 2012). 

This process includes five batches, between batches the product is removed but the 

reactor is not cleaned. Therefore, the heat transfer ability of the system is much lower 

in the fifth batch, compared to the first batch. After five batches, the polymer builds 

up on the reactor walls, which impede heat transfer. 
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3.2  Mathematical Model 

Mathematical models of chemical and polymer processes can be very complex due 

to their typical characteristics including non-linearity, stochastic behaviour, time 

variation and also chemical reaction. Using the mathematical model to represent the 

real process allows the model user to study and understand the relationships between 

the elements of the system without having to manipulate the actual system. Thus, use 

of a model to investigate the working of a process, certainly give many advantages 

rather than using the real process. 

The reactor simulation model used here has been developed using 

MATLAB/SIMULINK. The dynamic model of the reactor is defined by material 

balances (3.1) and (3.2) for the monomer mass 𝑚𝑀(𝑡) and the polymer mass 𝑚𝑃(𝑡). 

𝑑𝑚𝑀

𝑑𝑡
= 𝑚̇𝑀

𝑖𝑛 − 𝑅𝑝                                                       (3.1)      

𝑑𝑚𝑃

𝑑𝑡
= 𝑅𝑝                                                          (3.2)                                                           

Where 𝑚̇𝑀
𝑖𝑛  is monomer feed rate and 𝑅𝑝 is the rate of polymerization. 

Usually the reaction rate is a function of temperature and represented by equation (3.3) 

and (3.4). 

𝑅𝑝 = 𝑖 ∗ 𝑘 ∗ 𝑚𝑀                                                          (3.3) 

𝐾 = 𝐾0𝑒
−𝐸

𝑅𝑇⁄ (𝐾1𝜇)𝐾2                                   (3.4) 

Where 𝐾  is the reaction rate, 𝐾0  exponential factor, 𝐸  the activation energy, 𝑅  the 

ideal gas constant (8.314 𝐾𝐽/𝐾𝑚𝑜𝑙𝐾), 𝑇 the absolute temperature scale.  

The energy balance (3.5) with the reactor temperature )(tT .  

𝑑𝑇

𝑑𝑡
=

1

∑ 𝑚𝑖𝐶𝑝,𝑖𝑖
[𝑚̇𝑀

𝑖𝑛𝐶𝑝,𝑀(𝑇𝑎𝑚𝑏 − 𝑇) − 𝑈𝐴(𝑇 − 𝑇𝑗) − (𝑈𝐴)𝑙𝑜𝑠𝑠(𝑇 − 𝑇𝑎𝑚𝑏) +

𝑄𝑟𝑒𝑎]   (3.5) 

(𝑖 = 𝑀, 𝑃,𝑊). 
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The terms on the right hand side account for the heat of the feed mixture, heat 

transfer through the jacket, heat loss to the environment and heat generation due to 

reaction, respectively. 

 For the definition of all variables and physical parameters, see the notation, Table 3.2 

and the nomenclature in the appendix A. 

The energy balances of the cooling jacket and the recirculation loop with the outlet 

and inlet temperatures 
out

j

in

j TT & of the coolant C are shown in 3.6 and 3.7. 

  )())((
1

1,
,

j
out
j

in
jcpc

cpc

out
j

TTUATtTCm
Cmdt

dT
   

(3.6) 

 

 

p

p

p

in
j

out
jout

j

in
j cKTtT

tT
dt

dT









)()(
)(

2
2

  

(3.7) 

 

The viscosity of the reactor contents is given in (3.8) as a function of both mass 

function in the reacting mixture and its temperature. 

 )3
0(2

1
0 10*

c
T

a
c

fc
ec


  

  (3.8) 

 

The solid mass fraction 𝑓  is readily calculated by (3.9). 

𝑓 =
𝑚𝑝

𝑚𝑀+𝑚𝑝+𝑚𝑤
                                                        (3.9) 

The jacket heat transfer area can be calculated by the following equation: 

𝐴 = (
𝑚𝑀

𝜌𝑀
+

𝑚𝑝

𝜌𝑃
+

𝑚𝑤

𝜌𝑊
)

𝑃

𝐵1
+ 𝐵2                                 (3.10) 

The reactor-side film heat transfer coefficient is given in (3.11) as a function of wall 

viscosity. 

 )3
0(2

1
0 10*

c
wallT

a
c

fc
wall ec



  

(3.11) 

 

The wall viscosity, 𝜇𝑤𝑎𝑙𝑙 , is determined by (3.8) evaluated at the wall temperature 

𝑇𝑤𝑎𝑙𝑙  which is simply the mathematics mean of reactor and jacket temperature 



32 
 

2

+
=

j
wall

TT
T . The overall heat transfer coefficient, 𝑈, is calculated by using the 

simplified equation (3.12). 

 11

1

 


f
hh

U              with wd
edh

1
0=  (3.12) 

 

During successive batches of the same product, ℎ𝑓
−1

 should change as shown in Table 

3.1. 

TABLE 3.1. Reactor fouling factor 

Batch 1 2 3 4 5 

ℎ𝑓
−1   0.0 0.176 0.352 0.528 0.704m2K kw−1 

Table 3.2 lists the variables and parameters of the polymerization reactor model. The 

parameter values of the model and the polymer are listed in Table 3.3. 

TABLE 3.2. Notation of the Chylla-Haase reactor 

in
Mm  

Monomer feed rate [kg/s] 

pa RHQ Re  Reaction heat [kw] 

pR  Rate of polymerization [kg/s] 

H  Reaction enthalpy [kj/kg] 

U  Overall heat transfer coefficient [kw/𝑚2k] 

A  Jacket heat transfer area [𝑚2] 

lossUA)(  
Heat loss coefficient [kw/k] 

ppcpMp CCC ,,, ,,  Specific heat at constant pressure [KJ/kgk] 

21,  Transport delay in jacket and recirculation  

loop [s] 

2

out
j

in
j

j
TT

T


  

Average cooling jacket temperature [k] 

)(cK p  Heating/cooling function [k] 

p  Heating/cooling time constant [s] 
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The heating/cooling function 𝐾𝑝(𝑐) is defined by (3.13) and is a function of the valve 

position )(tC , the input function 𝐾𝑝(𝑐)is a function depending on whether the reactor 

is cooled or heated. (Chylla and Haase, 1993, Beyer et al., 2008). 
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c
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Various disturbances and uncertainties are specified in order to model the following 

practical problems with the control of polymerization reactors. The main uncertainties 

and disturbances that effect the process are summarized in four variables, the impurity 

factor 𝑖, the fouling factor 1 hf
⁄ , the ambient temperature Tamb and time delay. The 

impurity factor 𝑖 varies from 0.8 to 1.2 and describes the fluctuations in the reaction 

rate caused by impurities in the row materials. It is constant during one batch, but it 

changes randomly from batch to batch. The fouling factor 1 ℎ𝑓
⁄  is as described in table 

3.1. (Chylla and Haase, 1993, Graichen et al., 2006, Vasanthi et al., 2012).  

 The ambient temperature that affects the monomer inlet feed and the initial conditions 

is different during summer and winter, for which more details are given in Table 3.3. 

The delay times 𝜃1 and 𝜃2 of the cooling jacket and the recirculation loop may vary 

by ±25% compared to the nominal values in Table 3.3. 

3.3  Matlab Simulink Model Development 

Simulink is a part of Matlab that can be used to simulate dynamic systems and to 

facilitate model definition. In this section, model are created and developed according 

to the mathematical model equation (3.1)-(3.13). 

The Simulink model of the process consists of four sub-models, material balances, 

recirculation loop, jacket and the actual temperature as shown in Figure 3.2 below.  
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Figure 3.2 Chylla-Haase Simulink System  

Based on the mathematical model described in previous section Figure 3.3 represents 

equation (3.1)-(3.4), (Material balance). The solution can be performed in SIMULINK, 

and the corresponding simulation diagram is:  

 

 

Figure 3.3 Simulink block diagram of material balance 

Starting with initial conditions shown in table 3.3 (set up through the ‘integrator’ 

block), Embedded Matlab Function has been set to solve the empirical relation for the 

polymerization rate 𝑅𝑃 and other algebraic equations. 
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Figure 3.4 shows the simulation model for equations (3.6),(3.7), and (3.13). Which 

describes the energy balance for Jacket temperature and heating/cooling function 

𝐾𝑝(𝑐) for reactor valve position. All the variables are named and sent to the MATLAB 

workspace.  

 

Figure 3.4 Simulink block diagram of jacket and recirculation loop 

Figure 3.5 presents algebraic equations (3.8), (3.11), (3.12), it has been set to 

embedded Matlab function and when the system runs these equations are 

simultaneously solved.  

Figure 3.5 Overall heat transfer coefficient and Jacket heat transfer area 
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All previous blocks set in subsystem as shown in Figure 3.6.

 

Figure 3.6 Subsystem of Reactor temperature  

The reaction temperature is the main factor which affects the rate of the polymerization 

process and it has been chosen as the control variable. The considered state variables 

are the monomer, polymer and jacket temperature, and the manipulated variable is the 

valve position. The subsystem of the Chylla-Haase reactor model with two inputs and 

one output as going to be considered in this study multi-input/single output (MI/SO) 

presented in Figure 3.7. All optimum values of these variables have been calculated 

from model equations using a simulation program (MATLAB). When simulations are 

preformed, the equations in the embedded function are solved simultaneously with 

other blocks in the block diagram.  

 

Figure 3.7 Reactor System 
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3.3.1 Open loop response of polymerization process for polymer A. 

Open-loop responses show the process characteristics visually. The data shown in 

this section is based on product A (Table 3.3). To generate the open-loop (uncontrolled) 

response, a fully open valve has been set up in order to heat the reactor before the feed 

of monomer. Reactor temperature goes beyond the set-point as its expected because 

full steam is inserted. At the initial stage, the reactor temperature reaches its 450𝐾 

when the valve is fully open. The reactor temperature keeps increasing until monomer 

feed stops even without an external heat supply, at the moment when monomer stop 

the temperature drops down (Figure 3.8, 3.9).  

Figure 3.9 shows monomer feed versus time, it can be seen the effect of the monomer 

towards the temperature. The fast monomer conversion also causes the fast viscosity 

increase shown in Figure 3.10. At the end of the monomer feed period (time point at 

6000 Sec), the viscosity has been increased which effect the heat transfer between the 

reactor and its contents. 

 

Figure 3.8 Open loop response of reactor temperature  
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Figure 3.9 Monomer feed rate 

 

Figure 3.10 Monomer feed effects on viscosity and overall heat transfer coefficients  

The opposite behaviour of the overall heat transfer coefficient presented in Figure 3.10. 

Since the overall heat transfer coefficient directly affects the amount of heat transferred 

from reactor to jacket, its behaviour simply indicates the nonlinearity of the process 

gain. Due to nonlinearity of reaction kinetics, the heat transfer coefficient sharply 

decreases during a batch as the viscosity builds at the reactor wall. 

Polymer mass also increases nearly linearly during the feed phases of monomer and 

remains nearly constant during feed stop. This is called standstill reaction as shown in 

Figure 3.11 and monomer mass shown in Figure 3.12. Here the reactor must be cooled 
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down since the reaction release energy. This loss of energy to the environment must 

be replaced through a heating phase to keep the reactor temperature on the prescribed 

reaction temperature set-point. 

 

 

Figure 3.11 The change of Polymer mass 

 

Figure 3.12 The change of Monomer mass 

Furthermore, the fouling factor 1/ℎ𝑓 increases from batch to batch, causing a decrease 

in overall heat transfer coefficient, as shown below in Figure 3.13. The blue line shows 
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that the fouling factor is equal to zero and the red line shows that the fouling factor is 

0.704 𝑚2𝐾 𝑘𝑊−1 (fifth batch). 

 

Figure 3.13 The effect of the fouling factor on overall heat. 

Reactor temperature affected by fouling factor (batch 1 and batch 5) presented in 

Figure 3.14 below. 

 

Figure 3.14 The effect of the fouling factor on reactor temperature 

The ambient temperature (𝑇𝑎𝑚𝑏) is different during summer (305.382K) and winter 

(280.382K); this affects the initial condition of 𝑇(0), 𝑇𝑗
𝑖𝑛 and Tj

out, as shown in Figure 

3.15. 
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Figure 3.15 Different reactor temperatures during summer and winter. 

3.3.2 Open loop response of polymerization process for polymer B 

For the recipe of product B, different parameters value, different rates and feed time 

as seen in Figure 3.16, 3.17. 

Feed monomer into the reactor at 0.00684 Kg/Sec for 3600 Sec. After the feed addition 

period is complete, hold at reaction temperature for 1800 Sec. Another feed of  

monomer is operated into the reactor at 0.00684 Kg/Sec for 2400 Sec. After the second 

feed addition period, hold at reaction temperature for 2700 Sec, as shown in figure 

3.17. 

The uncontrolled signal for the recipe B is shown in Figure 3.16 in different batches, 

and monomer feed rate is shown in Figure 3.17. These clearly show the effect of 

monomer on reactor temperature as when the monomer stops the temperature drop 

down and the other way around. 
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Figure 3.16 Open loop response of reactor temperature for different batches 

 

Figure 3.17 Monomer feed rate 

Figure 3.18, 3.19 shown polymer mass and monomer mass and it’s been discussed in 

details in previous section 3.3.1. 
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Figure 3.18 The change Polymer mass 

 

Figure 3.19 The change of Monomer mass 
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𝐾𝑊/𝑚−2𝐾−1 , as shown in figure 3.20, 3.21. This is necessary because the heat 

transfer coefficient between the wall and reactor falls to zero during product B, making 

it impossible to further control the reactor temperature.  

 

Figure 3.20 Overall heat transfer coefficient VS batch viscosity 

 

Figure 3.21 The effect of the fouling factor on overall heat. 

 

 Figure 3.22 presented the effect of the ambient temperature (𝑇𝑎𝑚𝑏) during summer 
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Figure 3.22 Different reactor temperatures during summer and winter. 

3.4 Summary  

The main objective of this chapter is to understand or improve chemical process 

operation which is a major objective for developing dynamic process model for the 

reactor. 

This part of work is focused primarily on the development of ordinary differential 

equation models that describe the dynamic behaviour of polymerization process by 

using Matlab/Simulink. 

The detailed description of the Chylla and Haase polymerization process, the recipe of 

polymer A and polymer B, the mass balance and energy balance equations are 

represented. Also the disturbance and uncertainties in the process is discussed in 

details. The use of Matlab and Simulink for modelling and analysis is demonstrated. 

Model is developed here to illustrate the behaviour of polymerization process and 

Matlab used to investigate input/output control pairing in order to identify fundamental 

nature of the solution polymerization control problem and to determine the best control 

system structure. In the following chapter, the control design of conventional control 

and linear model predictive control LMPC of polymerization reactor will be discussed. 
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TABLE 3.3 

Parameter values of Chylla-Haase reactor 

Symbol                     Unit                 Value of polymer A                       Value of polymer B 

𝒎𝑴, 𝟎                           Kg                                0                                                          0 

𝒎𝒑, 𝟎                            Kg                                11.227                                                 11.010 

𝒎𝒘                                    Kg                                42.750                                                42.010 

𝝆𝒎                                 Kg 𝒎−𝟑                       900.0                                                  900.0 

𝝆𝒑                                 Kg 𝒎−𝟑                        1040.0                                                1040.0 

𝝆𝒘                                 Kg 𝒎−𝟑                        1000.0                                               1000.0 

𝒄𝒑,𝑴                              KJ 𝑲𝒈−𝟏 𝑲−𝟏              1.675                                                  1.675 

𝒄𝒑,𝑷                               KJ 𝑲𝒈−𝟏 𝑲−𝟏               3.140                                                 3.140 

𝒄𝒑,𝑾                              KJ 𝑲𝒈−𝟏 𝑲−𝟏               4.187                                                 4.187 

𝒎𝒄                                  Kg                                 21.455                                              21.455 

𝒎𝒄̇                                   Kg 𝒔−𝟏                           0.9412                                             0.9412 

𝒄𝒑,𝒄                                 KJ 𝑲𝒈−𝟏 𝑲−𝟏               4.187                                                4.187 

𝒌𝟎                                   𝒔−𝟏                                 55                                                      20 

𝒌𝟏                                   m s 𝑲𝒈−𝟏                       1000                                                 1000                  

𝒌𝟐                                        -                                  0.4                                                    0.4 

E                                     KJ K𝒎𝒐𝒍−𝟏                  29560.89                                      29560.89 

𝒄𝟎                                    Kg 𝒎−𝟏𝒔−𝟏                   5.2× 𝟏𝟎−𝟓                                        3.2×

𝟏𝟎−𝟓 

𝒄𝟏                                         -                                 16.4                                                  19.1 

𝒄𝟐                                         -                                 2.3                                                    2.3 

𝒄𝟑                                         -                                 1.563                                                1.563 

𝒂𝟎                                         K                               555.556                                        555.556 

∆𝑯𝒑 

𝒅𝟎                                    KW 𝒎−𝟐𝑲−𝟏                0.814                                                0.814 

𝒅𝟏                                    m s 𝑲𝒈−𝟏                      -5.13                                                -5.13 

𝒎𝑴
𝒊𝒏,𝒎𝒂𝒙̇                            Kg 𝒔−𝟏                           7.560× 𝟏𝟎−𝟑                      6.048× 𝟏𝟎−𝟑 

[𝒕𝑴
𝒊𝒏, 𝟎, 𝒕𝑴

𝒊𝒏, 𝟏]                   min                                [30,100]                                         [30,90] 

[𝒕𝑴
𝒊𝒏, 𝟐, 𝒕𝑴

𝒊𝒏, 𝟑]                   min                                   -                                              [120,160] 

𝑻𝒔𝒆𝒕                                  K                                     355.382                                      353.160 

𝑷                                      𝒎                                    1.594 

𝑩𝟏                                    𝒎𝟐                                  0.193 

𝑩𝟐                                    𝒎𝟐                                  0.167 
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𝑹                                   KJ K𝒎𝒐𝒍−𝟏 𝑲−𝟏                                8.314 

𝑼𝑨𝑳𝒐𝒔𝒔                          KW 𝑲−𝟏                                             0.00567567 

𝝉𝒑                                  𝒔                                                         40.2 

𝜽𝟏                                  𝒔                                                         22.8 

𝜽𝟐                                  𝒔                                                         15 

𝒊                                    -                                                           [0.8:1.2] 

𝒉𝒇
−𝟏

                               𝒎𝟐 𝒌  𝒌𝑾−𝟏                             [0.00,0.176,0.352,0.528,0.704] 

𝑻𝑨𝒎𝒃                               𝑲                                              280.38 (winter), 305.38 (summer) 

𝑻𝒊𝒏𝒍𝒆𝒕                              𝑲                                               278.71 (winter), 294.26 (summer) 

𝑻𝒔𝒕𝒆𝒂𝒎                            𝑲                                                449.82 
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Chapter 4 Development of Primary Control Methods 

Its been mentioned before a very precise temperature control is required in order to 

guarantee that the final product has the desired quality. In the original paper in which 

this benchmark problem was presented (Chylla and Haase, 1993)   it was stated that 

the temperature must stay within a very tight tolerance range of ±0.6 K around the 

specified reaction temperature, 355.382 K for product A and 353.382 K for product B. 

From a practical point of view, such a tight tolerance may be questioned, though, e.g. 

because of the limited accuracy of the temperature sensors. The main challenge of this 

benchmark problem is to guarantee precise and robust temperature control under a 

variety of uncertainties and disturbances mentioned in chapter 3. 

4.1 PID Control 

The PID controller equation given in  (Ogata, 1997) has the following form: 

𝐺𝑐(𝑠) = 𝐾𝑝 +
𝐾𝑖

𝑠
+ 𝐾𝑑𝑠                                                     (4.1) 

Where, 𝐾𝑝 , 𝐾𝑖 and 𝐾𝑑  are proportional, integral and differential gains respectively.  

The common methods to tune the PID parameters are the Zigler and Nichols open–

loop and closed-loop methods (Ogata, 1997). Two methods were used to tune the PID 

parameters, but we haven’t got s-shape response as the same as closed loop we haven't 

got sustain oscillation response, also, the trial and error process unnecessary as recent 

MATLAB provides tools for automatically choosing optimal PID gains. The PID tuner 

provides a fast and widely applicable single-loop PID tuning method for the Simulink 

PID controller blocks. This method can tune PID parameters to achieve a robust design 

within the desired response time. PID self-tuning automatically computes a linear plant 

model from the Simulink model and designs an initial controller, computing PID 

parameters that robustly stabilize the system. After fine tuning, the PID controller that 

is used here is given in equation (4.2).  

𝐺𝑐(𝑠) = 65(1 + 1/0.0008𝑠 + 2500𝑠)    (4.2)  
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4.1.1 Response of the reactor with PID control for polymer A. 
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(c) Monomer feed rate 

 

(d) Error for different batches 

Figure 4.1 Simulation result for polymer A with PID control during winter 

Figures 4.1 (a) – (d) show the simulation results for the simulated polymerization 

reactor with Automatic PID Tuning control for batch 1 and 5 for winter season. Figure 

4.1 (a) shows the reactor temperature of both first and fifth batch during winter season 

settling at the desired set point of 355.382 K starting from the ambient temperature of 

280.382 K (winter). It can be seen in the first batch the temperature still within the 

tolerance range but in the fifth batch at 6000s when the monomer feeding stops, the 
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temperature goes slightly below the tolerance range which is not acceptable for such a 

high quality product. 

Figure 4.1 (b) shows the valve position of both first and fifth batch. The response 

shows that the valve position is not smooth especially during the initial time. Monomer 

is added at 1800s and when the monomer is stopped at 6000s as shown in Figure 4.1 

(c). Figure 4.1 (d) shows the error, which is the difference between the desired set 

temperature and the response from the simulated polymerization process. 

For summer season, Figure 4.2 (a)-(c) demonstrates the simulation result. It can be 

seen that the PID control still cannot guarantee keeping the reactor temperature within 

the tolerance range. 

 

(a) Temperature for different batches (Summer) 
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(b) Valve position for different batches 

 

 (c) Error for different batches 

Figure 4.2 Simulation result for polymer A with PID control during summer 

4.1.2 Response of the reactor with PID control for polymer B. 

The PID tuning parameter used for product B is demonstrated in equation (4.3). 
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temperature for winter and summer demonstrated in Figure 4.3 (a)-(d) and 4.4 

(a)-(c). 

For product B the heat transfer coefficient is limited to a minimum value of 0.2 

𝐾𝑊/𝑚−2𝐾−1,  because it is impossible to control the reactor temperature when the 

heat transfer between wall and reactor falls to zero. 

Figure 4.3 (a) shows the temperature during the fifth batch reach the lower bound, 

Figure 4.3 (b) presents the valve position, monomer add in and stop as seen in Figure 

4.3 (c) and finally Figure 4.3(d) present the error between the actual and desired 

temperature. 
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(b) Valve position for different batches, product B 

 

(c) Monomer feed rate, product B 
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(d) Error for different batches, product B 

Figure 4.3 Simulation result for polymer B with PID control during winter 

For summer season, Figure 4.4 (a)-(c) demonstrates the simulation result, the reactor 

temperature for first batch and fifth batch goes beyond from tolerance interval of 

(±0.6k)  
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(b) Valve position for different batches, product B 

 

(c) Error for different batches, product B 

Figure 4.4 Simulation result for polymer B with PID control during summer 
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order to heat the reactor which is in practice not reasonable and this is one of the main 

points to use advanced control.  

4.2 Cascade Control 

Cascade control is still by far one of the most popular solutions that are applied in the 

process industry nowadays, implemented to improve the disturbance rejection 

properties of the controlled system. The introduction and use of an additional sensor 

that allows for a separation of the fast and slow dynamics of the process, results in a 

nested loop configuration, as shown in Figure 4.5. The controller of the inner loop is 

called the secondary controller whereas the controllers of the outer loop as the primary 

controller, being the output of the primary loop the variable of interest. The basis 

behind this configuration is that the fast dynamics of the inner loop will provide faster 

disturbance reduction and minimize the possible effect disturbance before they affect 

the primary output. This set up involves two controllers. It is therefore needed to tune 

both PIDs.  

Cascade control is desired when single loop control does not provide satisfactory 

control performance and when a measured secondary variable is available. A potential 

secondary variable must satisfy three criteria. First, it must indicate the occurrence of 

an important disturbance; that is the secondary variable must respond in a predictable 

manner every time the disturbance occurs. Naturally, the disturbance must be 

important or there would be no reason to reduce its effect. Second, the secondary 

variable must be influenced by the manipulated variable this causal relationship is 

required so that a secondary feedback control loop functions properly. Finally, the 

dynamics between the final element and the secondary must be much faster than the 

dynamics between the secondary variable and the primary controlled variable so it is 

important to select the outer loop that are faster than the slave temperature controller 

on the jacket. Similarly, the jacket control loop should contain less dead time than its 
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master, which would usually difficult, one possible method of reducing the dead time 

of the jacket outlet to the jacket inlet. This usually is not recommended, because when 

this is done, the slave will do much less work because the nonlinear dynamics of the 

cascade slave loop is to move the measurement from the jacket have been transferred 

into the master loop. There are several advantages of cascade control, effectively 

accounts for external disturbances, reduces dead time in variable response, and 

compatible with other Control Systems, such as Feed-Back and Feed-Forward Control. 

Commonly used for chemical reactors is a PI cascade control structure, which provides 

a robust operation but often lacks in control performance. The cascaded control 

structure (CCs), which is illustrated by the block diagram in Figure 4.5, is configured 

such that the master controller in the outer loop is the primary controller that regulates 

the primary controlled variable (reactor temperature 𝑇) by setting the set-point of the 

inner loop. The slave controller in the inner loop is the secondary controller adjusts the 

valve position 𝐶  in order to control the mean jacket temperature𝑇𝑗  by the master 

controller. 

Chylla-Haase 

Reactor

Cooling 

Jacket

Slave 

Controller

Master 

Controller

Desired 

Reactor 

Temperature -

+

-

+ TjC

TjsetTset

Figure 4.5 Cascade control scheme for the polymerization reactor 

The process was simulated with the conventional PID cascade control structure and 

the performance of the control scheme for the reactor with Polymer A was obtained. 
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The sampling time for cascade controller is set to 1s. The deviations of the reactor 

temperature between 𝑇  and 𝑇𝑠𝑒𝑡  (desired reactor temperature) in this conventional 

cascade control scheme was due to the time delayed response of the slave controller to 

the respective set point adjusted by the master controller. 

4.2.1 Reactor performance with cascade control for polymer A 

The Figures 4.6 (a) – (c) show the simulation results for the simulated polymerization 

reactor with conventional cascade control for batch 1 and 5 for winter season. Figure 

4.6 (a) shows the reactor temperature of both first and fifth batch during winter season 

cannot keep settling at the desired set point of 355.382 K in the fifth batch due to the 

effect of fouling and impurity factors.  

Figure 4.6 (b) shows the valve position of both first and fifth batch. The response 

shows that the valve position is not smooth especially during the initial time, 

however its smoother than the PID controller. 

Figure 4.6 (c) shows the error, which is the difference between the desired set 

temperature and the response from the simulated polymerization process. 
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(b) Valve position for different batches, product A (Winter) 

 

(c) Error for different batches, product A 

Figure 4.6 Simulation result for polymer A with cascade controller during winter 

For the summer season 𝑇𝑎𝑚𝑏 and initial conditions of reactor changing Figure 4.7 (a)-

(c) demonstrate the impact on the reactor temperature during summer. Its clear that the 

cascade controller still has significant problems with temperature regulation at the end 

of the feed period (6000 sec).   
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(a) Temperature for different batches, product A (Summer) 

 

(b) Valve position for different batches, product A (summer) 
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(c) Error for different batches, product A (summer) 

Figure 4.7 Simulation result for polymer A with cascade control during summer 

4.2.2 Reactor performance with cascade control for polymer B 

 

(a) Temperature for different batches, product B (winter) 
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(b) Valve position for different batches, product B (winter) 

 

(c) Monomer feed rate, product B (winter) 
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(d) Error for different batches, product B (winter) 

Figure 4.8 Simulation result for polymer B with cascade control during winter 

The Figures 4.8 (a)-(d) show the simulation results for the simulated polymerization 

reactor for polymer B with conventional cascade control for batch 1 and 5, winter 

season. Figure 4.8 (a) shows the reactor temperature of both first and fifth batch during 

winter season settling at the desired set point of 353.160 K starting from the ambient 

temperature of 280.382 K. 

Figure 4.8 (b) shows the valve position of both first and fifth batch. The response 

shows that the valve position is not smooth especially during the initial time, the time 

when monomer is added at 1800 s, when the monomer is stopped at 5400s, during the 

second feed period when the monomer is added at 7200 s and when the monomer is 

stopped at 9600 s. Figure 4.8 (d) shows the error, which is the difference between the 

desired set temperature and the response from the simulated polymerization process.  

0 2000 4000 6000 8000 10000 12000
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

 E
rr

o
r 

(K
)

Time(Sec)

 

 
First batch

Fifth batch



65 
 

 

(a) Temperature for different batches, product B (summer) 

 

(b) Valve position for different batches, product B (summer) 
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(c) Error for different batches, product B (summer) 

Figure 4.9 Simulation result for polymer B with cascade control during summer 

The Figures 4.9(a)-(c) presented the outcome of the simulation for polymer B summer 

condition. As it can be seen from the plots in Figure 4.9, especially during monomer 

stops period, the temperature control is crucial, the proposed scheme follows the 

reference trajectory very closely until the point at which the monomer feed stop as 

shown in Figure 4.9(a). Figure 4.9(b) presents the valve position, first and fifth batch 

during summer and finally Figure 4.9(c) presents the error. 
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4.3 LQR Control 

Linear quadratic regulation LQR is an optimal control method. The theory of optimal 

control is concerned with operating a dynamic system at minimum cost. The case 

where the system dynamics are described by a set of linear differential equations and 

the cost is described by a quadratic function is called the LQ problem (Bequette, 2003).  

LQR control is calculated based on a linear model of the plant under control.  If the 

linear model represents plant exactly, then the controller is optimal. However, if there 

is a mismatch due to model inaccuracy (i.e. nonlinearity) then the resulting controller 

will degrade and the system may even become unstable. 

The mathematical model that describe the behaviour of chylla-haase are generally 

nonlinear, while commonly used control strategies are based on linear system theory, 

so its important to be able to linearize nonlinear model. The method that used here 

from linear model is based on Matlab/control tool box uses LTI (linear, time invariant) 

objects to represent dynamic models, these objects can be state space or transfer 

function models. 

The proposed linear model for the Chylla-Haase reactor is based on the MATLAB 

default operating point; two points have been chosen, the input (valve position) and 

the output (reactor temperature), as an open loop system. 

Figure 4.10 demonstrates the linearization method of the Chylla-Haase reactor using 

MATLAB control design toolbox. 

Figure 4.10  shows how to use the Linear Analysis Tool to linearize a model at the 

operating point specified in the model. The model operating point consists of the model 

initial state values and input signals.  

The Linear Analysis Tool linearizes at the model operating point by default. 

 

http://en.wikipedia.org/wiki/Optimal_control
http://en.wikipedia.org/wiki/Optimal_control
http://en.wikipedia.org/wiki/Dynamic_system
http://en.wikipedia.org/wiki/Linear_differential_equation
http://en.wikipedia.org/wiki/Quadratic_polynomial
http://en.wikipedia.org/wiki/Functional_(mathematics)
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Figure 4.10 Linearization using Simulink control design tools 

The transfer function for the linear model after using linearization based on the 

MATLAB control design toolbox is displayed below: 

G(s) =
0.00231s+0.000202

s3+0.0359s2+0.000363s+3.598e−007
                                     (4.4) 

4.3.1 LQR Controller 

LQR is a control scheme that provides the best possible performance with respect to 

some given measure of performance. The LQR design problem is trying to design a 

state feedback controller K such that the objective function J (equation 4.7) is 

minimized. In this method a feedback gain matrix is designed which minimizes the 

objective function in order to achieve some compromise between the use of control 

effort, the magnitude, and the speed of response that will guarantee a stable system 

(Bequette, 2003, Ogata). 

For a continuous-time linear system described by 

𝑋̇ = 𝐴𝑥 + 𝐵𝑢                                                              (4.5) 

 Where (A, B) is stabilizable, we want to design state feedback control, equation 4.8, 

to stabilize the system. 

A linear state-space reactor model is developed to ease the control system design and 

tuning. The state-space model is: 
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𝐴 = [
0.01269 −0.02156 0.005126
0.04131 −0.04643 0.005126
0.001075 0.001075 −0.002176

] 

𝐵 = [
0.0215

0
0

] , 𝐶 = [0 0 1] , 𝐷 = 0 

(4.6) 

 

With a cost functional defined as: 

 𝑗 =  ∫(𝑋𝑇

∞

0

𝑄𝑋 + 𝑢𝑇𝑅𝑢)𝑑𝑡 
(4.7) 

 

Where Q and R, are positive definite matrices. 

The feedback control law that minimizes the value of the cost is: 

 𝑈 =  −𝐾𝑥 
(4.8) 

 

  𝐾 = 𝑅−1𝐵𝑇𝑃 (4.9) 

 

and P can be found by solving: 

𝐴𝑇𝑃 + 𝑃𝐴 − 𝑃𝐵𝑅−1𝐵𝑇𝑃 + 𝑄 = 0                                      (4.10) 

4.3.2 Simulation results of LQR control for polymer A 

The considered linear model is based on the system described previously in section 

4.3.1. The selection of Q and R is weakly connected to the performance specification, 

and certain amount of trial and error is required before a satisfactory design result. 

Generally speaking, selecting Q large means that, to keep J small, the state x(t) must 

be smaller. On the other hand, selecting R large means that the control input must be 

smaller to keep J small. Both the state x(t) and the control input are weighted in J, so 

if J is small then x(t) and u(t) can be too large. 

The selected Q and R weighting matrices are: 

 𝑄1 = [
1 0 0
0 1 0
0 0 1

] , 𝑅 = 1      
(4.11) 
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As the objective in optimal control is to find the state variable feedback matrix K, 

MATLAB can solve this with the codes below. 

Figure 4.11 presents the Simulink model of the LQR closed loop system. 

sys= ss(A,B,C,D) 

K= lqr (sys,Q,R)  

𝐾1 = [1.0131 0.3671 0.3470] 

𝐾𝑟 = (−𝐶 ∗ (𝐴 − (𝐵 ∗ 𝐾))−1 ∗ 𝐵) −1, 

 𝐾𝑟 =1.7460. 

 

Figure 4.11 LQR subsystem  

 

Figure 4.12 Reactor temperature using LQR   
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It is clear from Figure 4.12 that the control variable shows good performance following 

the reference input and based on the linear system the result shows no damping or 

overshoot. 

The LQR design was redone with a different control weighting matrix, as the states 

were known and the most important factor is the reactor temperature which is highly 

considered in this design.  

 

𝑄2 = [
1 0 0
0 1 0
0 0 50

] 

The new state variable feedback matrix K recalculated by MATLAB: 

𝐾2 = [1.0168 0.4190 5.7592] 

Kr2= 7.2145 

The simulation was run again and the result is shown in Figure 4.13. 

 

Figure 4.13 Comparison between two LQR designs. 

 

It is clear that the reactor temperature in the second design (green line) is much 

better, as shown in Figure 4.13 and has a fast response. 
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4.3.3 Implementation of  linear LQR to the nonlinear model for product A 

The previous LQR design shows a good result to the linearized Chylla-Haase model, 

but in fact the system is nonlinear so implementing this design to the nonlinear model 

is essential. 

From the previous design,  

Q=eye (3), R=1,  

𝐾1 = [1.0131 0.3671 0.3470] 

Kr1= 1.746 

Figure 4.14 shows the control of the nonlinear reactor model based on the designed 

LQR controller. Figure 4.15 (a)-(c) shows the reactor temperature, valve position and 

error respectively. The performance of the reactor temperature using the LQR 

controller based on the linear system shows a good result due to the accuracy of the 

linearized model. However, the behaviour of the valve is not satisfactory for the system 

based on the linearization assumption, which may lead to instability if there are any 

mistakes. Moreover, the lack of explicit constraint handling capabilities, from figure 

4.15b at the start and the end of monomer feeding, the valve exceed its limitation 

(constraint), it goes above 100% and below 0%, which is not acceptable in practise. 

 

Figure 4.14 Nonlinear model with LQR feedback control.
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(a) Reactor temperature with designed LQR controller 

 

(b) Valve position with designed LQR controller 

 

(c) Error. 

Figure 4.15 Response of the simulated polymerization reactor for 

polymer A with designed LQR controller 
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4.3.4 Simulation results of LQR control for polymer B 

Rerun of the simulation took place with the second design as follows:  

𝑄2 = [
1 0 0
0 1 0
0 0 50

] 

𝐾2 = [1.0186 0.4190 5.7592] 

Kr2= 7.2145 

Figures 4.16, 4.17 below shows the simulation result of LQR control design for 

polymer B with same strategy and construction as product A. 

 

Figure 4.16 Reactor temperature with designed LQR 

 

Figure 4.17 Comparison between two LQR designs 
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4.3.5 Implementation of linear LQR to the nonlinear model for product B 

With the same strategy used in product A, the LQR for product B is capable to maintain 

the reactor temperature within the tolerance range as shown in Figure 4.18. 

Figure 4.18 (a)-(c) presents reactor temperature, valve position and error. The valve 

position has a deviation and tackles which still in practise not acceptable. 

 

(a) Reactor temperature with designed LQR controller 

 

(b) valve position with designed LQR controller 
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(c) Error. 

Figure 4.18 Response of the simulated polymerization reactor for 

polymer B with nonlinear LQR 

4.4  Linear MPC  

MPC is by far the most commonly applied advanced control technique in chemical 

process industry. That is because its success and ability to handle constraints. The basic 

idea behind MPC is shown in Figure 2.1. in chapter 2. At each time step t, an 

optimization problem is solved. An objective function based on prediction over 

prediction horizon of P time step is minimized by a selection of manipulated variable 

moves over a control horizon of M control moves. Although M moves are optimized, 

only the first move is implemented. After u(t) is implemented, the measurement of the 

next time step y(t+1) is obtained. Since the measured output y(t+1) may not be equal 

to the model predicted value, a new optimization problem is then solved again over a 

prediction horizon of P steps by adjusting M control moves (Robert Haber, 2011). 

The Linear MPC used in this research is based on Dynamic matrix control method 

DMC which basically based on step response model shown in equation 4.12 
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• Linear step response model for the plant  

0 2000 4000 6000 8000 10000 12000
-100

-80

-60

-40

-20

0

20

40

60

80

100

E
rro

r (
K

)

Time(Sec)



77 
 

• Quadratic performance objective over a finite prediction horizon  

• Future plant output behaviour specified by trying to follow the set point as closely as 

possible  

• Optimal inputs computed as the solution to a least-squares problem 

The linear step response model used by the DMC algorithm relates changes in a 

process output to a weighted sum of past input changes, referred to as input moves.  

For the SISO case the step response model looks like: 

ŷk = ∑ si∆uk−i + sNuk−N
N−1
i=1                                             (4.12) 

Where 𝑦̂𝑘 is the model prediction at time step K, and 𝑢𝑘−𝑁 is the manipulated input N 

steps in the past. 

So for the j-th step into the future: 

ŷk = ∑ si∆uk−i+j + sNuk−N +
j
i=1

∑ si∆uk−i+j + sNuk−N+j
N−1
i=j+1               (4.13) 

In matrix vector form: 

[
 
 
 
 
 
 
 
 
𝑦̂𝑘+1

𝑦̂𝑘+2

.

.

.
𝑦̂𝑘+𝑗

.

.
. 𝑦̂𝑘+𝑝]

 
 
 
 
 
 
 
 

=

[
 
 
 
 
 
 
 
𝑠1 0 0 … 0 0
𝑠2 𝑠1 0 … 0 0
. . . … … .
. . . … … .
𝑠𝑗 𝑠𝑗−1 𝑠𝑗−2 … … 𝑠𝑗−𝑀+1

. . . … … .

. . . … … .
𝑠𝑝 𝑠𝑝−1 𝑠𝑝−2 … … 𝑠𝑝−𝑀+1]

 
 
 
 
 
 
 

+

[
 
 
 
 
 

∆𝑢𝑘

∆𝑢𝑘+1

.

.
∆𝑢𝑘+𝑀−2

∆𝑢𝑘+𝑀−1]
 
 
 
 
 

+

[
 
 
 
 
 
 
 

𝑠2 𝑠3 𝑠4 … 𝑠𝑁−2 𝑠𝑁−1

𝑠3 𝑠4 𝑠5 … 𝑠𝑁−1 0
. . . … 0 0
. . . … 0 0

𝑠𝑗+1 𝑠𝑗+2 … 𝑠𝑁−1 0 0
. . . … … .
. . . … … .

𝑠𝑝+1 𝑠𝑝+2 … 0 … 0 ]
 
 
 
 
 
 
 

[
 
 
 
 
 

∆𝑢𝑘−1

∆𝑢𝑘−2

.

.
∆𝑢𝑘−𝑁+3

∆𝑢𝑘−𝑁+2]
 
 
 
 
 

+ 𝑠𝑁

[
 
 
 
 
 
𝑢𝑘−𝑁+1

𝑢𝑘−𝑁+2

.

.

.
𝑢𝑘−𝑁+𝑃]

 
 
 
 
 

 

Using matrix notation: 

ŷ = Sf∆uf + Spast∆upast + SNup                                    (4.14) 
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Where 𝑦̂ is the predicted output, 𝑆𝑓 future dynamic matrix, ∆𝑢𝑓input future move and  

𝑆𝑝𝑎𝑠𝑡∆𝑢𝑝𝑎𝑠𝑡 + 𝑆𝑁𝑢𝑝 is the effect of past move. 

The difference between the set-point and future prediction is 

r − ŷ = r − Sf∆uf − [Spast∆upast + SNup]                           (4.15) 

If we call 𝑟 − 𝑦̂ as E (error) then the objective function can be written as  

ϕ = (E − Sf∆uf)
T(E − Sf∆uf + (∆uf)

TW∆uf                          (4.16) 

The solution for the minimization of the objective function is: 

∆uf = (Sf
TSf + W)−1Sf

TE                                                (4.17) 

Summarizing the main steps involved in implementing DMC on a process are as 

follows:  

1. Develop a discrete step response model with length N based on sample time ∆t.  

2. Specify the prediction (P) and control (M) horizons. N≥P≥M  

3. Specify the weighting on the control action (w=0 if no weighting on the control 

action (w=0 if no weighting).  

4. All calculations assume deviation variable form, so remember to convert to/from 

physical units. 

Consider Chylla-Haase reactor problem. The continuous state space model is given 

by equations (4.5, 4.6). 

Here the sample time is 4 sec, prediction horizon P=70 and control horizon M=3. 
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(a) Simulated output with Linear MPC for linearized model 

 

(b) Valve position with linear MPC. 

Figure 4.19 Simulation for polymer A with Linear MPC for linearized model 

Figure 4.19 (a)-(b) demonstrate the reactor temperature and valve position, as it can 

be seen the temperature followed the set point perfectly and that's due to the perfection 

of the linearized system by Matlab tool box as mentioned in previous section. 

“Note: no disturbance applied here”. 

The importance of the prediction horizon has been tested and shown in Figure 

4.20,4.21 below. It is clear that as the prediction P increases as slower response we get, 

however less prediction horizon requires much more control action. 

0 1000 2000 3000 4000 5000 6000 7000 8000
352

353

354

355

356

357

358

Time(Sec)

T
e
m

p
e
ra

tu
re

(K
)

 

 
Temperature

Set-Point

Upper-Lower Bound

0 1000 2000 3000 4000 5000 6000 7000 8000
0

10

20

30

40

50

60

70

80

90

100

 V
a
lv

e
 P

o
s
it
io

n
 %

Time(Sec)



80 
 

Figure 4.21 with P=20 the response of the reactor temperature is fast but the control 

action is reaches 4000 which is not reliable in practice. On the other way with P=400 

the response is slower and the input action is more less comparing with P=20. 

 

Figure 4.20 Simulation for polymer A with Linear MPC for linearized model. 
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Figure 4.21 Simulation for polymer A with Linear MPC for linearized model. 

Prediction horizon, P=400 

4.4.1 Implementation of the linear MPC to the nonlinear model for product A 

 For the design of model predictive control based on linearized model, MPC Toolbox 

in the MATLAB software used in this work. Model predictive control toolbox provides 

Matlab functions, graphical user interface and Simulink blocks, for designing and 

simulating MPC in matlab and Simulink. This controller optimize the performance of 

the system subjected to input/output constraints. Figure 4.22 demonstrate MPC 

Simulink block with Chylla-Haase reactor. 
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Figure 4.22 Simulink model for closed-loop simulations of a model predictive 

controller and a nonlinear plant model. 

Definitions of MPC block shown in Figure 4.22 above are given as, mo, mv and ref, 

measured output, manipulated variable and reference signal respectively. 

Few steps demonstrate the procedures to design MPC using Matlab toolbox: 

First step is to extract the linearized model using the previous method presents in 

section 4.3 (LTI method) or by MPC blocks itself which is able to import the linearized 

model created from measured input-output data using System Identification. 

Secondly, from the MPC blocks showed above designing controllers by specifying the 

controller parameters includes, prediction horizon, control horizon, sampling period, 

weights on manipulated variables, manipulated variable rates, and output variables as 

shown in Figure 4.23, 4.24 below. 

Model Predictive Control Toolbox provides several tools to optimize controller 

performance by adjusting controller constraints and weights. 
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. 

 

Figure 4.23 Dialog box for specifying the parameters of MPC. 

 

Figure 4.24 Dialog box for setting constraints. 

Finally, Running Closed-Loop Simulations against linear plant models as shown in 

Figure 4.25. 
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Figure 4.25 Dialog box for running simulation. 

Obtained the results shown in Figure 4.26 (a)-(b). After fine tuning the best result 

found based on: 

Prediction horizon=17, control horizon =3. 

As it can be seen from Figure 4.26, the MPC controllers  based on linearized plant 

model is not able to robustly operate the system when the monomer inlet flow is stop 

at 6000 sec. is clearly observed at the end of the feeding period temperature fall beyond 

the lower bound of tolerance limit.  

Although an MPC controller can regulate a nonlinear plant, the model used within the 

controller is linear. In other words, the controller employs a linear approximation of 

the nonlinear plant. The accuracy of this approximation significantly affects controller 

performance. 
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(a) Reactor temperature with designed MPC. 

 

(b) Valve position with designed MPC. 

Figure 4.26 Simulation for polymer A with nonlinear MPC 
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4.5  Summary  

This chapter presents conventional control methods designed using linearized model. 

In reality, a process model is only approximate representation of the dynamic 

behaviour of the system. 

Methods include: 

 The PID Tuner using Matlab tool box is applied and results show that this PID 

cannot provide a robust control due to operating condition change (summer 

and winter), and disturbance effect. 

 Cascade control provides a robust operation but often lacks in control 

performance concerning the required strict temperature tolerance. 

 LQR control is designed based on linear model, in practical linear model cannot 

effectively describes the dynamic behaviour for a highly nonlinear exothermic 

reactions.   

 LMPC here based on step response model which is linear. For Chylla-Haase 

reactor where the operating conditions are changed frequently, a single linear 

model cannot describe the dynamic behaviour of the process over the wide 

range of conditions. So better control performance need to be achieved for the 

nonlinear process which comes in next section. 

The simulation results for the temperature control of Chylla-Haase polymerization 

reactor using PID control, cascade control, LQR control and LMPC control scheme 

was presented. The results shown that traditional controllers could not lead to 

acceptable responses because of nonlinear characteristics of Chylla-Haase reactor. It 

was proved that, they are incapable of keeping reactor temperature within the tolerance 

range in the presence of different conditions and disturbances. When the reactor is with 

different disturbances effect, these controllers need to be adapted online to reject 

disturbance and keep the temperature within the tolerance range. 
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Chapter 5 Neural Network Modelling for the Process 

5.1.  Introduction 

Polymerization processes present serious difficulties for modelling, requiring 

considerable effort due to high non-linearity and physical properties. The requirement 

of an accurate process model for the quality control is very important, concerning the 

required strict temperature tolerances for quality product and safety. Development of 

models to predict the polymer quality under the process operating conditions in a 

polymerization reactor has been proven to be a very important methodology to 

efficient control of product quality and was reported by (Dubé et al., 1996, Noor et al., 

2010). 

Neural networks are well known for their ability to model and control nonlinear 

dynamic systems, having been used since the last decade. A neural network is a 

straightforward choice for representing the behaviour of dynamical processes (Yu and 

Gomm, 2003). A large number of architectures and algorithms for identification and 

control using NNs were proposed. For example, (Kandroodi and Moshiri, 2011, Nagy 

et al., 2007, Ng and Hussain, 2004) used a neural network to approximate unknown 

system dynamics by measuring the state variables of one batch for training. (Mills et 

al., 1993, Gomm et al., 1996) have shown that the use of prior knowledge in 

combination with a neural network structure results in an optimum model. Neural 

networks appear to be able to model any nonlinear functions essential to control 

systems with higher degree of dependence because of their ability to learn, to 

approximate functions, to classify patterns and because of their potential for 

particularly parallel hardware implementation. 

Radial basis function (RBFNN) is a type of feed forward neural network that has 

universal approximation abilities. Similar to the backpropagation networks (BPNN), 

RBFNN has also good approximation property. It has been acknowledged that 
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approximation accuracy properties of RBFNN are advantageous as compared to the 

other methods. Even more important for many applications, the RBFNNs provide 

linear approximation in the network weights. This feature makes powerful tools of the 

linear system theory applicable to the RBFNN identification of nonlinear systems. The 

"linear in parameters" of the radial basis functions guarantees the convergence of the 

parameters to the global minimum. Furthermore, RBFNNs are not as sensitive to the 

architecture as BPNNs (McLoone et al., 1998, Jung-Wook et al., 2002). 

Many types of NN that can be used to model dynamic system, such as Radial basis 

function (RBF), diagonal recurrent neural network (DRNN), recurrent neural network 

(RNN) and multi-layer perceptron network (MLPN). RBFNN and MLPNN have been 

chosen in this study due to their simple structure and that they are easy to train.  

5.2. Radial basis function neural networks 

5.2.1 RBFNN Structure 

RBF network structure is divided into three layers showed in Figure 5.1. The first layer 

is input layer, the second layer is hidden layer. And the third layer is output layer. The 

first layer transfer input signal to the hidden layer, hidden layer nodes configuration 

by the Gaussian function and output layer nodes is linear function. 
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Figure 5.1 The structure of RBFNN 
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From Figure 5.1 the network output can be obtained by: 

ŷi = ∑ Wi,j
nh
j=1  hj              i = 1,…… .m                                   (5.1) 

Where ŷ is the network output (predicted process output), hj denotes the radial basis 

function of the j-th hidden node, Wi,j  denotes the hidden-to-output weight 

corresponding to the i-th hidden node, and j-th output, and nh is the total number of 

hidden nodes. 

Hidden nodes number depends on the complexity of the problem to determine, more 

nodes can improve the network accuracy, but network training will be long. There are 

various well-known radial basis function are recovered to calculate the Euclidean 

distance between the centre and the network input vector X1 (Howlett and Jain, 2001), 

for example the plate splin function in (5.2), the reciprocal multi-quadric function 

(RMQ) in (5.3) and Gaussian basis function  in (5.4). 

∅i(t) = ‖X(t) − Ci(t)‖
2log (X(t) − Ci(t))                          (5.2) 

∅i(t) = (‖X(t) − Ci(t)‖
2 + σ)−1/2                                       (5.3) 

A normalized Gaussian function usually used as the radial basis function and 

commonly used here, is: 

∅i(t) = exp (
‖X(t) − Ci(t)‖

2

σi
2 ) ,                i = 1,…… , nh      (5.4) 

Where, X  is the input vector,  σi is a positive scalar called width, which is a distance 

scaling parameter to determine over what distance in the input space the unit will have 

a significant output  and Ci is the number of centres. 

5.2.2 Training algorithm 

Once the structure of the RBF networks has been selected the training of the RBF aims 

to determine appropriate values of the RBF centres, weights and width of the hidden 

layer outputs, K-means clustering algorithm is used to choose the centres of the RBF 

to minimize the sum squared distance from each input data to its closest centre so that 
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the data is adequately covered by the activation function, p-nearest algorithm decides 

the widths, and the recursive training algorithm calculates weights. All this algorithms 

are discussed in brief below.  

 Calculation of Centres 

The neural networks centres describes by K-means algorithm, the aim of the K-means 

clustering method is to minimize the sum squared distance from each input data to its 

closest centre so that the data adequately covered by the activation function. Steps 

below briefly describes clustering data procedure (Orr, 1996, Yu and Zhai, 2008): 

1. The data set is separated into K clusters and the data points are randomly 

assigned to the clusters resulting in clusters that have roughly the same number 

of data points. 

2. For each data point: 

2.1. Calculate the distance from the data point to each cluster. 

2.2. If the data point is closest to its own cluster, leave it where it is. If the data 

point is not closest to its own cluster, move it into the closest cluster. 

3. Repeat the above step until a complete pass through all the data points results 

in no data point moving from one cluster to another. At this point the clusters 

are stable and the clustering process ends. 

4. The choice of initial partition can greatly affect the final clusters that result, in 

terms of inter-cluster and intracluster distances and cohesion. 

 Width Calculation 

The neural network widths computed by the p-nearest neighbour’s method. The 

excitation of each node should overlap with other nodes (usually closest) so that a 

smooth interpolation surface between nodes is obtained. In this method, the widths 

for each hidden node are set as the average distance from the centre to the p nearest 

centres as given by: 
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𝛿𝑖 = √∑ ‖𝑐𝑖 − 𝑐𝑗‖
2𝑝

𝑗=1                      𝑖 = 1,… . , 𝑛ℎ                           (5.5) 

The value of p is chosen according to different problems. 

 Recursive Least Squares Algorithm (Weight Estimation) 

After finishing with the calculation of the centres and widths of the RBF, the objective 

is to minimize the error between the observed output and desired one. It is commonly 

trained using the RLS algorithm. The RLS method is used for on-line training. It helps 

to construct on-line system models which should be more accurate and flexible than 

the off-line fixed models. 

The equations of this algorithm are summarized as follows (Yu and Zhai, 2008). 

𝑦𝑝(𝑘) = 𝑦𝑐(𝑘) − 𝑊(𝑘 − 1)∅(𝑘)                                               (5.6) 

𝑔𝑧(𝑘) =
𝑃𝑧(𝑘−1)∅(𝑘)

𝜇+∅𝑇(𝑘)𝑃𝑧(𝑘−1)∅(𝑘)
                                                    (5.7) 

𝑃𝑧(𝑘) = 𝜇−1 [ 𝑃𝑧(𝑘 − 1) − 𝑔𝑧(𝑘)∅𝑇(𝑘)𝑃𝑧(𝑘 − 1)]                  (5.8) 

𝑊(𝑘) = 𝑊(𝑘 − 1) + 𝑔𝑧(𝑘)𝑦𝑝(𝑘)                                             (5.9) 

Where, 𝑊(𝑘) represent the RBF network weights which is trained initially and then 

on-line updated using the RLS algorithm, ∅(𝑘)  is the activation function output, 𝑦𝑐(𝑘) 

is the process output vector, 𝑃𝑧(𝑘)  and 𝑔𝑧(𝑘)   are middle terms, 𝜇  is called the 

forgetting factor ranging from 0 to 1 and chosen to be 1 for offline training. The 

parameters𝑃𝑧, 𝑔𝑧, and 𝑊 are updated orderly for each sample with the change in the 

activation function output ϕ(k). 

5.2.3 Chylla-Haase reactor modelling using RBF 

RBF neural networks have been applied very successfully in the identification and 

control of dynamic systems, and arise in problems of approximation and in problems 

of learning input/output mappings from given set of data.  

When attempting to identify a model of a dynamic system, it is common practice to 

follow the procedure below. 
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5.2.3.1 Data collection and scaling 

The purpose of this task is to collect a set of data that describes how the system behaves 

over its entire operating range. The input signal should be able to cover the entire 

operating range of the system. For nonlinear model, it is important that the input signal 

should represent all amplitudes and frequencies.  

From a modelling point of view, a proposed model of the Chylla-Haase reactor links 

the output variable (temperature 𝑇) to the control variable (valve position 𝐶) and to the 

disturbances (monomer feed rate 𝑚̇𝑀
𝑖𝑛 , fouling factor 1 ℎ𝑓

⁄ , impurity factor i and 

ambient temperature 𝑇𝑎𝑚𝑏). Firstly, A set of random amplitude signals (RAS)  were 

applied to only the first reactor input C (valve position) and the second input here is 

considered to be the monomer feed rate, which is a fixed value at a specific time as 

shown in Figure 5.3. The valve position range used in simulation is from (0% ~100%) 

and the monomer feed is (0~0.0075) kg/s with fixed time for product A and 

(0~0.00641) kg/s for product B (longer batch). See table 3.3, chapter 3. 

 Data were collected for reactor temperature at each sample time. The random 

amplitude signals (RAS) were designed (0~2000 samples) for polymer A and (0~3000 

samples) for polymer B to cover the operating range as shown in figure 5.2, 5.3, 5.4 

and 5.5. 
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Figure 5.2 RAS of Valve position for polymer A 

  

Figure 5.3 Monomer feed Rate for Polymer A 
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Figure 5.4 RAS of Valve position for polymer B 

Figure 5.5 Monomer feed Rate for Polymer B 

Selection of the sampling time plays a major role. In this case sampling time is 

chosen to be 4 seconds after trial and error, as it has been found a high sampling time 

provides a fast reference tracking and smoother signal in identification task but in 

control design the higher sampling time the less controllable signal as more dynamic 

information missing. 
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It is important and recommended to scale all the signals to avoid attributes in 

greater numeric ranges dominating those in smaller numeric ranges and more 

important, proper data makes the training algorithm numerically robust and lead to fast 

convergence. In this work the data set scaled between 0 and 1 by using the following 

equations: 

𝑢𝑠(𝑘) =
𝑢(𝑘)−𝑢𝑚𝑖𝑛

𝑢𝑚𝑎𝑥−𝑢𝑚𝑖𝑛
                                             (5.10) 

𝑦𝑠(𝑘) =
𝑦(𝑘)−𝑦𝑚𝑖𝑛

𝑦𝑚𝑎𝑥−𝑦𝑚𝑖𝑛
                                                  (5.11) 

where, 𝑢𝑚𝑖𝑛  and 𝑢𝑚𝑎𝑥  are the minimum and maximum inputs among the data set, 

while 𝑢𝑠(𝑘) and 𝑦𝑠(𝑘) are the scaled input and output respectively. To testify validity 

of the NN model, data divided into two parts, the first data set is used for training 

neural network and the second different data is used for NN model validation. 

Generally, the modelling error of the training data set is often smaller than the test data 

set. The mean absolute error (MAE) is used to evaluate the modelling and control 

performance in this research, which is given by the following equation: 

MAE =
1

𝑁
∑ |𝑦̂(𝑘) − 𝑦(𝑘)| =

1

𝑁

𝑁
𝑘=1 ∑ |𝑒(𝑘)|𝑁

𝑘=1                    (5.12) 

Where 𝑦̂(𝑘)
 is the predicted output by the neural network model and y(k) is the output 

of the Chylla-Haase model. 

5.2.3.2 Model structure selection 

Using neural network for modelling a non-linear dynamic system can be classified into 

two models, dependent model and an independent model as shown in Figure 5.6. The 

dependent model and an independent model are implemented in parallel with the 

system. The first model referred to dependent model, since the past system output is 

used as network inputs. Thus, the model is dependent on the system output and cannot 

operate independently from the system.  In the independent model, the past model 
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output is used as network inputs. Therefore, the model is not dependent on the system 

output, and can operate independently from the system.  The independent model has 

an advantage, in which the model can be used to simulate the system to obtain long-

range prediction. In opposite, the dependent model is performing as one-step-ahead 

predication (Orr, 1996). 

Input
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output

output
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output

output

(a) Dependent mode (b) Independent mode

Figure 5.6 Modelling mode using NN modelling 

However, dependent mode more accurate to mimic the actual output but in fact the 

independent mode can be used as a multi-head prediction which make the independent 

mode has superb to be used in model predictive control and many applications. 

This work based on independent model and from experiment and analysis of reactor 

temperature it’s been found that, the reactor temperature is a function of valve position 

and monomer feed rate. According to this analysis three variables were chosen to be 

the network inputs from the reactor simulation, valve C, Monomer feed 𝑚̇𝑀
𝑖𝑛 , and 

reactor temperature 𝑇. Considering that the two inputs and signal output nonlinear 

process can be given as a discrete time model: 

𝑦̂(𝑘 + 1) = 𝑓[𝑦(𝑘 − 1), …… , 𝑦(𝑘 − 𝑛), 𝑢1(𝑘 − 1),…… , 𝑢1(𝑘 − 𝑚), 𝑢2(𝑘 −

1), …… , 𝑢2(𝑘 − 𝑙)]                                                (5.13) 

Where 𝑦(𝑘)is the process output, 𝑢1(𝑘) is the first input, 𝑢2(𝑘) is the second input 

(disturbance) and 𝑓(. ) is the unknown non-linear function, 𝑛,𝑚, 𝑙 respectively are the 

orders of the output and input. 
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Third order structure with 23 hidden nodes has been chosen because they give a 

minimum prediction error, The structure was selected based on testing different 

networks that vary in terms of structure and simulation parameters, Figure 5.7 illustrate 

the structure of the RBF neural networks for modelling and the neural network model 

of Chylla-Haase reactor used in training is defined by 5.14. 
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Figure 5.7 RBFNN structure with input variables 

𝑋1 = [𝑦̂(𝑘 − 1) 𝑦̂(𝑘 − 2) 𝑦̂(𝑘 − 3) 𝐶(𝑘 − 1) 𝑚̇𝑀
𝑖𝑛(𝑘 − 1)]              (5.14) 

Where, 𝑋1 is the vector input for the RBF model, ŷ is the predicted reactor temperature, 

𝐶 is the valve position and 𝑚̇𝑀
𝑖𝑛 is the monomer feed rate. 

After the data collection and model selection, the network is made to learn mapping of 

the collected input/output data (training). The training can be done by following the 

procedure in previous section 5.2.2. 

Once the training is over, the network is tested by using some other signals which not 

learned by the network during training. If the prediction error of the model does not 

deviate much from the process response, then the developed model is accepted. 

Otherwise, the steps for system identification are repeated until the desired 

performance is reached by chosen different hidden nodes numbers. 
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RAS data obtained in section 5.2.3.1 used for training and a different RAS data used 

for testing (validating) as shown in Figure 5.8 & 5.9 for product A, and Figure 5.10 & 

5.11 for product B.  

 

Figure 5.8 Modelling result (Train) of the RBF model for Polymer A MAE = 0.0080 

 

Figure 5.9 Modelling result (Test) of the RBF model for polymer A MAE= 0.0136 
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Figure 5.10 Modelling result (Train) of the RBF model for Polymer B MAE = 

0.0084 

 

Figure 5.11  Modelling result (Test) of the RBF model for Polymer B MAE = 0.0191 

It can be observed in Figures 5.8, 5.9, 5.10 & 5.11 that the RBF neural model predicts 

the process outputs quite precisely for 2000 samples for product A and 3000 samples 

for product B. It presents a good match between reactor output and RBFNN output, 

this result can be obtained with the following parameters. 
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Where σ is width of hidden layer, 𝑝 and 𝑤 is RLS parameters which used for weight 

updating (Yu et al., 2000, Yu and Yu, 2006). 𝐼 is an identity matrix and 𝑈 stands for a 

matrix whose components are ones. 

It is noted that the modelling errors measured by the MAE decrease with the increase 

of the orders. Further investigations have shown that when the orders used were higher 

than those in 5.14, the modelling error stopped decreasing. This is because the 

improvement of the model accuracy due to higher model orders is compensated for by 

the degradation caused by the complexity of the model. The modelling results are 

consistent with those given in 5.14. Therefore, the RBFN (5:23:1) is the most 

successful one. 

5.3 Multi-layer perceptron neural networks 

Multilayer perceptron neural network (MLPNN) with error back propagation (BP) 

learning method is often used in ANNs. This type of neural network is known as a 

supervised network because it requires a desired output in order to learn. As the same 

as RBFNN the purpose of this type of network is to create a model that correctly maps 

the input to the output using historical data so that the model can then be used to 

produce the output when the desired output is unknown (Doherty, 1999). 

The MLP and many other neural networks learn using an algorithm called back 

propagation. With back propagation, the input data is repeatedly presented to the 

neural network. With each presentation the output of the neural network is compared 

to the desired output and an error is computed. This error is then fed back (back-

propagated) to the neural network and used to adjust the weights such that the error 

decreases with each iteration and the neural model gets closer and closer to producing 

the desired output. This process is known as "training". 
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5.3.1 MLPNN Structure 

Feed forward neural networks are the basic type of neural networks and the multi-layer 

perceptron neural network (MLPNN) is used most. A MLP consists of an input layer, 

several hidden layers, and an output layer as shown in Figure 5.12.  
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Figure 5.12 MLPNN structure with input variables 

MLPNN structure can be adjusted according to complex degree of simulated system. 

The adjustment includes number of hidden layers and number of neurons of every 

hidden layer. For MLPNN, the number of hidden layers depends on complexity of 

nonlinear mapping. Although it has been proved that one layer network is enough to 

accurately approach any nonlinear function (TIAN et al., 2007, Baykan and Yilmaz, 

2011). 

5.3.2 Training algorithm 

The training efficiency of MLPNN is high if the network layers are increased suitably. 

When number of hidden layer is assured, number of neurons of every hidden layer is 

important to the training of MLPNN. In the same way, it need less neurons if the 

mapping is sample, and large neurons versus complex mapping. However, too more 

hidden layer and neurons are not suitable because it may cause network over-fitting 

and affect network generalization and considering time consuming (TIAN et al., 2007). 
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In MLPNN, each neuron 𝑖  in the hidden layer sums its input signals 𝑥𝑖  after 

multiplying them by the strengths of the respective connection weights 𝑤𝑖𝑗 and output. 

ℎ𝑖 = ∑ 𝑤𝑖𝑗𝑥𝑖
𝑁
𝑖=0                                             (5.15) 

And the output of the hidden layer neuron ℎ𝑜 is a nonlinear function of ℎ𝑖, 

ℎ𝑜 = 𝑓(ℎ𝑖)
1

1+𝑒−ℎ𝑖
                                               (5.16) 

The activation function f (.) can be a simple threshold function, or a sigmoid, 

hyperbolic tangent, or radial basis function. But derivative function is preferred 

because in back propagated process, a derivation of the function is used. 

The output of network is given by: 

𝑦̂𝑚𝑙𝑝 = 𝑤𝑗𝑘ℎ𝑜                                                        (5.17) 

Where 𝑤𝑗𝑘 is the weight connecting the output layer and the output of hidden neuron. 

The BP algorithm is designed to reduce the error between the actual output and the 

output of the network in gradient decent manner given by: 

J = ∑ ej
2g

j=1                                                       (5.18) 

The weights between the output layer and output of hidden neuron are updated by: 

wjk_new = wjk_old + (αhoe)                                    (5.19) 

Where α is the learning rate. 

The weights between the input of hidden neuron and the input are updated by: 

wij_new = wij_old + (β (
(1−ho)(1+ho)

2
) xi)              (5.20) 

Where β is the learning rate. 

5.3.3 Chylla-Haase reactor modelling using MLP 

5.3.3.1 Data collection and scaling 

To conduct a simulation using MLP algorithm, the same procedure and data mentioned 

in section 5.2.3 was used. As well as the same equation as in 5.10, 5.11 & 5.12 is 
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applied for scaling and evaluated performance. Based on the error obtain, the training 

process evaluated using equation: 

e = y − ŷ                                                               (5.21) 

Where y and ŷ is the Chylla-Haase output and the MLP model prediction respectively. 

5.3.3.2 Model structure selection 

The MLP model structure will be as the same as mentioned in section 5.2.3.2 equation 

(5.14), where, three variables were chosen to be the MLPNN inputs: predicted reactor 

temperature 𝑦̂, valve position 𝐶 and monomer feed rate 𝑚̇𝑀
𝑖𝑛. The structure of the MLP 

neural networks model of the Chylla-Haase reactor is 5:6:1 (inputs: hidden nodes: 

outputs).   

In this work, three layers of MLP network, input layer, hidden layer and output layer 

are used for training, the same structure used in the RBFNN in previous section used 

in MLPNN. 

The training process, 2000 samples for product A and 3000 samples for product B to 

train the MLPNN. Simulation results below can be obtained with the following 

parameters. 

β = 0.5, α = 0.1 

 

Figure 5.13 Modelling result (Train) of the MLP model for Polymer A MAE = 

0.0123  
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Figure 5.14 Modelling result (Test) of the MLP model for polymer A MAE=  0.0491 

 
Figure 5.15 Modelling result (Train) of the MLP model for Polymer B MAE = 

0.0033 

0 200 400 600 800 1000 1200 1400 1600 1800 2000
0

0.2

0.4

0.6

0.8

1

1.2

Number of Samples

S
ca

le
d 

R
ea

ct
or

 T
em

pe
ra

tu
re

 

 
T system response

T MLP model response

0 500 1000 1500 2000 2500 3000
0

0.2

0.4

0.6

0.8

1

1.2

Number of Samples

S
ca

le
d 

R
ea

ct
or

 T
em

pe
ra

tu
re

 

 
T system response

T MLP model response



105 
 

 
Figure 5.16 Modelling result (Test) of the MLP model for Polymer B MAE =   

0.0190 

Figure 5.13 & 5.14 present the reactor temperature response and MLPNN model for 

product A. also Figures 5.15 & 5.16 represent the MLPNN for product B. The 

modelling errors of the MLPNN models were measured by mean absolute error (MAE) 

as showed in the figures above. The error is accepted and it can be used as a simulation 

model. 

5.4  Summary 

RBF and MLP neural network described in this chapter to be used to model the 

nonlinear polymerization process. The simulation studies done on the neural network 

based model developed for the process, proves it to be a promising data based 

modelling tool The simulation shows that the trained neural network was capable of 

capturing dynamics with a very small performance tolerance indicating its high 

prediction accuracy.  

The minimum MAE obtained during the training process of the RBF network was less 

than that in the MLP network. Thus, the RBF network produced a more fitted output 

to the cross validation data set than the MLP network. Both ANNs showed a strong 

robustness in prediction of high non-linear process. 
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Comparing the two adaptive neural network models, there is not distinct difference 

between them. The modelling error of the RBF network is a little smaller than that of 

the MLP network. In order to further test their suitability for the proposed MPC 

scheme for Chylla-Haase reactor control, two MPC schemes are realised by using the 

RBF model and the MLP model in chapter 7. 

Using past system input and output signals as an input to NN in order to predict the 

future outputs at each sample time and by feeding back the model outputs to the input 

nodes of the network, dynamical models are generated as it will be explained in details 

in the next section with the design of the controller based on these models. 
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Chapter 6 RBF NN-Based Inverse Model Control 

     Control of polymerization reactors is a difficult and challenging process in control 

engineering, due to its high non-linearity and complicated reaction mechanisms 

associated with the large numbers of interactive reactions, also lack of online 

measurement of important variables and different reaction dynamics being involved. 

Thus the traditional feedback control performance is not satisfactory. Therefore, by 

adding feed-forward control scheme, the significant improvements are expected to 

achieve. Feed-forward and feedback (FB) control is developed in this work for Chylla-

Haase polymerization reactor.  

Firstly, we have tried to combine NN modelling techniques, in particular of RBF, with 

classical PID control strategies so that we can augment the capabilities of this 

technique and improve the overall control for the Chylla-Haase reactor. Secondly, we 

have attempted to preserve, as much as possible from a practical perspective, the PID 

structure, for easy design and implementation. Thirdly, we have developed a strategy 

for controller tuning to maintain the temperature with specific tolerance against 

monomer feed inlet effect and disturbance. 

In this chapter, the effectiveness and robustness of RBFNNs in identification and 

control of a reactor temperature is investigated. The RBFNN is used to estimate the 

valve position for the reactor by considering the temperature and one of the 

disturbances as an input and the valve position will be the output of RBF model 

(Inverse model). PID controller used as a feedback to compensate the neural RBFNN 

inverse model output.  

6.1 Chylla-Haase reactor modelling using RBFNN inverse model 

6.1.1 Inverse Model 

The radial basis function neural network has an ability to model any nonlinear 

function. However, this kind of neural network need many nodes to achieve the 
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required approximating properties (Pottmann and Seborg, 1997). The first step in the 

reactor modelling is the generation of a suitable training data set. To conduct a 

simulation using RBFNN algorithm, the same procedure and data mentioned in section 

5.2 was used. The accuracy of the neural network modelling performance will be 

influenced by the training data. For RBF neural network training, the K-means 

algorithm is used to choose the centers, P-nearest neighbor algorithm decides the 

widths and the recursive training algorithm calculates the weights for the output layer 

(Yu and Zhai, 2008) as referred in previous chapter .  

In this section, an RBFNN is trained to model the inverse dynamics of Chylla-Haase 

reactor to generate the control variable 𝐶 which is the manipulated variable in the next 

sample time. the relevant inputs affecting 𝐶  and ṁM
in  can be determined from 

measurable states.  

The dynamics between the actual reactor output (Temperature T) and the control 

variable (valve position 𝐶), can be represented by (6.1) with different order and time 

delay. 

𝑇(𝑘) = 𝑓[𝑇(𝑘 − 1), 𝑇(𝑘 − 2), 𝐶(𝑘 − 1), 𝐶(𝑘 − 2), 𝑚̇𝑀
𝑖𝑛(𝑘 − 1)]          (6.1) 

Where, f (.), is the nonlinear function of the network and T(k) is reactor temperature, 

C is the manipulated variable and ṁM
in is the monomer feed. Equation (6.1) describes 

the relevant inputs and their time dependencies on 𝑇. 

𝐶 (𝑘) can be predicted using equation (6.1) as follows: 

𝐶(𝑘 − 1) = 𝑔[𝐶(𝑘 − 2), 𝑇(𝑘), 𝑇(𝑘 − 1), 𝑇(𝑘 − 2), 𝑚̇𝑀
𝑖𝑛(𝑘 − 1)]              (6.2) 

Where g (.) is the inverse nonlinear function of (6.1). 

If 𝐶 is predicted at current sample instant (k) the equation is: 

𝐶(𝑘) = 𝑔[𝐶(𝑘 − 1), 𝑇(𝑘 + 1), 𝑇(𝑘), 𝑇(𝑘 − 1), 𝑚̇𝑀
𝑖𝑛(𝑘)]                       (6.3) 

𝑇(𝑘 + 1) 𝑎𝑛𝑑 𝑇(𝑘) represent the future and present temperature, which are not 

available yet at present sample period 𝑘. So, they are replaced by reference 
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signal 𝑟(𝑘 + 1) and 𝑟(𝑘), this is reasonable as the temperature 𝑇(𝑘) is to be 

controlled to follow the reference signal 𝑟(𝑘). 

𝐶(𝑘) = 𝑔[𝐶(𝑘 − 1), 𝑟(𝑘 + 1), 𝑟(𝑘), 𝑇(𝑘 − 1), 𝑚̇𝑀
𝑖𝑛(𝑘)]                 (6.4)  

So the RBF network input vector presented in equation (6.5). 

𝑋1 = 𝑔[𝐶(𝑘 − 1), 𝑟(𝑘 + 1), 𝑟(𝑘), 𝑇(𝑘 − 1), 𝑚̇𝑀
𝑖𝑛(𝑘)]                   (6.5) 

Where, 𝑋1 is the vector input for the inverse RBF model, 𝐶(𝑘) is the valve position 

for the reactor, 𝑇(𝑘) is the reactor temperature, 𝑚̇𝑀
𝑖𝑛(𝑘) monomer feed rate and 𝑟(𝑘) 

is the reference signal. Generally, 𝐶̂, the RBF neural output (estimated valve 

position), is a weighted sum of the hidden node outputs and this has been explained 

in details in previous chapter, which is presented by equation 6.6. 

𝐶̂ = ∑ ∅𝑗(𝑡) ∗  𝑊𝑗,𝑖
𝑛ℎ
𝑗=1                𝑖 = 1, …… , 𝑞                               (6.6) 

Where, ∅𝑗 are defined by (5.4) in previous chapter, 𝑊 are the output layer weights and 

𝑞 is the number of outputs. The method used in this work to calculate the Euclidean 

distance between the centre and the network input vector 𝑋1 is the same as the method 

used in previous section, which is Gaussian basis function.  

The RBFNN block diagram is illustrated in Figure 6.1. The RBFNN model has five 

inputs as given in equation 6.5. Different orders of network inputs and different 

numbers of hidden layer nodes were used in training experiments and a network 

structure with 15 hidden nodes was chosen, which gives the minimum MAE prediction 

(0.453) for training and 0.501 for test.  The centres c and the widths σ in the hidden 

layer nodes of the RBF network were determined using K-means algorithm and p-

nearest neighbours respectively and σ here set to be 13. The Recursive Least Squares 

algorithm (see section 5.2.2) is used for training the network weights with its 

parameters set µ=0.998, and P(0)=1.0×106Inh×nh, where, µ is the 1

8

100.1)0( 



 nhUW
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forgetting factor, I is an identity matrix and U stands for a matrix whose components 

are ones. All the data are scaled using equation 5.10 & 5.11. 

Monomer Feed

 

M

Valve position

C

Temperature y (k)

C(k)

RBF 

Neural Network 

Model

Z
-1

Z
-1 C (k-1)

T(k-1)

r(k+1)

r(k)

M
(k)

Chylla-Haase 

Reactor 

min

min

Figure 6.1 The RBFNN block diagram with input variables 

Training data set with 3000 samples was used to train the RBFNN model for polymer 

B. Then, the test set with different 3000 samples was applied to the trained model and 

the model output prediction results are displayed in Figure 6.2 & 6.3. It can be seen 

from the simulation results, the good match between the actual valve position and the 

RBFNN output during the model validation phase. 

In order to get the non-scaled valve position the following equation should be apply: 

𝐶 = 𝐶𝑚𝑖𝑛 + 𝐶(𝑘) ∗ (𝐶𝑚𝑎𝑥 − 𝐶𝑚𝑖𝑛)                                    (6.7) 

Where, 𝐶𝑚𝑖𝑛 is the minimum valve position, 𝐶𝑚𝑎𝑥 is the maximum value of the valve. 

At the sample time k, the neural model for C makes one-step ahead prediction on the 

valve position C using the measured states including reactor temperature T(k-1), 

monomer feed and valve position 𝐶 itself at t = k-1. 
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Figure 6.2  Training Data for RBFNN Model MAE (Mean Absolute Errors=0.453) 

 

Figure 6.3 Validation Data for RBFNN Model MAE (Mean Absolute Errors=0.501) 

The C in Figure 6.2 & 6.3 is the scaled back value. The output of the neural network 

is nearly equal to the actual data.  This implies that the trained inverse model is quite 

accurate. 

6.2  Feed-forward and feedback control constitution  

 In the previous sections RBFNN inverse model to estimate valve position was 

presented and a satisfactory result was obtained, which approximately equal to the 
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generated data for the valve position. This inverse model is then used in the Chylla-

Haase reactor feed-forward path in order to keep the reactor temperature output at the 

request value. The RBFNN based adaptive FF with FB control system structure in our 

implementation is shown in Figure 6.4. With the trained RBFNN inverse model, a set 

of satisfactory control results were achieved. In the implementation, all the recursive 

Least Square parameters w(0),µ and P(0) have been saved, then this model is used in 

the feed-forward path to predict the 𝐶̂(𝑘),  

T(k)

RBFNN

FF 

Controller

PID 

Controller
Set point

C1 (k)

C(k)

Z-1

+
-
+
-

r(k)

r(k+1)

Min(k)

C(k-1)

Chylaa-Haase

Semi-batch

Reactor
C2(k)

Estimated +

+

 

Figure 6.4 Adaptive FF and FB control system 

In the control block diagram, measured T(k-1),r(k+1),r(k), C(k-1), and 𝑚̇𝑀
𝑖𝑛(𝑘), form 

an input vector for the inverse model of the reactor temperature. The PID controller is 

used as the feedback controller. In this case the activating valve position is the sum of 

the two controller output variables, one is from the RBF based feed-forward neural 

network controller, the other from the feedback PID controller as shown in Figure 6.4. 

The algorithm of the PID Controller is as follows (Yu and Zhai, 2008, Ming-guang et 

al., 2005). 
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𝐶(𝑘) = 𝐶(𝑘 − 1) + 𝑘𝑝 [(1 +
𝑇

𝑇𝑖
+

𝑇𝑑

𝑇
) 𝑒(𝑘) − (1 +

2𝑇𝑑

𝑇
) 𝑒(𝑘 − 1) +

𝑇𝑑

𝑇
𝑒(𝑘 − 2)] (6.9) 

After fine tuning, the PID controller that is use here with RBF based neural network 

controller for Chylla-Haase reactor is: 

𝐶(𝑘) = 𝐶(𝑘 − 1) + [𝑘1 ∗ 𝑒(𝑘) + 𝑘2 ∗ 𝑒(𝑘 − 1) + 𝑘3 ∗ 𝑒(𝑘 − 2)]       (6.10) 

The on-line adaptation is implemented as follows. Firstly, the measurements are fed 

into the RBFNN inverse model. Then the output of the model is compared to Chylla-

Haase reactor output to measure the error. After this, the target will be modified 

according to whether the error is produced. If the error is detected the on-line training 

target value will be changed to the target value corresponding to the occurred error. 

Then the measurements and the modified target are used to update the RBFNN inverse 

model parameters.  

In the adaptation, the centres and the widths remain fixed, as they have been chosen 

distributed in the whole operating space, while the weights are updated to minimize 

the error caused by any time-varying dynamics and model uncertainty. The weights 

are adapted using the recursive Least Squares (RLS) algorithm in (5.9). 

6.3  Simulation results and Control Performance  

The simulation with the new control strategy is done for the semi-batch polymerization 

reactor. The performance of the RBFNN in tracking control was demonstrated with 

different disturbance effects, impurity factor and fouling factor with two scenarios, 

first and fifth batch of the process. 

The investigations presented in this chapter are restricted to product B only and the 

following two scenario variables are considered presented in table 6.1, the purity factor 

i varies from 0.8 to 1.2 so that the fluctuations in the reaction rate caused by impurities 

in the raw-materials can be described. It changes randomly from batch to batch, but it 

is constant during one batch. The fouling factor 1/hf varies from zero to 0.704 

𝑚2𝐾/𝐾𝑊 to simulate the decrease in U resulting from the formation of a polymer 
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film on the reactor wall during successive batches. 

TABLE 6.1 

SCENARIO CONSIDERED FOR CONTROL ANALYSIS 

Scenario 𝑖[−] 1/ℎ𝑓[𝑚2𝐾/𝐾𝑊] 

1 0.8 0.0 

2 1.2 0.704 

 

In the RBF tuning of PID control, the three parameters of PID control were given as 

follows: 𝐾𝑝 is 35, 𝐾𝑖 is 0.008, 𝐾𝑑 is 150. The Sampling time as 4s, the network 

structure is 5-15-1. Significant improvement can be seen for the reactor temperature 

in Figure 6.5, using RBFNN inverse model plus PID control comparing with 

conventional cascade controller in chapter 4. Figure 6.6 & 6.7 demonstrate valve 

position and monomer feed rate respectively.  

The adaptive feed-forward control achieves excellent results as shown in Figure 6.5, 

especially at the critical time points when the monomer feed stops and  rises arbitrarily, 

this is mainly due to on-line adaptation  of the RBFNN, which enables the fast 

detection of the sharp flank of the reaction heat (𝑄𝑟𝑒𝑎) at the end of the monomer feed. 

Also in the fifth batch, which has big disturbance effect on the temperature, the 

RBFNN plus PID still can maintain the temperature within the tolerance range which 

is (±0.6K)   from the set point. However, from Figure 6.6, the valve position (control 

variable) is quite oscillatory and sometimes exceeds its upper (100%) and lower (0%) 

bounds. After considering these effects, the overall performance is not very good and 

is unacceptable in practice, so more advance control needs to be applied. 

The tracking performance of the control system evaluated by the mean absolute error 

that has been defined in equation 5.12. The tracking MAE equals to 0.0045 in this 

simulation.  
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Figure 6.5 Reactor temperature with adaptive RBFNN Inverse Model for first and 

fifth batch 

 

Figure 6.6 Valve position with adaptive RBFNN Inverse Model for first and fifth 

batch 

 

Figure 6.7 Monomer feed rate 
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6.4  Summary   

It is anticipated that PID controllers will continue to play a key role in process 

control for a long time to come. Therefore, we attempted, in this work to develop 

control strategies to maintain the PID structure while enhancing its performance 

capabilities. This is done by combining the conventional control techniques with the 

evolving RBFNN methodologies. 

The proposed control strategy has advantages of both self-learning capability of 

neural network and simplicity of PID controller. During the practice, adaptive 

controller has the superiority such as strong robustness and simple structure. The 

effectiveness of the proposed method is obvious from simulation result and by 

evaluating the control performance using the mean absolute error. It can been seen the 

proposed control method is more capable of compensating the disturbance effects than 

the previous presented control methods. 
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Chapter 7 Neural network-based model predictive 

control 

7.1  Introduction  

MPC is by far the most commonly applied advanced control technique in the chemical 

engineering processes. The main reason for such a popularity is the ability to handle 

constraints and formulation of multivariable systems. The main idea behind the MPC 

is an online solution of optimization problem at every time instant required to compute 

optimal control input over a fixed number of future time instant (Seborg et al., 2004, 

Wang, 2009). 

Previous research have shown that the most of the nonlinear MPC strategies are based 

on physical process model, which are often very inaccurate. However if imperial 

models are identified from input/output system data, MPC techniques can be applied 

to a wide range of nonlinear processes. 

This chapter presents a novel MPC control scheme based on neural networks (RBFNN 

and MLPNN) for semi-batch polymerization reactor. RBFNN and MLPNN is trained 

using Recursive Least squares method online. A nonlinear optimisation algorithm 

sequential quadratic programming is used to generate the optimal control signals of 

Chylla-Haase reactor. 

The RBF and MLP networks are usually employed  in the same kind of applications 

(nonlinear mapping approximation and pattern recognition), however their internal 

calculation structures are different (Jung-Wook et al., 2002). 

The main objective of the predictive control strategy using neural network is to predict 

the future output of the plant and to minimize the cost function based on the error 

between the predicted output of the process and the reference trajectory. 

Neural network modelling results in chapter 5 showed that the trained neural network 

was capable of capturing dynamics with a very small performance tolerance indicating 
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its high prediction accuracy. Moreover, from literature, its known that combining 

RBFNN and MLPNN with MPC controller shows that this scheme were able to force 

process output to follow the target within its tolerance against disturbances. This work 

will allow comparing the performances of both approaches, the MLP based predictive 

control and the RBF-based predictive control.  

7.2  MPC system Configuration 

The NN-MPC structure for the reactor is shown in Figure 7.1. The obtained RBF and 

MLP neural networks model in chapter 5 is used to predict the reactor output for N2 

steps ahead. The nonlinear optimizer minimizes the errors between the set-point and 

the predicted output, as well as the increment of the optimized control variable by 

using the cost function (7.1). 

𝐽 = ∑ [𝑦𝑠𝑒𝑡(𝑖) − 𝑦̂(𝑖)]2 + 𝜆 ∑ [𝑢(𝑖) − 𝑢(𝑖 − 1)]2
𝑡+𝑁𝑢
𝑖=𝑡

𝑡+𝑁2
𝑖=𝑡+𝑁1

                      (7.1) 

𝑢𝑚𝑖𝑛 ≤ 𝑢 ≤ 𝑢𝑚𝑎𝑥                                                           (7.2) 

This minimization is subject to constraint (7.2) valve position. Here, N1, N2 defines 

the prediction horizon, λ is a control weighting factor,  Nu control horizon, yset is the 

set-point to introduce a feedback in order to compensate the system steady-state error 

and against disturbance effects. The remaining main problem of MPC is to solve the 

nonlinear optimization problem in each sample period, calculate a series of optimal 

u(t), u(t + 1), . . . , u(t + Nu-1) from which the neural network model generates output 

to minimize 𝐽 (Yu et al., 1999, Robert Haber, 2011) . The optimization of control 

variable u(t) is subjected to the constraint that is giving in (7.2) in this case. 

The filtered model prediction error in Figure 7.1 is also used to compensate the model 

outputs in the MPC scheme to correct the future predictions. This is to modify the 

model outputs in (5.1) by adding the corresponding filtered error to the right-hand side 

of the equations. 
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Figure 7.1 The scheme of neural network based model predictive control 

The minimization of (7.1) yields a set of future 𝑢(𝑘) and only the first control move 

is implemented at every sampling instant. Then the whole procedure will be repeated 

in the next sampling period.  

7.3  Chylla-Haase reactor modelling using RBFNN 

Neural Network model for Chylla-Haase polymerization reactor (RBF and MLP) is 

given in Figure 7.2. RBFNN and MLPNN is developed with the data collected from 

the simulated polymerization reactor in chapter 5. Third order structure with valve 

position and monomer feed used here, more details in section 5.2.3.2. Since NMPC 

can be applied to nonlinear systems to fined optimal control, it will be used here to 

achieve robust control  against disturbance. 
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Figure 7.2 structure of RBF and MLP neural with input variables 

7.3.1 Data Collection and Scaling  

Firstly, to model the reactor using neural network, a set of suitable input/output 

data sufficiently covering the region in which the system is going to be controlled must 

be generated. Because the accuracy of the neural network modelling performance 

depends on this data and this data randomly selected so in practice it will cover the 

region of the control interests. This stage as the same as explained steps in chapter 5 

section 5.2.3.1  

Random amplitude signal (RAS) is used to generated the data set (0~2000 samples) of 

RAS generated for valve position (manipulated variable) and monomer feed rate for 

product A as shown in Figures 5.2 & 5.3 respectively in chapter 5. Moreover, (0~3000 

samples) for product B as shown in Figures 5.4 & 5.5. 

The valve position range Figure 5.2 in chapter 5 in the process is from (0% ~100%) 

and the monomer feed is (0~0.0075) kg/s with fixed time for product A and 

(0~0.00641) kg/s for product B (longer batch). The sample time set to be 4 seconds. 
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7.3.2 RBF training algorithm 

As the same in chapter 5, three variables were chosen to be the network inputs from 

the reactor simulation, valve C, Monomer feed 𝑚̇𝑀
𝑖𝑛, and reactor temperature 𝑇. 

Third order structure with 23 hidden nodes has been chosen because they give a 

minimum prediction error, The structure was selected based on testing different 

networks that vary in terms of structure and simulation parameters, the RBFNN input 

will be as a vector 𝑋1, where 𝑋1 is given by the following equation: 

𝑋1 = [𝑦̂(𝑘 − 1) 𝑦̂(𝑘 − 2) 𝑦̂(𝑘 − 3) 𝐶(𝑘 − 1) 𝑚̇𝑀
𝑖𝑛(𝑘 − 1)]                     (7.3) 

Where, 𝑋1 is the vector input for the RBF model, ŷ is the predicted reactor temperature, 

𝐶 is the valve position and 𝑚𝑀
𝑖𝑛, is the monomer feed rate (disturbance). Generally, 𝑦̂ 

is a weighted sum of the hidden node outputs. 

Once the training is over the network is validated by passing some other signals which 

not learned by the network during training. If the prediction error of the model does 

not deviate much from the process response, then the developed model is accepted else, 

the steps for system identification are repeated until the desired performance is reached. 

The RAS data obtained in chapter 5 used for training and a different RAS data used 

for testing (validating). Figures 5.8 & 5.9 for product A, and Figures 5.10 & 5.11 for 

product B presents a good match between reactor output and RBFNN output, 

mentioned in chapter 5. 

7.3.3. MLP training algorithm  

As the same in chapter 5, three variables were chosen to be the network inputs from 

the reactor simulation, valve C, Monomer feed 𝑚̇𝑀
𝑖𝑛, and reactor temperature 𝑇. 

The multi-step ahead prediction based on the identification structure is given by 

equation 7.3.   

2 hidden layers are considered here, learning algorithm is based on Back-propagation 

method. Training of MLPNN is done with an objective of mean squared modelling 
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error to determine a set of optimal weights, so that the network will produce predicted 

output near to true outputs 

7.4  RBF-based MPC for Polymer A 

The neural network obtained in chapter 5 is used in this section to generate the Chylla-

Haase  model for the MPC scheme. Figure 7.3 illustrate the modelling diagram. The 

network model has 3 input variables, as mentioned before, the valve position 𝐶 , 

monomer feed rate 𝑚𝑀
𝑖𝑛 and the reactor temperature output y. The denote y represents 

the target value of the reactor temperature and 𝑦̂ is the output of the neural network 

model. The input of the RBFNN was determined experimentally and a suitable was 

equation 7.4. in case of using non-adaptive RBFNN, all the parameters (w (0), µ and 

P(0)) of the RBFNN is saved in order to use them in non-adaptive MPC but due to 

system parameters  variation and uncertainty observed in process operation  an 

adaptive MPC is needed that adapts itself to such changing conditions. 
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Figure 7.3. The strategy of non-adaptive RBFNN based MPC 
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7.5  Adaptive RBF-based MPC 

Adaptive control is the specific type of control where the process is controlled in closed 

loop and where knowledge about the system characteristics is obtained online while 

the system is operating. Based upon refreshed information obtained during process 

operation, specific interventions in the control loop are made in order to fulfil the 

control goal. Adaptive control covers a set of techniques which provide a systematic 

approach for automatic adjustment of controller in real time, in order to achieve or to 

maintain a desired level of control system performance when the parameters of the 

plant dynamic model are unknown and/or change in time. First, the case when the 

parameters of the dynamic model of the plant to be controlled are unknown but 

constant (at least in a certain region of operation) is considered. In such cases, although 

the structure of the controller will not depend in general upon the particular values of 

the plant model parameters, the correct tuning of the controller parameters cannot be 

done without knowledge of their values. Adaptive control techniques can provide an 

automatic tuning procedure in closed-loop for the controller parameters. In such cases, 

the effect of the adaptation vanishes as time increases. Changes in the operation 

conditions may require a restart of the adaptation procedure. 

7.5.1 Model adaptation 

The strategy of the adaptive model is illustrated in Figure 7.4. Adaptation is applied to 

the RBF model of the nonlinear polymerization reactor to follow any parameter change 

and achieve robust control against disturbances. The adaptive RBFNN is used to model 

reactor temperature, and nonlinear optimizer is used to predict the optimal control 

valve position. The main difference between the adaptive and non-adaptive RBF based 

MPC is that the weighting in the adaptive RBF will be updated according to the error 

between RBF output and the reactor output. Moreover, the initial parameters of the 
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off-line of the non-adaptive RBF training will be saved in order to use them in the 

adaptive RBF at first sample time. 

The main advantage of adaptive MPC over a non-adaptive is the on-line training of 

the adaptive model, which means it has the capability to model any unexpected 

changes in the process. Three different stages are applied to design the adaptive 

method, starting with collecting data from the polymerization reactor and finished by 

adaption of the RBFNN based MPC. The initial off-line training parameters of the 

non-adaptive RBFNN, 𝑤  (0), sigma (0), were saved in order to use them in the 

adaptive MPC in the first sample. The centres and width remain fixed as they have 

been chosen to be distributed in the whole operating space, while the weights are 

adapted to minimize the error caused by disturbances and uncertainty. 

The input of the RBFNN is illustrated in equation (7.3). The mean absolute error is 

used to evaluate the modelling and control performance.  
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Figure 7.4 The strategy of adaptive RBFNN based MPC 

 



125 
 

7.5.2 Tuning of control parameters 

The prediction horizons were tuned in the simulation to the values of 𝑁1=1, 𝑁2=22, 

the control horizon 𝑁𝑢 is set to be zero. For the minimization of the cost function, and 

due to constraints and nonlinear nature of predictors the numerical optimization of the 

MPC was necessary. The controller used constrained (Fmincon) method from Matlab 

Optimization Toolbox as a nonlinear optimization algorithm. Fmincon allows 

imposing constraints with respect to the value of the control input such as upper or 

lower bounds. After attempting different values, the control weight is chosen as λ = 

0.025, data sampling interval is 4 seconds. 

7.5.3 Simulation result for polymer A 

RBF neural network based model predictive control  have already been introduced in 

many industries in particular to the chemical processes (Helbig et al., 1996, Pottmann 

and Seborg, 1997). Here, application to a complex process simulation of semi-batched 

reactor (Chylla-Haase) is considered. The proposed method was conducted to verify 

two objectives, set-point following with high quality product and disturbance rejection. 

The outcome of the simulation that the proposed optimizing scheme performs is shown 

in Figure 7.5. The set-point of the system is 355.382K within tolerance interval of 

)6.0( K and the different values of monomer feed as disturbance are shown in Figure 

7.5(c). The manipulated variable (Valve Position) is displayed in Figure 7.5(b). The 

MAE of the temperature tracking the set-point is 0.0217 for the first batch and 0.025 

for the fifth batch. It is observed in Figure 7.5 that the reactor temperature follows the 

set-point within the tolerance range )6.0( K  with disturbances applied as shown in 

table 7.1. This result is due to the multi-step ahead prediction considered in the 

objective function.  

Scenarios that has been applied in this research: 
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TABLE 7.1 

CONSIDERED DISTURBANCES SCENARIO  

scenario 𝑖[−] 1
ℎ𝑓⁄ [

𝑚2𝑘

𝑘𝑤
] 

𝑇𝑎𝑚𝑏 

1 0.8 0 280.382 

2 1.2 0.704 280.382 

3 0.8 0 305.382 

4 1.2 0.704 305.382 

 

The response of reactor temperature for polymer A with impurity factor of 0.8 and 1.2 

during winter condition for first and fifth batch respectively were obtained. 
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            (b) 

 
          (c) 

Figure 7.5 MPC result for polymer A for first and fifth batch with i =0.8 and 1.2 

during winter condition: (a) reactor temperature (b) Valve Position (c) Monomer feed 

rate. 
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         (c) 

 

Figure 7.6 MPC result for polymer A  for first and fifth batch with i =0.8 and 1.2 

during summer condition: (a) reactor temperature (b) Valve position (c) Monomer 

feed fate. 

 

7.6  RBF-based MPC for polymer B 
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The set-point, the process batch time and some parameters are different here 

comparing with product A, see table 3.3. The set-point is 353.160K. So the tuning 
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the cost function, and due to constraints and nonlinear nature of predictors the 

numerical optimization of the MPC was necessary. The constrained (optimization) 

method from Matlab Optimization Toolbox, “Fmincon”, is used as the nonlinear 
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the control weight λ = 0.045 is chosen. The data sampling interval is 4 seconds. 
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7.6.2 Simulation results for polymer B  

The response of reactor temperature for polymer B with impurity factor of 0.8 and 1.2 

during winter condition for first and fifth batch together with disturbance and 

optimized control variable were obtained, and displayed in Figure. 7.7 
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(c) 

Figure 7.7 MPC result for polymer B for first and fifth batch with i =0.8 and 1.2 

during winter condition: (a) reactor temperature (b) Valve position (c) Monomer feed 

rate 

The response of reactor temperature for polymer B with impurity factor of 0.8 and 1.2 

during summer condition for first and fifth batch are shown in Figure 7.8. 
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(b) 

 
(c) 

Figure 7.8 MPC result for polymer B  for first and fifth batch with i =0.8 and 1.2 

during summer condition: (a) reactor temperature (b) Valve position (c) Monomer 

feed rate 

From Figure 7.7 and 7.8 it can be seen that adaptive RBFNN based MPC with 

prediction horizon values 𝑁2= 30 has the ability to regulate the reactor temperature 

within an interval of +0.6K around the desired setpoint under all operation conditions 

and disturbances. The MAE of the temperature tracking are 0.032 and 0.039 for batch 
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1 and 5 for product B respectively. This performance is much better than the cascade 

controller that usually used to control such a process, this is due to the perfect 

modelling using RBF networks. The non-linear MPC controller based on RBF network 

captures the non-linear dynamics of the Chylla-Haase reactor and responds well to the 

changes. It can also see that when the control variable has an quick change due to 

monomer feed rate for both products A and B the manipulated variable (valve position) 

respond quickly to keep those changes within the limit and that’s due to robust 

optimization consideration. 

The proposed methods were conducted to verify two objectives, set-point following 

and disturbances to be anticipated and eliminated to permits the controller to drive the 

process output more closely to the reference trajectory. The outcome of the simulation 

that the proposed optimizing scheme performs is showed in previous section. It is 

observed  that the reactor temperature follows the set-point within the tolerance range 

within presence of some disturbances and multi-product production, this is due to the 

multistep ahead prediction considered in the objective function. 

7.7  MLP-based MPC for polymer B 

Using the predictive control strategy with identified model (NNMPC) it is possible to 

calculate the optimal control sequence for nonlinear plant. 

A feedforward, multilayer perceptron (MLP), error back propagation NN was used for 

the system identification as illustrated in chapter 5. The training and validation data 

sets are presented in Figures 5.15 and 5.16. The objective of the identification process 

is to minimize the error signal 𝑒(𝑡) = 𝑦(𝑡) − 𝑦̂(𝑡) when the plant and NN model are 

subjected to the same input,  see Figure 8.1, where 𝑦̂(𝑘) is the NN model output, 𝑦(𝑘) 

is the plant output, 𝑚𝑠𝑝(𝑡) is the modified set-point, 𝑒𝑓(𝑡) is the filtered error. 

The MLPNN-MPC structure for the reactor is shown in Figure 7.9. The obtained MLP 

neural network model in chapter 5 is used to predict the reactor output for 𝑁2 steps 
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ahead. The nonlinear optimizer minimizes the errors between the set-point and the 

predicted output, as well as the increment of the optimized control variable by using 

the cost function (7.1). 

The strategy of the adaptive model is illustrated in Figure 7.9. Adaptation is applied to 

the MLP model of the nonlinear polymerization reactor to follow any parameter 

change and achieve robust control against disturbances.  

This strategy is the same as the strategy used in RBF neural network. 

The input of the MLPNN is illustrated in equation (7.3). The mean squared error is 

used to evaluate the modelling and control performance.  
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Figure 7.9 The strategy of adaptive MLPNN based on the MPC neural network 

7.7.1 Tuning of control parameters  

The control parameters in the objective function in adaptive MPC are 𝑁1=1, 𝑁2=20 

and λ=0.03 and 𝑁𝑢=0. The optimization algorithm used to solve objective function 

(7.1) is Fmincon, which is available in the Matlab library, data sampling interval is 4 

seconds. 
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7.7.2  Simulation results and discussion for polymer B 

The MLPNN-MPC controller were applied to the Chylla-Haase reactor nonlinear 

model. The MLPNN-based identification process was implemented in MATLAB. The 

Chylla-Haase responses showed  in Figure 7.10 show a good command tracking. 

Figure 7.10 a,b,c. Displays reactor temperature, manipulated variable (Valve Position) 

and monomer feed rate respectively. The MAE of the temperature tracking the set-

point is 0.875. It is observed that the reactor temperature follows the set-point within 

the tolerance range )6.0( K  with disturbances applied as shown in table 7.2. This 

result is due to the multi-step ahead prediction considered in the objective function.  

Scenarios that has been applied as followed: 

TABLE 7.2 

CONSIDERED DISTURBANCES SCENARIO  

scenario 𝑖[−] 1
ℎ𝑓⁄ [

𝑚2𝑘

𝑘𝑤
] 

𝑇𝑎𝑚𝑏 

1 0.8 0 305.382 

2 1.2 0.704 305.382 

 

Only polymer B with impurity factor of 0.8 and 1.2 during winter condition for first 

and fifth batch respectively were considered here as it expected to be the most difficult 

scenario. 
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(c) 

Figure 7.10 MPC result based on MLP for polymer B  for first and fifth batch with i 

=0.8 and 1.2 during summer condition: (a) reactor temperature (b) Valve Position (c) 

Monomer Feed Rate 

 

7.8  Summary   

This chapter has discussed the RBF and MLP neural networks based MPC for 

polymerization reactor given by Chylla-Haase. The RBF and MLP used to model a 

nonlinear model and to predict the future output. The simulation shows that the trained 

neural network was capable of capturing dynamics with a very small performance 

tolerance indicating its high prediction accuracy. Implementation of the NNMPC 

controller was able to force process output to follow the target within its tolerance 

against influence of monomer feed and with different disturbances, impurity factor and 

fouling factor with four scenarios, first and fifth batch in summer, first and fifth batch 

in winter, also for different products, A and B. 

On analysis of the response graphs, it can be seen that the NNMPC strategy 

successfully tracks the reference signal. 

The result obtained for the random reference signal illustrates and proves the tracking 

ability of controller. 
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Chapter 8 Batch time minimization using MPC 

8.1  Introduction  

Polymerization reactors are usually operated with a constant monomer feed, 

monomers are usually slowly dosed into the reactor, leading to long batch times and 

limiting the process productivity (Finkler et al., 2013). In this chapter, model predictive 

control based on radial basis function is used for the time optimal operation of Chylla-

Haase reactor that can be implemented for more flexibility and time saving for 

operators. The results show that the MPC control scheme can greatly shorten the 

reaction period without risking the quality of the temperature control. As the 

investigations here focus on the reduction of the batch time, the original cascade 

control structure is tested for cases where the value of monomer feed is increased so 

that the feeding period can be shortened and operation time can be reduced. 

8.2  PID cascade controller 

In the original control solution for the Chylla-Haase reactor, the system is operated 

using a constant monomer flow rate during the whole feeding period while a cascade 

of PID controllers is used to track a constant trajectory for the reactor temperature, as 

described in previous chapters. The Cascade control which is illustrated in chapter 4 

is configured such that the master controller regulates the reactor temperature by 

manipulating the set point of the slave controller which controls the recirculation water 

temperature by acting on the heating/cooling mode. 

From previous results obtained in chapter 4, the cascade of PID controllers is quite 

able to operate the system when the monomer inlet flows within the original range 

7.5 ∗ 10−3𝑘𝑔/𝑠. However, when monomer feed rate goes beyond the original value 

in order to minimize the batch time and make more flexibility for operators, a 

temperature rise cannot be controlled due to a consequence of the continuous decrease 

in heat transfer coffecient (UA) due to the polymer formation along the batch, which 
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affects the close-loop system as a ramp-like disturbance also the amount of heat 

produced by the reaction is larger than the capacity of the cooling system and the 

reactor is driven out of control as it can be seen in Figure 9.1. 
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(c) 

Figure 8.1 Performance of the CCs for polymer A for different monomer inlet during 

winter condition: (a) reactor temperature (b) Monomer feed rate (c) Valve position. 

The chapter proposed is based on solving this issue to operate the system at large 

monomer inlet flow rates and reject disturbances so that a fast (less batch time) and 

robust operation during the feeding period can be guaranteed. 

8.3  Multi-objective optimization and control 

The same structure used in chapter 7 is used here, the NN-MPC structure for the reactor 

is shown in previous chapter Figure 7.3. The obtained RBF neural network model is 

used to predict the future process response over the specified horizon 𝑁2 . The 

predictions are passed to a numerical optimization routine, which attempts to minimize 

a specified cost function (9.1) in the calculation of a suitable control signal at each 

sample instant. Minimizing the inverse of monomer feed rate is to maximize the 

monomer feed rate, so that the batch time is minimized (shortened). The objective 

function used in the optimization is: 

𝐽 = ∑ [𝑦𝑠𝑒𝑡(𝑖) − 𝑦̂(𝑖)]2 + 𝜆1 ∑ [𝑢(𝑖) − 𝑢(𝑖 − 1)]2 +
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𝑖=𝑡
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𝜆2 ∑
1
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𝑢𝑚𝑖𝑛 ≤ 𝑢 ≤ 𝑢𝑚𝑎𝑥                                                        (8.2) 

𝑚̇𝑀
𝑖𝑛 > 0                                                                (8.3) 

This minimization is subject to constraint (9.2 & 9.3) valve position. Here, 𝑁1 , 𝑁2 

defines the prediction horizon, λ is a control weighting factor, 𝑁𝑢 control horizon, u is 

manipulated variable,  𝑦𝑠𝑒𝑡 is the modified set-point to introduce a feedback in order 

to compensate the system steady-state error and against disturbance effects.  

The remaining main problem of MPC is to solve the nonlinear optimization problem 

in each sample period, calculate a series of optimal u(t), u(t + 1), . . . , u(t + Nu-1) 

from which the neural network model generates output to minimize 𝐽 (Pottmann and 

Seborg, 1997, Ding-Li et al., 2006). 

8.4  Control parameter tuning   

The prediction horizons were set at their best values of 𝑁1=1, 𝑁2=30, the control 

horizon 𝑁𝑢 is set to be zero. As mentioned before, for the minimization of the cost 

function, and due to constraints and nonlinear nature of predictors the numerical 

optimization of the MPC was necessary, the controller used a multi-objective 

optimization algorithm from Matlab Optimization Toolbox, (gamultiobj) allows 

imposing constraints with respect to the value of the control input such as upper or 

lower bounds. After attempting different values, the control weight is 𝜆1 = 0.025, 

𝜆2 = 0.1 data sampling interval is 4 seconds. 

8.5  Simulation results  

The proposed methods were conducted to verify two objectives, set-point following 

and reducing batch time (less batch duration) with high quality product. The outcome 

of the simulation that the proposed optimizing scheme performs is shown in Figure 

9.2. The set-point of the system is 355.382K within tolerance interval of (±0.6 𝐾) the 

different value of monomer feed (disturbance) shown in Figure 9.2 (c). The 
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manipulated variable (Valve Position) displayed in Figure 9.2 (b). It is observed that, 

the reactor temperature follows the set-point within the tolerance range (±0.6 𝐾) with 

maximum of 0.03kg/s of monomer beyond this value its impossible to keep the 

temperature with in the tolerance range as demonstrated in Figure 9.2 (a) with dotted 

red line. The results of an investigation of higher monomer flows with the goal to 

reduce the feeding period using the CCs for temperature control are compared with 

MPC-RBF. In these simulations, the performance of the temperature control is 

compared for the cases where monomer feed rate  in is set to 0.00756 kg/s, 0.015 kg/s, 

0.0225 kg/s, 0.03 kg/s and 0.045kg/s. As 45 kg of monomer have to be fed into the 

reactor during the feeding period, the corresponding durations of the feeding period 

are 70, 50, 33.3, 25 and 16.6 min, respectively. 
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(b) 

(c) 

Figure 8.2 MPC result for  polymer A  for different monomer inlet during winter 

condition: (a) reactor temperature (b) Valve Position (c) Monomer Feed Rate. 

8.6  Summary 

Model predictive control based on an adaptive RBF model is applied to Chylla-Haase 

polymerization reactor. RBFNN has strong ability to model highly nonlinear process 
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control. The main goal was to reduce the batch time as much as possible without 

driving the temperature control out of the performance bounds. As in the original setup 

of the Chylla−Haase benchmark problem it is not possible to reduce the batch time 
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because the monomer inlet flow is constant. A modified version of the benchmark 

problem where variable monomer feed are allowed was considered. A new objective 

function involving batch time function is formulated and the optimization problem is 

solved by employing a multi-objective function optimization algorithm in Matlab 

optimization toolbox. The control scheme fulfils the temperature requirements for 

chosen values of the uncertain parameter and robustly minimizes the batch time. 

Efficient optimizing control structure that maximizes the monomer feed by using a 

NMPC based on RBFNN, this scheme has the ability to robustly optimize the control 

variable by minimizing an objective function. The objective function is defined in 

terms of both present and predicted system variables and is evaluated using an explicit 

model to predict future process outputs. 

The simulation results show that the proposed scheme is able to robustly operate the 

process even with the large impact results from maximize the monomer feed rate. The 

reaction period was significantly shorted compared to the original recipe with constant 

monomer flow rate. 
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Chapter 9 Conclusions and Further Work 

9.1 General Discussion 

On comparison of the responses obtained from the simulated polymerization reactor 

with the conventional control and feed-forward feedback control (chapter 4) the 

performance of the proposed model predictive control (chapter 7) is found to be 

superior and meets the control objective of maintaining the reactor temperature within 

the tolerance interval of ±0.6K from the set point. Although, feed-forward feedback 

control based on RBF neural networks gives an excellent result for keeping the reactor 

temperature within the tolerance range but still cannot give a good result because the 

control variable sometimes is higher than the upper bound 100% and lower than the 

lower bound 0%. 

The results of the neural network based MPC were obtained for both seasons, different 

batches and different products, and for the reduction of batch time only product A was 

used here (chapter 8). It may be considered in the future to also use product B for the 

possibility of batch time reduction. 

The present work leads to further development of advanced model predictive control 

schemes considering stability and optimization speed, which is explained in more 

details in the section 9.3. 

9.2 Conclusions  

This work undertaken a theoretical and experimental study treating the subjects of 

modelling, control and optimization of Chylla-Haase polymerization reactor. The 

research studies have achieved the following main results: 

 The first part of this research is focused primarily on the development of 

ordinary differential equation models based on the kinetic and differential 

equations published by (Chylla and Haase, 1993). Also develop a simulation 
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model that describes the dynamic behaviour of polymerization process using 

Matlab/Simulink. It allows to understand the behaviour of such a high non-

linear process. 

 Next, conventional control methods are designed and implemented for Chylla-

Haase reactor. PID control is investigated and the results are discussed. 

Moreover, LQR control is implemented  based on a linear model of the plant 

using Matlab linearization tools. Furthermore, design of model predictive 

control based on linearized model using MPC Toolbox is investigated .   

 Further, some advanced control scheme are proposed in this research using 

different methods. The RBFNN based inverse model control is implemented 

using PID controller. A PID controller is used in the feedback control to adjust 

the deference between the requested and the actual reactor temperature by 

compensating the neural network inverse model output. The RBFNN inverse 

model is made adaptive to cope with the significant parameters uncertainty, 

disturbances and environment changes. Moreover, RBFNN based MPC 

scheme is proposed for Chylla-Haase reactor. The adaptive RBFNN is trained 

by the RLS method for modelling, so that the change on reactor parameters is 

compensated. The RBFNN is used to model a nonlinear model and to predict 

the future outputs. The nonlinear optimizer minimizes the errors between the 

set-point and the predicted output, as well as the increment of the optimized 

control variable by using the cost function. The developed MPC scheme shows 

an excellent result in terms of control of the reactor temperature. The  

optimization scheme using Matlab’s Optimal Toolbox functions (Fmincon) 

shows a good robustness, which allows dealing with either unconstrained or 

constrained optimization problems. Matlab function “Fmincon” allows 
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imposing constraints with respect to the value of the control input such as upper 

or lower bounds. 

In addition, replacing the RBFNN with MLPNN and investigate the 

comparison. From simulation result the RBF networks generally give better 

results than MLPs. In general, the RBF network is more strong against a bad 

training set than an MLP and, hence, provides better results. For a good training 

set, a significant improvement would be expected for an RBF network relative 

to an MLP. 

Research on MPC scheme on Chylla-Haase reactor has also been done by using 

the same MPC scheme based on RBFNN used to reduce the batch time as much 

as possible without driving the temperature control out of the performance 

bounds. As in the original setup of the Chylla−Haase benchmark problem, it is 

not possible to reduce the batch time because the monomer inlet flow is 

constant. A modified version of the benchmark problem where variable 

monomer feed are allowed was considered. The simulation shows that 

implementation of the NNMPC controller was able to force process output to 

follow the target within its tolerance against disturbances and monomer feed 

inlet variation in limit. 

 

In conclusion, the four advanced schemes for Chylla-Haase polymerization 

reactor have been proposed and developed in this research. Their effectiveness 

and robustness have been assessed by computer simulation on a widely used 

Matlab. Flexibility and feasibility of these methods are also analysed and 

discussed by comparison. It provides important research base for further 

development of control methods for Chylla-Haase control problems, especially 
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for the scheme of MPC based on RBFNN for control and reduction of batch 

time. 

         9.3 Further work 

Although the methods presented in this thesis have demonstrated the 

effectiveness of the proposed approach, they could be further developed in a 

number of ways: 

While model predictive controllers can be effective in the proper situation, they 

have limitations. Optimisation speed, exact linearization MPC and to guarantee 

the whole system stability are the main problems that need to be solved. For 

the speed of the optimization, more rapid non-linear optimisation algorithms 

need to be developed and investigated. Exact linearization  will allow to  cancel 

the nonlinearities in a nonlinear system in such a way that the closed-loop 

dynamics appears in a linear form. Another unsolved and active research 

problem of MPC is its stability proof for the system involving neural networks, 

which is also one of the most important and difficult research topics in the 

neural network community. 

Different neural networks models combined with MPC have been widely 

employed in process control applications. It is necessary to evolve a scheme 

for development of a black box model in which the model structure can be 

selected relatively easily and the resulting model is valid over a wide operating 

range. 

Finally, exact linearization MPC is an interesting subject that maybe 

implemented on the proposed scheme. Roughly speaking, exact linearization 

tries to cancel the nonlinearities in a nonlinear system in such a way that the 

closed-loop dynamics appears in a linear form. It is a transformation for 

mapping a nonlinear system into a linear one without any approximation which 
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occurs, for instance, in the Taylor-expansion-based linearization approach. In 

this research RBF neural network is used to approximate the non-linear 

dynamic system function in high-precision. Therefore, it is suggested that if 

the parameter linearization technique of Taylor series is employed to do partial 

or impartial linearization of RBF neural network output, then the results will 

be more accurate. On other words, instead of approximating the entire 

nonlinear system with neural network, we get the exact linearization model 

which allow to get a better results. 
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Appendix A 

Symbols  

𝑇(𝑡)                    Reactor temperature  

𝑇𝑎𝑚𝑏                   Ambient temperature  

𝑇𝑠𝑡𝑒𝑎𝑚                 Steam temperature  

𝑇𝑤𝑎𝑙𝑙                   Wall temperature  

𝑇𝑗
𝑖𝑛                      Coolant inlet temperature  

𝑇𝑗
𝑜𝑢𝑡                    Jacket outlet temperature  

𝑚𝑀(𝑡)                 Monomer mass 

𝑚𝑝(𝑡)                  Polymer mass 

𝑚𝑀
𝑖𝑛                      Monomer feed rate 

𝑚𝑐                        Mass of coolant 

𝑚̇𝑐                        Coolant rate 

𝑚𝑊                       Mass of water 

𝑀𝑊𝑀                    Molecular weight of monomer 

𝐶𝑝,𝑀                      Specific heat of monomer at constant pressure  

𝐶𝑝,𝐶                       Specific heat of coolant at constant pressure 

𝐶𝑝,𝑃                       Specific heat of polymer at constant pressure 

𝐶𝑝,𝑊                      Specific heat of water at constant pressure 

𝑄𝑟𝑒𝑎                      Reaction heat 

∆𝐻                        Reaction enthalpy 

𝐴                           Jacket heat transfer area 

𝑈                           Overall heat transfer coefficient 

(𝑈𝐴)𝑙𝑜𝑠𝑠                Heat loss coefficient 

𝐾𝑝(𝑐)                     Heating/cooling function 
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𝐶(𝑡)                        Control valve position  

𝑅𝑝                           Polymerization rate  

            𝑅                             Natural gas constant 

𝐵1                           Reactor bottom area 

𝐵2                           Jacket bottom area 

𝑃                             Jacket perimeter  

θ1                            Jacket transport delay 

θ2                            Recirculation transport delay 

ρ𝑀                           Density of monomer  

ρ𝑃                            Density of polymer     

ρ𝐶                            Density of coolant  

µ                              Batch viscosity 

µ𝑤𝑎𝑙𝑙                        Wall viscosity  

τ𝑝                             Heating/cooling time constant 

1
ℎ𝑓

⁄                           Fouling factor 

ℎ                               Film heat transfer coefficient 

𝑑0, 𝑑1                       Constants 

𝑖                               Impurity factor 

𝐾                              First order kinetic constant 

𝑘0, 𝑘1, 𝑐0, 𝑐1, 𝑐2,         Constants 

𝑐3, 𝑎0, 𝐸 

𝑚̇𝑀
𝑖𝑛,𝑚𝑎𝑥

                     Maximum monomer feed rate  

[𝑡𝑀,0
𝑖𝑛 , 𝑡𝑀,1

𝑖𝑛 ]                 Feed period time interval for polymer A and B 

[𝑡𝑀,2
𝑖𝑛 , 𝑡𝑀,3

𝑖𝑛 ]                 Feed period time interval for polymer B    
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Appendix B 

Abbreviations   

NN                        Neural Network 

CCs                       Cascade Controller 

MSE                      Mean Square Error 

MAE                     Mean Absolute Error 

MLP                      Multi-Layer Perceptron 

RBF                       Radial Basis Function 

            FBFNN                 Radial basis function neural network 

PID                        Proportional-Integral-Derivative 

LQR                       Linear Quartic Regulator 

MPC                      Model Predictive Control 

LMPC                    Linear Model Predictive Control 

NNMPC                 Neural network model predictive control 

NMPC                    Non-linear model predictive control 

RLS                        Recursive Least Square  

FB                          Feedback 

FF                          Feed-forward 

MIMO                   Multi-inputs multi-outputs 

MISO                    Multi-inputs single-outputs 

PLRBF                  Pseudo-linear radial basis function 

DMC                    Dynamic matrix control 

EKF                      Extended Kalman filter 

SPKF                    Sigma-Point Kalman filter 

UKF                     Unscented Kalman filter 

RAS                     Random amplitude signals 
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