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#### Abstract

Particle agglomeration, wall deposition and resuspension are inherent to many industries and natural processes, and often inter-connected. This work looks into their relation in a confined particle laden swirling flow. It investigates how the size of detergent powder spray dried in a swirl counter-current tower responds to changes in the air flow. Four sets of sprays are investigated under varying combinations of air temperature and velocity that cause the same evaporation. The use of high air velocities accumulates more of the droplets and dry powder in the chamber swirling faster, but it leads to creation of a finer product. Particle-particle and particle-wall contacts are made more frequent and energetic but in turn the swirl troughs the solids to the wall where deposits constantly form and break. Past PIV and tracer studies revealed that the rates of deposition and resuspension are balanced; the data discussed here indicate that the dynamic nature of the deposits is a major contributor to particle formation. In contrast with the usual assumption, the product size seems driven not by inter-particle contacts in airborne state but the ability of the solids to gain kinetic energy and break up a collection of clusters layering on the wall. As a result, the dryer performance becomes driven by the dynamic of deposition and resuspension. This paper studies the efficiency of limiting operation strategies and shows that a low temperature design concept is better suited to control fouling phenomena and improve capacity and energy consumption.


 © 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http:// creativecommons.org/licenses/by/4.0/).
## 1. Introduction

Particle agglomeration is at the core of powder manufacturing. Fluidised beds or granulators (Tan et al., 2006; Fries et al., 2013) are examples of well controlled processes, but particles grow in a more uncontrolled fashion in dryers (Verdurmen et al., 2004) or cyclones (Alves et al., 2015). Agglomeration is regarded as the result of a collision between two flowing particles or droplets (Sommerfeld, 2001). Impacts to the wall of process units or the material layering there receive less attention (Jin and Chen, 2010; Song et al., 2016). Similarly to the treatment of particleparticle contacts (Sutkar et al., 2015) the collisions of dry or wet particles to the walls are simplified by restitution coefficients (Hastie, 2013; Crüger et al., 2016). In most cases, numerical models of particulate processes neglect deposition or assume that it leads to a static layer of material that plays no role in the overall process.

[^0]In a sense, the lack of an advanced description of fouling is a handicap of the powder industry. Deposition, consolidation, suppression and resuspension are widely studied in other fields such as sediment and soil dynamics (Harris and Davidson, 2009), nuclear (Lustfeld et al., 2014) and heat transfer engineering (Yeap et al., 2004; Bansal and Chen, 2006), microfluidics (Marshall and Renjitham, 2014), membrane technology (Melián-Martel et al., 2012), combustion and ash deposits (Zbogar et al., 2009) or biotechnology (Chu and Li, 2005).

Ziskind (2006), Li et al. (2011) and the work of Henry et al. (2012), and Henry and Minier (2014) set a clear picture of the state-of-the-art in colloidal and particulate fouling research. Many technologies refer to deal with colloids and/or inertia-less systems that form mono-layered deposits (Soldati and Marchioli, 2009) where fouling is treated essentially as a fluid dynamics problem. Many industries however handle cohesive materials and deal with complex multi-layered deposits. Depending on the case, deposits evolve in time due to the transfer of momentum e.g. deposition and removal processes, heat and mass e.g. drying, sintering, or undergoing chemical reactions e.g. ageing. Such a complex behaviour is not exceptional but the rule in energy and environmental engineering (Abd-Elhady et al., 2007; Lecrivain

| Nomenclature |  |  |  |
| :---: | :---: | :---: | :---: |
| A | cross-sectional area of the cylindrical chamber, $\mathrm{m}^{2}$ |  | files for $U_{A, z}$ are taken from isothermal cases (Francia |
| C | capacity ratio $C=1-\left(\left(M_{E}+M_{R}\right) / M_{E P}\right)$, - |  | et al., 2015c) |
| D | diameter of the cylindrical chamber, m | $U$ | time averaged velocity, $\mathrm{m} \mathrm{s}^{-1}$ |
| d | diameter of the top exit in the dryer, tubular guard, m | $U_{\text {av }}$ | bulk or superficial air velocity, $\mathrm{m} \mathrm{s}^{-1}$ |
| $f$ | normalised size frequency in a probability density function, $\log (\mu \mathrm{m})^{-1}$ | $\begin{aligned} & U_{p, S d} \\ & U_{p, t} \end{aligned}$ | particle sedimentation or free falling velocity, $\mathrm{m} \mathrm{s}^{-1}$ particle terminal velocity, $\mathrm{m} \mathrm{s}^{-1}$ |
| $\mathrm{H}_{\text {A }}$ | enthalpy rate for the air taking ambient temperature as reference $H_{A}=\int_{T_{\text {amb }}}^{T_{A, a v}} M_{A} c_{p, A} \cdot d T, \mathrm{~J} \mathrm{~s}^{-1}$ | $\begin{aligned} & U_{p, w} \\ & X_{w} \end{aligned}$ | particle velocity for the first wall impact, $\mathrm{m} \mathrm{s}^{-1}$ product water mass fraction |
| $\Delta H_{\text {DA,Sn }}$ | enthalpy variation between outlet and inlet air in a dry basis, J s ${ }^{-1}$ | $z$ | axial position in the cylindrical chamber measured from the level of the air inlets, $m$ |
| $\Delta H_{p, S n}$ | enthalpy variation between the outlet product, elutriates and water vapour and the inlet slurry, $\mathrm{J} \mathrm{s}^{-1}$ | Greek letters and symbols |  |
| M | mass rate, $\mathrm{kg} \mathrm{s}^{-1}$ | $\eta_{t}$ | thermal efficiency in the dryer, $\eta_{t}=\left(T_{A, I N}-T_{A, E X}\right) /$ |
| $M_{\text {S }}$ | mass rate of slurry sprayed at the nozzle, $\mathrm{kg} \mathrm{s}^{-1}$ |  | $\left(T_{A, I N}-T_{a m b}\right)$ |
| $M_{E}$ | mass rate of powder elutriated and collected at the cyclones, $\mathrm{kg} \mathrm{s}^{-1}$ | $\begin{aligned} & \eta_{h} \\ & \Omega_{i} \end{aligned}$ | heat transfer efficiency in the dryer, $\eta_{h}=Q_{S} / H_{A, I N}$ design swirl intensity, non-dimensional flux of angular |
| $M_{R}$ | mass rate of oversized product exiting the tower belt, $\mathrm{kg} \mathrm{s}^{-1}$ |  | momentum (Francia et al., 2015c) |
| $M_{P}$ | mass rate of the product exiting the tower belt, $\mathrm{kg} \mathrm{s}^{-1}$ | Subscripts, superscripts and caps |  |
| $M_{E P}$ | overall rate of powder exiting the spray drying chamber, $\mathrm{kg} \mathrm{s}{ }^{-1}$ | $\begin{aligned} & A \\ & D A \end{aligned}$ | for the air phase for dry air |
| Oh ${ }^{2}$ | Ohnesorge number, $O h^{2}=2 \mu_{p}^{2} / x_{p} \rho_{p} \sigma_{p}$ | DS | for dry slurry |
| $\mathrm{Q}_{\text {Lat }}$ | latent enthalpy rate of the water vapour generated in the chamber, $\mathrm{J} \mathrm{s}^{-1}$ | $\begin{aligned} & E \\ & E P \end{aligned}$ | for the elutriated fraction of powder for the full powder exiting the tower (elutriated frac- |
| $Q_{\text {Loss }}$ | rate of heat lost to the environment, $\mathrm{J} \mathrm{s}^{-1}$ |  | tion + product from the bottom) |
| $Q_{\text {Ex }}$ | rate of heat exchanged in the dryer, $\mathrm{J} \mathrm{s}^{-1}$ | EX | exhaust conditions |
| Qs | rate of heat transferred to the solid phase, $\mathrm{J} \mathrm{s}^{-1}$ | IN | inlet conditions |
| $q$ | specific heat transfer rate per m and kg of dry slurry, $\mathrm{kJ} \mathrm{~m}^{-1} \mathrm{~kg}_{\mathrm{D}}^{-1}$ | $P$ | for the particle/product exiting the tower from the bottom end |
| $r_{\text {d,o }}$ | initial net wall deposition rate, $\mathrm{g} \mathrm{m}^{-2} \mathrm{~s}^{-1}$ | $R$ | for the fraction of oversized powder removed from that |
| $r H_{A}$ | relative humidity of the air, \% |  | exiting from the tower belt |
| $T$ | time averaged temperature, ${ }^{\circ} \mathrm{C}$ |  |  |
| $T_{A, a v}$ | cross-sectional average air temperature, $T_{A, a v}=$ $\int \rho_{A} U_{A, z} T_{A} d A / \int \rho_{A} U_{A, z} d A$ where normalised radial pro- |  |  |

et al., 2014; Diaz-Bejarano et al., 2016; Alipour et al., 2016), or in materials and powder industries (Adamczyk et al., 2008; Batys et al., 2015; Nakazato, 2015). Studies of multilayered deposits include analysis of stress propagation (Bourrier et al., 2010), clustering (Tanaka et al., 2002; Iimura et al., 2009), kinetic frames (Zhang et al., 2013) and advance experimental set ups (Barth et al., 2013), but in many practical cases, data are scare and engineers cannot predict how fouling responds to operation conditions. This limitation compromises the efficiency in handling powders (e.g. detergents, ceramics, biomass, foods, pharmaceutics) and intensifying their production (e.g. dryers, granulators, mixers, burners, fluidized beds, conveyors).

Spray dryers are particularly challenging because they bring together dry particles with semidried and wet droplets. Our past work studied the origin of agglomeration in swirl countercurrent towers and described how the placement of nozzles (Francia et al., 2016a, 2016b) affects the process. PIV studies (Hassall, 2011) and a set of tracer experiments (Francia et al., 2015a) also demonstrated that in drying detergent formulas the deposits generated are dynamic structures constantly forming and breaking. One in five particles were found to be the direct result of deposit resuspension but the data suggested many more interact at the wall without becoming permanently fixed. This opens an interesting debate on whether the contacts leading to agglomeration take place in airborne state or at the walls and in how the drying conditions can be used to control them. To answer some of these questions, this paper studies the effect of changing the air properties on the agglomeration in swirl drying towers. It
investigates the response of four nozzle configurations previously reported in a reference case (Francia et al., 2016a, 2016b) to varying air flow conditions. The focus is placed in establishing the combined effect of changing the temperature and momentum of the air flow. Two limiting strategies are compared: (a) high temperature (e.g. weak but hot air vortex), or (b) high velocity (e.g. strong but cold air vortex). The trends observed along the support of visualization and tracer studies suggest that agglomerates form by breakage of wallborne clusters rather than by airborne contacts. Accordingly, design concepts based in a high air velocity at low temperature seem better suited to use the kinetic energy of the solids to control the final particle size and the energy efficiency.

## 2. Agglomeration during spray drying

### 2.1. Traditional description: airborne phenomena

Agglomerates are regarded as the result of two flowing particles or droplets coming together. Most research in spray drying focuses in finding when and where in a dryer e.g. distance from the nozzle, the surface of a droplet dries sufficiently to prevent growth. Two particles/droplets are said to adhere if they come in contact for long enough to form a viscous bridge and/or let amorphous substances sinter (Palzer, 2011). Thus major efforts are made to quantify the ability of a drying droplet to stick (Adhikari et al., 2003, 2005) and link it to surface properties e.g. viscosity $<10^{8}$ Pa s, surface tension or liquid-solid contact angle. Properties
of the amorphous substances e.g. shear viscosity, viscoelasticity, glass transition temperature, are used as a guide to study the tendency for agglomeration (Palzer, 2009) and the generation of structure (Palzer et al., 2012). Transition through a glass state also serves to characterise additives (Wang and Langrish, 2009) and delimit the regions of a dryer where solids are prone to agglomerate (Gianfrancesco et al., 2009; Malafronte et al., 2015) or deposit (Woo et al., 2010). Most available work deals with food and cocurrent dryers. In this field, computational fluid dynamic frames are common (Kuriakose and Anandharamakrishnan, 2010); they make use of single droplet drying models (Mezhericher et al., 2008; Handscomb and Kraft, 2010) to predict heat and mass transfer rates and relate the particle flux to the wall to deposition assuming a fraction of it forms static layers of material (Kota and Langrish, 2007; Jin and Chen, 2010; Sadripour et al., 2012; Keshani et al., 2015). In a dryer, rates of mass, heat and momentum transfer are strong functions of particle size, which in addition to the issue of scale make the description of particle interactions a substantial challenge. It is tackled by the application of stochastic collision models that estimate the rate of inter-particle contacts in the air flow (Nijdam et al., 2006; Mezhericher et al., 2012). Yet, models often struggle to be validated when growth is significant (Langrish, 2009; Palzer, 2011). The account of the contact mechanics between viscous droplets has improved drastically over the last decade in experimental (Kuschel and Sommerfeld, 2013; Pawar et al., 2016) and numerical aspects (Focke et al., 2013), but some practical difficulties remain in using material properties easy to measure in slurries or powders but hard in semi-dried matter (Boonyai et al., 2004; Werner et al., 2007).

Counter-current dryers are used to produce thermally stable powders e.g. detergents, ceramics, and often incorporate the use of swirl. Detergents are particularly complex cases due to their formulation including surfactant(s), polymer(s), inorganic salt(s) and others. Since only some components undergo a glass transition the usual approach in foods not applicable. The counter air flow and the swirl also complicate the system by increasing the concentration of solids and multiplying particle interactions. Given this complexity, the large scale and a difficult access, swirl towers are less well known than co-current chambers. Only few authors have studied them experimentally in pilot scale and reported temperature fields and product properties (Fieg et al., 1994; Zbicinski et al., 2002; Zbicinski and Piatkowski, 2009). Despite the complex swirling flow, stochastic agglomeration models have also been implemented in CFD models of swirl towers or cyclones (Paiva et al., 2010; Jaskulski et al., 2015). More often, numerical works study the flow patterns (Harvie et al., 2001; Wawrzyniak et al., 2012) and drying rates (Harvie et al., 2002; Ali et al., in press) but struggle to predict the performance without describing agglomeration accurately. In manufacturing dryers and beyond the issue of scale, models face two major challenges: describing the effect of fouling and wall roughness in increasing the particle residence time (Francia et al., 2015a) and a complex flow structure largely determined by the effects of friction in swirl stability (Francia et al., 2015c, 2015d), both phenomena yet to be reproduced numerically. Subsequently and before going into a realistic representation of this process, recent works turn back to a more rigours study of how multi-phase flow models actually perform in large confined vortex flows looking at the dispersion of glass beads in isothermal cases at low level of friction (Ali et al., 2017). In summary, the control of product size and its effects on design/operation rules in counter-current drying towers remains largely unexplored. When one increases production rate, particle growth comes to limit capacity and efficiency (Huntington, 2004). Typical dryer designs minimise the number of contacts with the placement of sprays (Davis et al., 1971) but growth must be optimised rather than avoided.

### 2.2. Study of wallborne phenomena

Wall deposition has been thoroughly studied in co-current dryers, particularly foods. It is associated to a loss in yield and safety and quality issues (Kota and Langrish, 2006; Keshani et al., 2015). The resuspension of deposits has been pointed at (Hanus and Langrish, 2007a, 2007b) but not yet quantified or related to an effect in the process. It remains unclear whether the deposits in co-current and nil-swirl dryers are in truth static, or to which extent they affect particle formation or residence time. In a swirl tower little attention has been paid to fouling. The work of Hassall (2011) was the first in showing that most of the powder concentrates in an annular region near the wall, Fig. 1a (Hassall, 2011). Here, air-borne particles interact with those fix at the deposits, Fig. 1b (Hassall, 2011), forming and breaking clusters of different size and shape, which then roll, deposit, pick up material, break or detach. For decades the phenomenon was known but it


Fig. 1. Visualization of the wall dynamics: (a) and (b) show the near wall region and multi-layered deposits observed under Particle Image Velocimetry, PIV, reproduced from Hassall (2011). (c) Granules $>850$ during $S_{2}$ whereby the colour tracer tracks material resuspended from the deposits (Francia et al., 2015a). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
was belief that only large pieces could detach (Huntington, 2004). Recent tracer experiments (Francia et al., 2015a) urge to reconsider this view providing evidence that deposits are in fact dynamic structures. The layers of clusters shown in Fig. 1b renew continuously releasing clusters varying from tens of micrometers to millimetres. The coarsest granules in the product are shown to form at the wall structure by agglomeration of deposits with wet droplets (e.g. Fig. 1c shows granules examples where a dye tracks the resuspended material, Francia et al., 2015a). The exchange of material at the wall has a remarkable impact in the process since $>20 \%$ of the product comprises of resuspended material that dries at the wall for $10-100$ times longer than flowing in the air (Francia et al., 2015a). Not considering the time that the product remains at the wall and the processes undergone there explains the difficulties of past approaches to predict drying rate or particle size. In summary, the walls have revealed as a much more relevant actor than anticipated at least in counter-current swirl dryers and it is now important to find ways to account for them at a design stage. It is needed to understand deposition and removal processes and ideally, predict the time the solids remain in wall structures (Fig. 1b) and any growth rate resulting from the different sizes of the droplet/particles coming in and out.

## 3. Experimental methodology

This paper examines the effect of the air flow conditions in the agglomeration observed in a full scale swirl spray drying tower of detergent property of Procter \& Gamble. It compares the operation of four spray arrangements described in the past under a reference air flow $\sim$ (Francia et al., 2016a, 2016b), with the operation under the same inlet properties for the solids but drastic changes in the air conditions, + and -. It expands the initial data reported at international conferences (Francia et al., 2015b) with a full account of operation, deposition, temperature fields, energy efficiency and multi-nozzle operation.

### 3.1. Unit design

Fig. 2 depicts the dryer and the location of sprays. Hot air is injected with angular momentum into the bottom, moves upwards in swirling motion and exits from the top. The slurry is atomized in one or two swirl pressure nozzles that form a hollow cone spray. The finest powder is elutriated with the air and collected in cyclones. A fraction of the spray is initially elutriated up but then migrates to the wall due to the swirl. Most of the solids however are sufficiently coarse to reach the wall below the nozzle level, where they concentrate and start settling in swirling motion. When using two spays the material flowing up from the bottom is captured by the top spray; it grows and starts flowing down (Francia et al., 2016b). Deposits form near the projection of the spray(s), see Fig. 2. Here, the wall receives the impact of (a) powder that falls swirling at terminal velocity and saltating at the wall and (b) wet droplets coming from the nozzle at high velocity. Interaction with the outer layers (Fig. 1b) makes some of these solids to deposit, others to rebound and others to pick up material, roll and grow as they settle (Hassall, 2011; Francia et al., 2015a). For a detailed description of dispersion and the unit compartmentalization in modelling frameworks, interested readers are referred to Francia et al. (2016a, 2016b).

### 3.2. Measurements and monitoring the drying chamber

Droplet size was measured with laser diffraction in an external rig (Sympatec GmbH HELOS/BR - Rodox, Lenses R2, R4 R7, details in Francia et al. (2016a)). The elutriation rate was monitored at


Fig. 2. Outline of a counter-current spray drying tower. Nomenclature, hot air injection, slurry preparation, location of nozzles and projection of the sprays at the walls.
the exit of the cyclones. Product samples were taken at the tower belt, ' 9 ' in Fig. 2, where an infrared probe (OMEGA OS551) measures the powder temperature, $T_{P}$. Ten samples were used for analysis of size under sieving. A larger bulk sample was taken and sieved into eleven classes (Russell Finex Model 17240) used for analysis of water content (Toledo Mettler Moisture Balance). Sampling or humidity measurements inside the dryer are extremely
hard due to the deposition of solids on any large probe. Zbicinski et al. (2002) propose a device to extract air and measure temperature $T_{A}$ and humidity, $r H_{A}$ after filtering the solids. A similar design was successfully tested here but data collection was perhaps too time-consuming for a wide study. Experiments in large scales are expensive and production needs to be minimised. With this in mind, in situ measurements were limited to air temperature and deposition rate at the locations shown in Fig. 3a. The initial net deposition rate $r_{d, o}$ is computed weighting the deposits formed over a clean inspection area in $10-15 \mathrm{~min}$. The air temperature, $T_{A}$, was monitored at the inlet, $\mathrm{tt}-0$, and exhaust lines, $\mathrm{tt}-5$. Inside the cylinder, $T_{A}$, was tracked automatically by K-type thermocouples placed inside four hollow metallic bars aligned with the radius of the chamber. Each bar exposed sensors to the flow at seven small rectangular openings, Fig. 3d. As suggested by Huntington (2004), deposition and condensation were avoided aligning these openings in the shadow of the swirl and placing the bars sufficiently far from the spray(s). Data obtained in this way were in

(c)

[1 $\boldsymbol{H} \mathrm{Ho[7]}$ measure Iw and $T_{A}$ near inlet, averaged as IIp. [8] lo [11] measure Iw only.
(d)


Fig. 3. Measurements: (a) wall inspection areas, (b) air temperature, $T_{A}$ sensors in the cylinder and exhaust line, (c) $T_{A}$ sensors at inlet, bottom sections and at the walls, $T_{W}$, and (d) arrangement of thermocouples inside hollow bars.
agreement with the exhaust probe (tt-5) in the absence of solids and similar $T_{A}$ and $r H_{A}$. At the cone $T_{A}$ was measured manually with a single thermocouple ( $\mathrm{t}-\mathrm{c}$ ).

In order to heat up the metal structure, the unit starts up by initiating the burner and the inlet fans blowing hot air into the dryer; when atomization starts, the inlet air rate and temperature, $M_{A}$ and $T_{A, I N}$, are stepwise increased to target values. In full scale, it takes a long time to heat up the chamber but it is crucial to ensure that steady heat losses are reached before sampling. One cannot afford to operate for many hours to inspect multiple measurements of product water content $X_{w}$; instead one may use the temperature of the dryer wall to monitor the evolution of the heat losses i.e. constant heat losses imply a constant wall temperature. The end of start-up period was set according to the stabilization of the wall temperature $T_{\text {wall }}$ at the tower bottom (Fig. 3c). Sampling and measurements were taken after $T_{\text {wall }}$ remained constant $\left(<0.5^{\circ} \mathrm{C} / \mathrm{min}\right)$, which ultimately resulted in constant values for $X_{w}$.

### 3.3. Two limiting operation strategies

For a given formulation, a swirl tower can be controlled by modifying either the injection of the slurry:

- Changing the slurry rate, $M_{S}$ (i.e. atomization temperature, pressure or nozzle type and number).
- Using a different injection configuration (i.e. number and location of nozzles).
- Modifying the droplet size (i.e. atomization temperature, pressure or nozzle type).

Or the properties of the inlet air flow:

- Modifying the inlet air rate, $M_{A}$.
- Modifying the inlet air temperature, $T_{A, I N}$.

Manufacturers usually try to maximise the rate of slurry $M_{S}$ that may be dried under a fix set of nozzles. The effect of modifying the location and number of nozzles has been described elsewhere (Francia et al., 2016a, 2016b). In practise, once atomization conditions are fixed, the only way to manipulate the process is finding an optimum balance in the air conditions: mass rate $M_{A}$ and temperature, $T_{A, I N}$. Put simply, one can modify temperature and adjust the rate to cause the same heat and mass transfer e.g. if one reduces $T_{A, I N}$ it is necessary to increase the rate $M_{A}$ to dry the product, and vice versa. Two limiting strategies arise: high air temperatures at a low rate (e.g. hot weak vortex) or high rate at low temperatures (e.g. cold strong vortex) leading to:

- Different flow patterns: An increase in the rate $M_{A}$ originates higher air velocities $U_{A}$ in the dryer and as a result the powder concentrates and experiences a longer residence time.
- Different heat and mass transfer kinetics: An increase in the rate $M_{A}$ must be accompanied by a drop in the air temperature to keep a constant evaporation rate. As a result, higher velocities and lower temperatures have competing effects in the local heat transfer rate since they reduce the $\Delta T$ between the phases (particularly at the bottom, Section 4.3) and better convection in areas of high air velocity.

This work compares both strategies studying the same nozzle configuration, rate and atomization conditions reported in Francia et al. (2016a, 2016b) but increasing and decreasing $T_{A, I N}$ by $40^{\circ} \mathrm{C}$ while $M_{A}$ is adjusted to cause the same evaporation. Operation conditions are summarized in Table 1 where $\sim$ denotes the reference operation taken from Francia et al. (2016a, 2016b) and

Table 1
Process conditions for the air and slurry/particulate phase. Comparison of the reference case $\sim$ taken from Francia et al. (2016a, 2016b) with a cold strong vortex $-\left(\downarrow T_{A} \uparrow U_{A}{ }^{2}\right)$ and a hot weak vortex $+\left(\uparrow T_{A} \downarrow U_{A}{ }^{2}\right)$. Intervals denote $\pm 2 \sigma$.

| Case |  | $\mathrm{S}_{-1}$ | $\mathrm{S}_{\sim 1}$ | $\mathrm{S}_{+1}$ | $\mathrm{S}_{-2}$ | $S_{\sim 2}$ | $\mathrm{S}_{+2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Air phase |  |  |  |  |  |  |  |
| Nozzle/s |  | \#1 | \#1 | \#1 | \#2 | \#2 | \#2 |
| $M_{S} / M_{S, S \sim 1}$ |  | $1.04 \pm 0.02$ | $1.00 \pm 0.04$ | $1.0 \pm 0.04$ | $0.93 \pm 0.04$ | $1.00 \pm 0.06$ | $0.93 \pm 0.02$ |
| $T_{P}-T_{S}$ | $\left({ }^{\circ} \mathrm{C}\right)$ | $15.0 \pm 7.0$ | $-4.7 \pm 6.8$ | $27.0 \pm 8.2$ | $17.3 \pm 9.8$ | $-1.4 \pm 9.2$ | $21.3 \pm 12.8$ |
| $X_{w}-X_{w, S \sim 1}$ | (\%) | 0.7 | 0.0 | 1.4 | 0.6 | -0.7 | 0.6 |
| $M_{E}$ | (\% $M_{E P}$ ) | 5.5 | 4.0 | 2.7 | 3.5 | 2.7 | 1.8 |
| $M_{R}$ | (\% $M_{E P}$ ) | 5.6 | 8.5 | 18.7 | 1.6 | 5.2 | 7.1 |
| C | $\left(\% M_{E P}\right)$ | 88.9 | 87.5 | 78.6 | 94.9 | 92.0 | 91.1 |
| Particulate phase |  |  |  |  |  |  |  |
| $M_{A} / M_{A, S \sim 1}$ |  | $1.28 \pm 0.04$ | $1.00 \pm 0.02$ | $0.86 \pm 0.06$ | $1.16 \pm 0.08$ | $1.00 \pm 0.02$ | $0.84 \pm 0.10$ |
| $t t-0, T_{A, I N}$ | $\left({ }^{\circ} \mathrm{C}\right)$ | $229.5 \pm 2.4$ | $272.2 \pm 4.2$ | $311.4 \pm 3.2$ | $230.1 \pm 6.2$ | $273.0 \pm 3.4$ | $310.7 \pm 11.2$ |
| $t t-5, T_{A, E X}$ | $\left({ }^{\circ} \mathrm{C}\right)$ | $79.0 \pm 1.6$ | $81.7 \pm 1.0$ | $85.0 \pm 1.2$ | $78.6 \pm 2.0$ | $86.8 \pm 1.0$ | $85.7 \pm 1.6$ |
| $r H_{\text {,EX }}$ | (\%) | 19 | 20 | 21 | 19 | 17 | 19 |
| Case |  | $\mathrm{S}_{-3}$ | $S_{\sim 3}$ | $\mathrm{S}_{+3}$ | $\mathrm{M}_{-13}$ | $\mathrm{M}_{\sim 13}$ | $\mathrm{M}_{+13}$ |
| Air phase |  |  |  |  |  |  |  |
| Nozzle/s |  | \#3 | \#3 | \#3 | \#1, \#3 | \#1, \#3 | \#1, \#3 |
| $M_{S, \# 1} / M_{S, S \sim 1}$ |  | - | - | - | $0.99 \pm 0.02$ | $0.90 \pm 0.02$ | $0.99 \pm 0.02$ |
| $M_{S, \# 3} / M_{S, S \sim 1}$ |  | $1.00 \pm 0.04$ | $0.99 \pm 0.02$ | $0.99 \pm 0.02$ | $0.96 \pm 0.02$ | $1.01 \pm 0.02$ | $0.99 \pm 0.02$ |
| $T_{P}-T_{S}$ | $\left({ }^{\circ} \mathrm{C}\right)$ | $0.9 \pm 9.4$ | $-2.5 \pm 8.6$ | $7.5 \pm 14.8$ | $34.0 \pm 13.6$ | $2.8 \pm 3.7$ | $32.7 \pm 10.6$ |
| $X_{w}-X_{w, S \sim 1}$ | (\%) | 2.9 | 4.5 | 2.9 | -0.1 | 0.7 | 2.0 |
| $M_{E}$ | (\% $M_{E P}$ ) | 4.1 | 2.0 | 2.3 | 5.1 | 3.1 | 1.5 |
| $M_{R}$ | (\% $M_{E P}$ ) | 22.2 | 27.0 | 26.1 | 7.2 | 11.6 | 18.2 |
| C | (\% $M_{E P}$ ) | 73.7 | 71.0 | 71.6 | 87.7 | 85.3 | 80.3 |
| Particulate phase |  |  |  |  |  |  |  |
| $M_{A} / M_{A, S \sim 1}$ |  | $1.28 \pm 0.04$ | $0.99 \pm 0.02$ | $0.87 \pm 0.04$ | $1.94 \pm 0.06$ | $1.53 \pm 0.06$ | $1.30 \pm 0.06$ |
| $t t-0, T_{A, I N}$ | $\left({ }^{\circ} \mathrm{C}\right)$ | $230.3 \pm 2.8$ | $269.3 \pm 4.6$ | $310.4 \pm 5.2$ | $260.0 \pm 4.8$ | $300.1 \pm 7.0$ | $339.5 \pm 6.6$ |
| $t t-5, T_{A, E X}$ | $\left({ }^{\circ} \mathrm{C}\right)$ | $91.2 \pm 0.8$ | $89.8 \pm 3.4$ | $95.6 \pm 1.0$ | $77.0 \pm 1.8$ | $78.2 \pm 2.2$ | $75.4 \pm 1.2$ |
| $r H_{, E X}$ | (\%) | 11 | 14 | 13 | 26 | 29 | 37 |

A: air, IN: inlet, EX: exhaust, S: slurry, P: powder at the exit belt, E: powder at the cyclones, R: powder removed as oversized, EP: full rate of spray dried powder.

+ and - denote the operation at higher or lower air inlet temperatures $T_{\mathrm{A}, \mathrm{IN}}$. The cases denoted $\mathrm{S}_{1}, \mathrm{~S}_{2}$ and $\mathrm{S}_{3}$ use a single nozzle from positions \#1, \#2 or \#3 in Fig. 2 (Francia et al., 2015b; Francia et al., 2016a); the multi-level production, $\mathrm{M}_{13}$, doubles the slurry rate using simultaneously nozzles \#1 and \#3 (Francia et al., 2016b).

All cases result in similar exit product water content $X_{w}$, Section 4.9. In some instances, Table 1 shows a difference between the product exit temperature $T_{P}$ in reference and the cases + and - . It responds to a seasonal difference in cooling across the transport belt in Fig. 2. It is a common observation and it has been confirmed by replication of $\mathrm{M}_{\sim 13}$ under the same ambient conditions than $\mathrm{M}_{+13}$ and $\mathrm{M}_{-13}$ leading to the same product properties and $T_{P}$. The propagation of this uncertainty along other measurement errors in the mass and energy balances is reflected in the ranges given.

## 4. Results and discussion

### 4.1. The decay of the vortex momentum

Each strategy renders a different range of velocities in the chamber. When a single nozzle is used, the lowest inlet temperature - carries associated an increase in inlet air superficial velocity $U_{a v}$ of $8-20 \%$, while in a hot vortex + it reduces by $6-9 \%$. The axial momentum flux $\rho_{A} U_{a v}{ }^{2}$ in turn increases by $26-56 \%$ or reduces by $18-23 \%$ respectively. When two nozzles are used, $\mathrm{M}_{13}$, the tower operates overall at a higher velocity due to the need of increasing the overall heat transfer rate. From $\mathrm{M}_{-13}$ to $\mathrm{M}_{+13}$ the velocity and the momentum flux rise by $47-93 \%$ and $192-375 \%$ respectively. Considering the ratio between the tangential and axial velocity in the outer part of the vortex is in the order of 1-3 (Francia et al., 2015c, 2015d), the energy contained in the tangential motion
increases drastically from the hot to the cold cases. Such changes will have significant effects on the ability of the air flow to suspend the powder and bring it to the wall i.e. the powder tends to concentrate further and swirl at higher velocity in the cold scenario.

The air velocity, both in the swirl and axial directions, decays drastically as it rises in the tower due to wall friction, interaction with the solids and the change in density caused by the evaporation. Conversely, the concentration of the powder and its centrifugal inertia increase as the solids move down. To illustrate this effect, Table 2 summarises the differences in superficial air velocity $U_{a v}$ and momentum $\rho_{A} U_{a v}{ }^{2}$ across all cases at different axial locations based on the measured change in air density. Provided that every nozzle injects droplets with the same size, the changes described in Table 2 shall have a major effect in the powder settling velocity i.e. a stronger drag in the axial direction leads to a higher concentration, and in its centrifugal inertia i.e. stronger drag in the tangential direction promotes the migration to the wall.

### 4.2. Elutriation and capacity

Table 1 includes measurements of the elutriation rate $M_{E}$, and the fraction of the product that is too coarse and must be discarded $M_{R}$ (i.e. computed here as $x_{p}>1800 \mu \mathrm{~m}$ ). Both, elutriation of fine particles and production of coarse granules are detrimental to the unit capacity and energy efficiency: in essence, a part of the energy input is used in drying powder that is ultimately discarded. The capacity ratio $C$ computes the fraction of usable product from the overall rate of spray dried powder $M_{E P}$ exiting the chamber. Using a single nozzle, one obtains maximum capacity at an intermediate height, $\mathrm{S}_{\sim 2}$ (Francia et al., 2016a), while the transition into two levels in $\mathrm{M}_{\sim 13}$ reduces C due to the loss of fine powder (Francia et al., 2016b). The use of different operation strategies has a remarkable effect, Table 1. The axial drag increases substantially from using of a hot weak vortex to a cold strong one i.e. see the rise

Table 2
Axial variation of the air superficial velocity, $\left(U_{a v}=M_{A} / \rho_{A} \pi R^{2}\right)$ and axial momentum flux $\left(\rho_{A} U_{a v}{ }^{2}\right)$ due to the density change. Bold denotes the level taken as reference.

| Case | $\mathrm{S}_{-1}$ | $\mathrm{S}_{+1}$ | $\mathrm{S}_{-2}$ | $\mathrm{S}_{+2}$ | S-3 | $S_{\sim 3}$ | $\mathrm{S}_{+3}$ | $\mathrm{M}_{-13}$ | $\mathrm{M}_{\sim 13}$ | $\mathrm{M}_{+13}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Level | Variation in superficial air velocity $U_{a v} / U_{a v, 53, t t-0}$ |  |  |  |  |  |  |  |  |  |
| Inlet tt-0, 0.0 D | 1.20 | 0.94 | 1.08 | 0.91 | 1.20 | 1.00 | 0.94 | 1.92 | 1.62 | 1.47 |
| \#3 tt-1, 0.7 D | 1.05 | 0.75 | 0.95 | 0.75 | 1.02 | 0.78 | 0.66 | 1.58 | 1.27 | 1.06 |
| \#3 $\rightarrow$ tt-2, 3.6 D | 0.96 | 0.71 | 0.84 | 0.61 | 0.86 | 0.67 | 0.59 | 1.38 | 1.07 | 0.91 |
| \#2 $\rightarrow \mathrm{tt}-3,6.0 \mathrm{D}$ | 0.89 | 0.63 | 0.75 | 0.56 | 0.86 | 0.67 | 0.59 | 1.34 | 1.05 | 0.88 |
| \# $\rightarrow$ tt-4, 9.5 D | 0.83 | 0.57 | 0.75 | 0.56 | 0.86 | 0.67 | 0.59 | 1.27 | 0.99 | 0.84 |
| Level | Variation in axial momentum flux $\rho_{A} U_{a v}{ }^{2} / \rho_{A} U_{a v}{ }^{2}$, ${ }^{2} 3-t$ to |  |  |  |  |  |  |  |  |  |
| Inlet $\quad \mathrm{tt}-0,0.0 \mathrm{D}$ | 1.54 | 0.81 | 1.26 | 0.77 | 1.54 | 1.00 | 0.82 | 3.75 | 2.50 | 1.92 |
| $\mathrm{\#} 3 \rightarrow \stackrel{\mathrm{tt}-1,0.7 \mathrm{D}}{ }$ | 1.35 | 0.65 | 1.11 | 0.63 | 1.31 | 0.78 | 0.58 | 3.09 | 1.96 | 1.38 |
| $\mathrm{N},{ }^{\text {dt-2, 3.6 D }}$ | 1.24 | 0.61 | 0.98 | 0.51 | 1.10 | 0.67 | 0.52 | 2.69 | 1.65 | 1.19 |
| $\mathrm{N}+2 \rightarrow \mathrm{tt}-3,6.0 \mathrm{D}$ | 1.15 | 0.55 | 0.88 | 0.47 | 1.10 | 0.67 | 0.52 | 2.61 | 1.61 | 1.15 |
| $\mathrm{N} \# 1 \rightarrow \mathrm{tt}-4,9.5 \mathrm{D}$ | 1.08 | 0.50 | 0.88 | 0.47 | 1.10 | 0.67 | 0.52 | 2.48 | 1.52 | 1.09 |

of $U_{a v}$ from + to $\sim$ and -, Table 2; as a result more of the powder is elutriated i.e. $M_{E}$ increases from + to $\sim$ and -, Table 1 . However the capacity $C$ does not decrease as expected but it is maximised thanks to the creation of fewer coarse granules i.e. $M_{R}$ drops from

+ to $\sim$ and - , Table 1 . The following sections analyse the heat exchanged in the chamber and the trends in the product size distribution to explain this behaviour and describe the benefits of each strategy.


Fig. 4. Time averaged air temperature $T_{A}$ radial profiles for $t t-1$ at $0.7 \mathrm{D}, t t-2$ at $3.6 \mathrm{D}, \mathrm{tt}-3$ at $6.0 \mathrm{D}, t t-4$ at 9.5 D . (a) Operation of nozzle \#1 at 8.2 D , (b) operation of nozzle \#2 at 5.9 D , (c) operation of nozzle \#3 at 3.5 D , and (d) operation from nozzles \#1 and \#3.

### 4.3. The drying environment

As a droplet dries and turns solid it becomes less prone to stick; hence its ability to deposit or agglomerate relates to its drying history. Fig. 4 reports the radial temperature profiles in the chamber at different levels and Fig. 5 computes the cross-sectional average $T_{A, a v}$ based in normalised velocity profiles. The migration of the solids to the wall originates a radial gradient. When the nozzle is located at a high position ( $\mathrm{S}_{1}$, Fig. 4a) a large span, $\Delta T_{A}>30^{\circ} \mathrm{C}$, appears at the bottom end where $T_{A}$ decreases close to the wall; instead, the upper section show a flat profile. Moving from a cold to a hot vortex, $\mathrm{S}_{-1}$ to $\mathrm{S}_{+1}$, the increase in inlet temperature ( $T_{A, I N}$ rises $80^{\circ} \mathrm{C}$ ) translates in an increment of $\Delta T_{A} \approx 40^{\circ} \mathrm{C}$ at tt-1, Fig. 4a and $\Delta T_{A} \approx 20^{\circ} \mathrm{C}$ below the spray level, $\mathrm{tt}-3$ (Fig. 4a). Such a small impact owes to the increase in the heat losses in the distributor when the temperature rises (i.e. drop between $T_{A, I N}$ at $\mathrm{tt}-0$ in Table 1 and tt-p in Fig. 5). From a lower nozzle position ( $\mathrm{S}_{2}$, Fig. 2b) $T_{A}$ develops a larger span $\Delta T_{A}>50^{\circ} \mathrm{C}(\mathrm{tt}-1$, Fig. 4 b$)$ and the increase of inlet temperature from $\mathrm{S}_{-2}$ to $\mathrm{S}_{+2}$ originates only a rise of $\Delta T_{A}$ $\approx 20-40^{\circ} \mathrm{C}$ at $\mathrm{tt}-1$ and none above. In this case, the air flow field is characterised by a region of high temperature at the centre of the chamber; it appears below the spray projection (tt-2) and survives above (tt-3). When the spray is brought to further down ( $\mathrm{S}_{3}$, Fig. 4c) the entire chamber above the nozzle reaches an homogeneous temperature and the section below the spray projection shows a change in pattern (tt-1, Fig. 4c): $T_{A}$ reaches a maximum between $0.30<r<0.50 R$ and decreases at the wall. Interestingly, near the spray $T_{A}$ rises from $S_{-3}$ to $S_{\sim 3}$ but it does not from $S_{\sim 3}$ to $\mathrm{S}_{+3}$ despite the increase in $T_{A, I N}$; only the radial span is affected.

A two-level system $\mathrm{M}_{13}$ (Fig. 4d) develops the same hot region observed in $\mathrm{S}_{2}$. It appears between both nozzles and extends all the way to the top. Features of this type may be linked the destabilization of the vortex under friction observed at isothermal cases with no sprays (Francia et al., 2015c, 2015d). During operation however the vortex stability and thus the location of the
recirculation areas will be also affected by the spray momentum, the density gradients and the solid phase. Once CFD models are capable to reproduce the swirl decay and the effect of friction for simple cases (Francia et al., 2015c, 2015d) they could be powerful tools to study the origin of this sort of hot spots.

### 4.4. Distributed energy balance

The evaporation and the heat loss rate are computed from a general mass balance, and the energy balance:
$Q_{E x}=Q_{\text {Lat }}+Q_{\text {Loss }}=-\left(\Delta H_{D A, S n}+\Delta H_{P, s n}\right)$
where $Q_{E x}$ is defined as the heat rate exchanged between the dry air and the slurry/solids phase. $Q_{E x}$ represents the variation in sensible enthalpy for a stream of dry air, $\Delta H_{D A, s n}$ (e.g. variation from inlet to exhaust dry air) and the streams containing the injected slurry $\Delta H_{P, s n}$ (i.e. variation from inlet slurry to the combined exit streams of product, elutriated powder and exit water vapour excluding vaporization heat). In this form, the heat exchanged $Q_{E x}$ is utilised in the latent heat for evaporation, $\mathrm{Q}_{\text {Lat }}$, and in the losses through the chamber walls, $Q_{\text {Loss }}$.

All experiments show substantial losses, $Q_{\text {Loss }}=0.29-0.41 Q_{\text {Ex }} ;$ they are negligible above the nozzle and mainly localised in Section I, Fig. 6a (i.e. $Q_{\text {Loss, } I}>0.77-0.93 Q_{\text {Loss }}$ ), particularly within the air distributor (i.e. $\Delta T_{A}$ between $\mathrm{tt}-0$ and $\mathrm{tt}-\mathrm{p}$ is responsible of $0.63-0.87 \mathrm{Q}_{\text {Loss }}$. To study the drying history of the solids, it is useful to rearrange terms in Eq. (1) and compute the overall enthalpy change of the solid/vapour system, or in other words, the heat transferred into the inlet slurry, $Q_{S}$, given below for a section $i$ :
$Q_{S, i}=-\left(\Delta H_{D A, s n, i}+Q_{\text {Loss. } i}\right)=Q_{\text {Lat. } i}+\Delta H_{P, s n . i}$
$Q_{s}$ is utilised in heating and drying the solids. To compute $Q_{s, i}$ across different sections one performs mass and energy balances to each section starting from the injection point. The heat loss rate, which
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Fig. 5. Cross-sectional average $T_{A, a v}$ from $t t-1$ to $t t-4$, time averaged $T_{A}$ measurements in $t t-p$ and single punctual $T_{A}$, measurements in $t-c$. (a) Location of sensors, (b) operation of nozzle \#1 at 8.2 D , (c) operation of nozzle \#2 at 5.9 D , (d) operation of nozzle \#3 at 3.5 D , and (e) operation from nozzles \#1 and \#3.
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Fig. 6. (a) Definition of Section I, Section II (containing nozzle \#3), Section III (containing nozzle \#2) and Section IV (containing nozzle \#1). Heat losses, $Q_{\text {Loss }}$, and distribution of the rate of heat transferred to the solids, $Q_{S}$ (b) $S_{1}$, nozzle at 8.2 D (c) $S_{2}$, nozzle at 5.9 D (d) $S_{3}$, nozzle at 3.5 D , (e) $M_{13}$, nozzles at 8.2 D and 3.5 D .
is limited across the cylinder, is distributed according to the contact area of each section and the wall-air temperature difference assuming comparable heat transfer resistances. Assumptions on characteristic flow patterns and temperature profiles are made: 1 - air flows only upwards, 2 - above a nozzle droplets flow upwards, dry close to the spray and acquire the temperature of the air, 3 below a nozzle droplets flow downwards and $T_{S}$ increases linearly with distance to the exit value $T_{P}$. Since the contribution of heating $\Delta H_{P, s n}$ is low, $Q_{s, i}$ may be used as an indicator of the heat used for evaporation.

Fig. 6 shows how the energy input is utilised. The largest proportion of heat $Q_{s}$ is exchanged in the cone, Section I. The proportion exchanged within the nozzle region varies from 21.1-22.3\% in $\mathrm{S}_{1}$ (Section IV) to $19.7-35.8 \%$ in $\mathrm{S}_{2}$ (Section III) and $6.6-27.8 \%$ in $\mathrm{S}_{3}$ at (Section II). It becomes more significant as the spray moves down because the droplets face higher air temperature and velocity, which increases $\Delta \mathrm{T}$ and the powder residence time. A stronger vortex - drags the solids further up in the tower shifting the heat exchange into the cylindrical chamber. In turn, a weaker vortex + reduces the powder concentration and exchanges more of the heat at the bottom where the temperature is highest. In a twolevel arrangement, $\mathrm{M}_{13}$, a small fraction of the heat is exchanged between the nozzles or at the top, Fig. 6. It is an important observation for it shows that one cannot promote the heat transfer at the top spray in order to suppress particle growth simply by increasing the inlet air temperature. In fact, this is detrimental in $\mathrm{M}_{+13}$ because the high temperature shifts drying to the bottom end and as a result of the density increase the airflow cannot longer concentrate the powder at the top. In the largest units several
nozzles are used in each level; rather than modifying the air flow, an alternative way to control heat transfer and agglomeration at the top can be adjusting the combined rate of all bottom nozzles changing their number but maintaining the droplet size.

### 4.5. Local drying conditions in the nozzle region(s)

To compare different regions and the tendency for the powder to deposit or agglomerate it is useful to compute specific heat transfer rates $q$, Table 3, particularly in the nozzle region(s). When velocity rises in $\mathrm{S}_{-2}$ and $\mathrm{S}_{-3}$, the solids concentrate further up and convection is better; as a result $q$ reaches the highest value within the nozzle region where the droplets contain the largest amount of water (Section III and Section II respectively). In turn, the weaker drag imposed by a hot vortex + makes the powder concentrate at lower positions and $q$ reaches its highest value in the section below the spray, Section III in $\mathrm{S}_{+1}$, Section II in $\mathrm{S}_{+2}$ and Section I for $\mathrm{S}_{+3}$. When the nozzle is placed at the top in $S_{-1}$, the solids spend more time in the cylinder; more drying occurs before the air reaches the top and the temperature in the nozzle region, Section IV, drops (Fig. 5) reducing $q$, Table 3. In this case, the energy is homogeneously exchanged across the cylinder but a cold vortex fails to convey heat close the spray because it does not sustain the $\Delta T$. Notice that during $\mathrm{S}_{-1}$ and $\mathrm{S}_{-2}$ the heat transfer rate $q$ reaches fairly constant values at the bottom, Sections II and III. It may be consequence of the change in the droplet morphology; when the droplets initially shrink the drying rate is driven by heat transfer but after forming a porous crust it becomes dominated by internal

Table 3
Distributed energy balance. Thermal efficiency, $\eta_{t}$, and heat transfer efficiency, $\eta_{h}$. Bold indicates the spray region(s). Data for $M_{\sim 13}$ taken from Francia et al. (2016b).

| Case | $\mathrm{S}_{-1}$ | $\mathrm{S}_{+1}$ | $\mathrm{S}_{-2}$ | $\mathrm{S}_{+2}$ | $\mathrm{S}_{-3}$ | $S_{\sim 3}$ | $\mathrm{S}_{+3}$ | $\mathrm{M}_{-13}$ | $\mathrm{M}_{\sim 13}$ | $\mathrm{M}_{+13}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Overall Energy Balance |  |  |  |  |  |  |  |  |  |  |
| $Q_{\text {Loss }}\left(\% Q_{\text {Ex }}\right)$ | $33.4 \pm 1.1$ | $37.4 \pm 1.7$ | $34.3 \pm 0.9$ | $39.8 \pm 1.0$ | $36.1 \pm 0.7$ | $40.6 \pm 0.5$ | $40.8 \pm 1.0$ | $29.5 \pm 2.1$ | $30.2 \pm 1.8$ | $33.2 \pm 2.2$ |
| $\Delta H_{p, S n}\left(\% Q_{E x}\right)$ | $-0.1 \pm 1.6$ | $1.3 \pm 2.7$ | $0.6 \pm 1.4$ | $1.2 \pm 1.7$ | $-0.9 \pm 1.0$ | $-1.5 \pm 0.9$ | $-0.4 \pm 1.8$ | $1.6 \pm 3.0$ | $-2.2 \pm 2.7$ | $1.5 \pm 3.3$ |
| $\eta_{t}^{\text {a }}$ | $0.72 \pm 0.01$ | $0.78 \pm 0.01$ | $0.73 \pm 0.02$ | $0.77 \pm 0.03$ | $0.66 \pm 0.01$ | $0.72 \pm 0.02$ | $0.74 \pm 0.01$ | $0.76 \pm 0.02$ | $0.79 \pm 0.02$ | $0.83 \pm 0.02$ |
| $\eta_{h}{ }^{\text {b }}$ | $0.49 \pm 0.01$ | $0.50 \pm 0.02$ | $0.48 \pm 0.01$ | $0.47 \pm 0.02$ | $0.43 \pm 0.01$ | $0.43 \pm 0.01$ | $0.44 \pm 0.01$ | $0.55 \pm 0.02$ | $0.56 \pm 0.02$ | $0.57 \pm 0.02$ |
| Specific drying rate, $q \mathrm{~kJ} / \mathrm{s} \mathrm{m} \mathrm{kg}{ }_{\text {DS }}^{\text {c }}$ |  |  |  |  |  |  |  |  |  |  |
| $\mathrm{II}_{0.7} \mathrm{D}-3.6 \mathrm{D}$ | $53.0 \pm 0.5$ | $22.3 \pm 0.8$ | $77.5 \pm 0.4$ | $99.5 \pm 0.5$ | $108.3 \pm 0.3$ | $77.0 \pm 0.2$ | $43.8 \pm 0.3$ | $69.5 \pm 0.7$ | $70.6 \pm 0.6$ | $46.9 \pm 0.6$ |
| $\mathrm{III}_{3.6 \mathrm{D}-6.0 \mathrm{D}}$ | $53.6 \pm 0.3$ | $59.7 \pm 0.6$ | $77.6 \pm 0.2$ | $43.1 \pm 0.2$ | 0.0 | 0.0 | 0.0 | $13.3 \pm 0.4$ | $8.8 \pm 0.3$ | $10.5 \pm 0.3$ |
| IV6.0 D-9.5 D | $\mathbf{3 0 . 5} \pm 0.2$ | $\mathbf{3 1 . 6} \pm 0.3$ | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | $18.1 \pm 0.3$ | $16.5 \pm 0.2$ | $11.9 \pm 0.2$ |

${ }^{\text {a }}$ Thermal efficiency $\eta_{t}=\left(T_{A, I N}-T_{A, E X}\right) /\left(T_{A, I N}-T_{a m b}\right)$; ${ }^{\mathrm{b}}$ Heat transfer efficiency $\eta_{h}=Q_{S} / H_{A, I N}$; ${ }^{\mathrm{c}}$ Rate of heat transferred to the solids $q=Q_{S} /\left(\Delta z M_{S}\left(1-X_{w, S}\right)\right)$.
diffusion of water. In situ measurements of humidity and concentration would be necessary to establish the drying curve, but an early formation of a crust shortly after atomization could explain why $q$ here responds to changes in residence time but not $T_{A}$.

Without sampling across the chamber or measuring in situ the powder water content or its mechanical properties, it is hard to establish unequivocally whether the differences in $q$ within the nozzle region are sufficient to make the solids more or less sticky. However, combining the trends observed in Table 3 with the estimation of air velocity in Table 2 it is evident that the powder concentration in the nozzle region and thus the number of airborne contacts increases drastically in a strong cold vortex. As a result, one expects the agglomeration of dry particles concentrating near the wall with high velocity droplets coming from the spray to be heavily promoted in these areas.

### 4.6. Energy efficiency, a cold strong vortex vs a hot weak vortex

The heat transfer efficiency $\eta_{h}$ (i.e. amount of energy transferred to the solids) obtained from a single nozzle remains constant as long as it is placed sufficiently high ( $S_{\sim 1}$ and $S_{\sim 2}$ ) and only decreases when the residence time of the airborne powder reduces excessively from too low positions, $\mathrm{S}_{\sim 3}$ (Francia et al., 2016a). As expected, increasing the temperature $T_{A}$ and the concentration using two nozzle levels in $\mathrm{M}_{\sim 13}$ renders a more efficient energy exchange (Francia et al., 2016b).

Table 3 summarizes the efficiency of different operation strategies. The use of a hot weak vortex + promotes the $\Delta T$ between the phases and increments the thermal efficiency $\eta_{t}$ i.e. more heat is extracted from the air. However, it is not beneficial because it is owes to heating the dryer and increasing the losses $Q_{\text {Loss }}$. Remarkably, the heat transfer efficiency $\eta_{h}$ i.e. the rate actually transferred to the solids, remains constant in Table 3, which means both strategies require the same energy input i.e. fuel, to dry the product to the same level. In a hot vortex + more of this energy is lost to the environment, $\mathrm{Q}_{\text {Loss }}$ while in a cold strong vortex - more energy leaves the system with the exhaust air enthalpy flow i.e. notice the exhaust air exits at a similar $T_{A, E X}$, Table 1, but in cases - it carries more mass. Both strategies are then equally efficient in terms of the overall use
of energy but low temperatures are notably advantageous since they allow: (a) optimising capacity by creating fewer coarse granules, Table 1, which in effect also reduces the energy wasted in drying discarded powder ( $\sim 2 \%$ in Table 1) (b) potential improved designs; while the heat losses from the walls in the hot case + are irreversible, low temperatures allow for recovery of the exhaust air by recirculation into the burner (Golman and Julklang, 2014), which would cut down substantially the energy consumption, and finally (c) reduce the exposition of powder to high temperatures and thus avoid stability, safety and degradation issues opening the application to a wider range of formulas.

### 4.7. Wall deposition patterns

Most of the tower shows no deposits due to a low concentration i.e. top, or the dry state of the solids i.e. bottom. The highest rate corresponds to the projection of the spray(s). Table 4 summarizes the initial net deposition rate, $r_{d, o}$ and Fig. 7 shows selected areas. The transition between low to high velocities produces more deposits near the top spray in $\mathrm{S}_{1}$ and $\mathrm{M}_{13}$. A stronger drag shifts the trajectory of the spray upwards so that it covers more of the inspection area centred at 6.9 D i.e. see projection according to the spray angle in Fig. 2, 6.1-6.8 D. In the same way, the operation from nozzle \#2 shows a decrease in $\mathrm{S}_{-2}$ because the projection may start to fall above the section considered. The same occurs in $S_{3}$ where particles are presumably drier when they reach the wall. It is important highlighting that $r_{d, o}$ represents the initial rate of deposition. At this stage, deposition is not balanced by resuspension and the deposits thicken at a constant rate. As this happens, the stresses sustained rise and the thickness stabilises but only after a long time ( $>60 \mathrm{~min}$ in $\mathrm{S}_{\sim 2}$ Francia et al., 2015a). One must consider $r_{d, o}$ an indication of the rate of impacts to the wall, not the final thickness.

### 4.8. Evolution of particle size under different flow conditions

The changes in the elutriation rate, Table 1, show that the rate of powder flowing up increases drastically in a cold strong vortex. That implies that a fraction of the droplet population tends to

Table 4
Initial wall net deposition rate $\mathrm{r}_{\mathrm{d}, \mathrm{o}}\left(\mathrm{g} \mathrm{m}^{-2} \mathrm{~s}^{-1}\right)$. Bold indicates the closest to the spray projection, depicted in Fig. 2. Data for the reference cases $\sim$ taken from Francia et al. (2016a, 2016b).

| Level z/D | $\mathrm{S}_{-1}$ | $\mathrm{~S}_{\sim 1}$ | $\mathrm{~S}_{+1}$ | $\mathrm{~S}_{-2}$ | $\mathrm{~S}_{\sim 2}$ | $\mathrm{~S}_{+2}$ | $\mathrm{~S}_{-3}$ | $\mathrm{~S}_{\sim 3}$ | $\mathrm{~S}_{+3}$ | $\mathrm{M}_{-13}$ | $\mathrm{M}_{\sim 13}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 10.4 | 0.00 | - | 0.03 | - | - | - | 0.01 | 0 | 0.02 | - | $\mathrm{M}_{+13}$ |
| 9.2 | 0 | 0 | 0 | 0.01 | 0.00 | 0 | 0 | 0 | 0 | 0.63 | 0.50 |
| 8.1 | 0.28 | 0 | 0.02 | 0.14 | 0.04 | 0.09 | 0.01 | 0 | 0.01 | 0.39 |  |
| 6.9 | $\mathbf{0 . 7 5}$ | $\mathbf{0 . 9 1}$ | $\mathbf{1 . 4 8}$ | 0 | 0.02 | 0.02 | 0.0 | 0.04 | 0.02 | $\mathbf{1 . 0 4}$ | $\mathbf{1 . 3 4}$ |
| 5.7 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.05 | 0 | 0 |
| 4.5 | 0 | 0 | 0 | $\mathbf{1 . 0 0}$ | $\mathbf{1 . 8 1}$ | $\mathbf{1 . 2 6}$ | 0.02 | 0 | 0 | 0 | 0.49 |
| 3.4 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.02 |  |  |  |
| 2.2 | 0 | - | 0 | - | - | - | $\mathbf{0}$ | $\mathbf{0 . 0 1}$ | $\mathbf{0}$ | 0 | - |



Fig. 7. Inspection of the wall at the top end and in the areas of spray projection. (a) $S_{1}, S_{2}$ and (b) $M_{13}$.
stagnate and therefore, concentration must be very sensitive to changes in air velocity. As it increases from the hot to the cold cases, the droplets concentrate further up and the areas where agglomerates form shift. It is important to recognise two differentiated effects in increasing air velocity, Fig. 8. In the axial direction, the drag opposes sedimentation and accumulates more powder at higher locations. In parallel, the azimuthal component of drag entrains the solids in a stronger swirl so that they reach overall a higher terminal velocity. The relative velocity at which air-borne particles fall and collide is due to different settling velocities (e.g. axial component of the terminal velocity) and it does not change substantially from the hot to the cold case, but when using a strong vortex the solids acquire a much higher tangential momentum and more of the powder is thrown to the walls with a higher energy. In turn, in a weak hot vortex less solids are held up, reducing the number of contacts and the kinetic energy carried by the powder.

Fig. 9 shows the overall increase in size comparing the droplet population to the product in a single nozzle case $\left(\mathrm{S}_{\sim 3}\right)$


Fig. 8. Depiction of the change in concentration, dispersion and wall impacts during the transition from a weak hot vortex to a cold strong vortex (increasing velocity, reducing temperature) from cases + to - .


Fig. 9. Standard growth pattern. Comparison of the droplet size to $S_{\sim 3}$ (Francia et al., 2016a) and $M_{\sim 13}$ (Francia et al., 2016b).
characterised by mono-modal size distribution and generation of a coarse plateau (Francia et al., 2016a), and a two-level system $\left(\mathrm{M}_{\sim 13}\right)$ characterised by a bi-modal distribution where fine and coarse modes are associated to the bottom and top sprays respectively (Francia et al., 2016b). Our previous work correlated the growth pattern to the drying rate near the nozzle and quantified the interaction between sprays but it did not provide a way to relate size with air conditions. Fig. 10 shows how the product size can be manipulated with air temperature and velocity. A neat trend appears whereby increasing the flow velocity from a hot weak vortex + to a reference $\sim$ and a cold strong vortex - leads to a size reduction, particularly the granules $>850 \mu \mathrm{~m}$. The median product size $x_{p, 50}$ and the higher percentiles $x_{p, 90}$ drop significantly, Table 5. Fig. 10a shows how the transition from $S_{+1}$ to $S_{-1}$ reduces the number of coarse granules because agglomeration shifts to lower size range, turning the tail into a shoulder between 600 and $1180 \mu \mathrm{~m}$ in $\mathrm{S}_{\sim 1}$ or into a secondary mode in $\mathrm{S}_{-1}$. Fig. 10b and c shows similar tends: moving to higher velocities reduces the tail in $\mathrm{S}_{-2}$ or the plateau in $\mathrm{S}_{-3}$.

One must comment on the possibility of the size reduction being consequence of better convective heat transfer and a higher drying rate near the nozzle, Table 3. Better heat transfer can make particles less prone to stick and it could have explained why the mean size reduces if there was a congruent evolution of the distribution. It is not the case. All experiments show a size reduction, while not all show an increased $q$. More importantly, better convection cannot explain why fewer granules $>850 \mu \mathrm{~m}$ are formed. If air-borne solids were made less sticky they would generate fewer agglomerates and the distribution should shift to a lower size characteristic of the droplets. Potentially one expects to see the separation of particles that result from airborne contacts from those that come off the walls (perhaps the mode shifting to the left and a secondary mode appearing). Instead, one sees a reduction precisely in the population of granules that beyond any doubt come off the deposits. Figs. 10b and 1c provide sound evidence: the reduction in size responds to a change in the tail and involves the exact same set of granules that appear as a mixture of airborne droplets and deposited material in tracer experiments: $x_{p}>850-$ $\mu \mathrm{m}$ in $\mathrm{S}_{\sim 2}$ (Francia et al., 2015a).

The size reduces despite the solids accumulate further. This is particularly important near the wall and in the nozzle region (see Fig. 1a) where solids face high velocity droplets. When moving into a higher collision rate at higher momentum, creation of smaller particles is characteristic of breakage rather than agglomeration processes. Breakage shall occur close to the walls where particles concentrate and an impacts causes the highest stress e.g. at the wall the particles face the largest relative impact velocity. Such phenomenon is only consistent with the conclusions of visualization studies (Hassall, 2011) and tracer experiments that evidence resuspension of wallborne clusters (Francia et al., 2015a). To understand this dynamic it is helpful to think on an overall energy balance to the air. Drag transfers the air momentum to the solid phase, which is used to hold it up and increase momentum. Most of it reaches the wall and when it does, it transmits its kinetic energy to a loose structure of clusters shown in Fig. 1b and expanded in Fig. 11. Today there is no other alternative but simplifying these contacts with a restitution coefficient. This holds for static and thin deposits, but it can introduce gross errors when deposits are dynamic because it neglects the role of the microstructure i.e. change in particle size due to deposition/resuspension cycle or the effect in residence time of the time the particles spend rolling, saltating, locked or fixed at the wall.

It is important noticing that when one looks at PIV images, Fig. 11, all contacts present a similar mechanics. It is the time scale what defines whether a particle is "fixed" at the deposits and "wallborne" (greyed) or flowing and "airborne" (white). Most are


Fig. 10. Variation of the product size using a single nozzle from the reference cases ( $\sim$, black) (Francia et al., 2016a) to a hot weak vortex $\uparrow T_{A} \downarrow U_{A}^{2}$ (+, red) or a cold strong vortex $\downarrow T_{A} \uparrow U_{A}^{2}$ ( - , blue) (Francia et al., 2015b), for (a) top spray \#1, $S_{1}$, (b) middle spray \#2, $S_{2}$ and (c) bottom spray \#3, $S_{3}$. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)


Fig. 11. Wall interactions under Particle Image Velocimetry, PIV, modified from Hassall (2011). Airborne powder appears as white; the deposited material and clusters in direct contact with it have been made grey. The wall deposits appear at the top, airborne particles are moving from left to right and towards the top due to centrifugal inertia.
either in contact to a particle at the wall or near to it and so they form a sort of loose structure. In fact, most clusters in Fig. 11 are highly non-spherical and tend to lock e.g. see top right Fig. 11. The way in which such a structure evolves must respond to the number and energy of the incoming impacts and the balance between the forces maintaining particle wallborne (greyed) i.e. capillary, viscous bridges, solid bridges, and the stress causing it to break up and start flowing i.e. gravity, impacts, aerodynamic. With this frame in mind, a size reduction is not surprising. In a hot weak vortex + the wall is subject to low stresses, low adhesion forces may be overcome and breakage shall produce fewer particles of a large size i.e. break up of fewer bonds. It may happen only when clusters grow sufficiently for gravity to make them detach. However, when the air velocity rises in a cold strong vortex the structure sustains larger aerodynamic forces and bombardment of more particles at higher momentum, Table 2. This facilitates breakup of bonds and formation of smaller particles. In essence, increasing or decreasing the concentration and the kinetic energy of the solids modifies the wearing time scale and leads to either (a) a thin active layer resulting from frequent resuspension events of small fragments, or (b) a thick active layer originated from intermittent detachment of large pieces.

The same trend is observed in a multi-level system, Fig. 12, whereby the coarse size mode formed by the top spray shifts into a lower size at high air velocity. Fig. 13 includes the contribution to the powder in $\mathrm{M}_{13}$ originated by the top \#1 and bottom nozzles \#3, denoted $\mathrm{M}_{1}$ and $\mathrm{M}_{3}$, and compares them to the production from the same nozzles under a cold strong vortex, $\mathrm{S}_{1}$ and $\mathrm{S}_{3}$. At the bottom spray \#3, Fig. 13a, the multi-level operation conditions $M_{3}$ inhibit particle growth because the air conveys more momentum and heat to the solids ( $U_{a v}$ rises by $20-25 \%$ in Table 1 , and $q$ increases in Section II from 108.3 to $161.9 \mathrm{~kJ} / \mathrm{s} \mathrm{m} \mathrm{kg}$ ds Francia et al., 2016b); consequently the surface of particles becomes less prone to stick and the rate and energy of impacts promote breakage. At the top spray however, Fig. 13b, the size is not reduced in multi-level operation conditions, $\mathrm{M}_{1}$ carries more momentum than $\mathrm{S}_{-1}$ ( $U_{a v}$ rises $15 \%$ in Table 2) but it cannot maintain the drying rate among other things because the air humidity rises (i.e. $q$ remains similar near the nozzle, Section IV at 30.5 and $29.6 \mathrm{~kJ} / \mathrm{s} \mathrm{m} \mathrm{kg} \mathrm{gS}_{\mathrm{D}}$, but it decreases below, Section III, from 53.6 to $34.3 \mathrm{~kJ} / \mathrm{s} \mathrm{m} \mathrm{kg}$ ds Francia et al., 2016b). In this case, more powder was held up and more kinetic energy was transferred to the solids but the size rises presumably because drying was insufficient to prevent droplets to agglomerate both airborne and wallborne. These results showcase the importance of formulation and drying rate in the agglomeration kinetics. It cannot be exclusively controlled by the flow kinetic energy but it also responds to the equilibrium of deposits with local conditions e.g. temperature and humidity.

In summary, the combination of this work with PIV (Hassall, 2011) and tracer studies (Francia et al., 2015a) stresses the importance of wall interactions in particle formation during spray drying. The kinetic energy of the vortex controls the number and energy of the particles impacting deposit structures (Figs. 1b and 11) and the size of the clusters resuspended. The higher the disruptive stresses, the smaller fragments are generated but if particles move to the


Fig. 12. Variation of the product size using two spraying levels from the reference case $M_{\sim 13}$ (black) (Francia et al., 2016b) to a hot weak vortex $\uparrow T_{A} \downarrow U_{A}{ }^{2}$ in $M_{+13}$ (+, red) or a cold strong vortex $\downarrow T_{A} \uparrow U_{A}{ }^{2}$ in $M_{-13}$ (-, blue). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 5
Reduction in exit product size. Droplets and reference cases $\sim$ are taken from Francia et al. (2016a, 2016b). Intervals denote $\pm \sigma$.

| Case | $x_{10}, \mu \mathrm{~m}$ | $x_{25}, \mu \mathrm{~m}$ | $x_{50}, \mu \mathrm{~m}$ | $x_{75}, \mu \mathrm{~m}$ | $x_{90}, \mu \mathrm{~m}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Droplets | $85 \pm 7$ | $157 \pm 10$ | $292 \pm 11$ | $427 \pm 9$ | $530 \pm 14$ |
| $\mathrm{~S}_{+1}$ | $185 \pm 7$ | $290 \pm 12$ | $546 \pm 47$ | $1352 \pm 153$ | $4463 \pm 560$ |
| $\mathrm{~S}_{\sim 1}$ | $173 \pm 4$ | $261 \pm 7$ | $413 \pm 15$ | $824 \pm 64$ | $1724 \pm 286$ |
| $\mathrm{~S}_{-1}$ | $183 \pm 7$ | $278 \pm 8$ | $458 \pm 28$ | $862 \pm 50$ | $1438 \pm 123$ |
| $\mathrm{~S}_{+2}$ | $158 \pm 3$ | $239 \pm 5$ | $371 \pm 14$ | $684 \pm 66$ | $1443 \pm 214$ |
| $\mathrm{~S}_{\sim 2}$ | $161 \pm 3$ | $238 \pm 5$ | $360 \pm 10$ | $597 \pm 53$ | $1168 \pm 232$ |
| $\mathrm{~S}_{-2}$ | $166 \pm 6$ | $239 \pm 14$ | $359 \pm 33$ | $565 \pm 93$ | $901 \pm 180$ |
| $\mathrm{~S}_{+3}$ | $198 \pm 16$ | $283 \pm 26$ | $508 \pm 157$ | $2145 \pm 1128$ | $x_{86}=4760$ |
| $\mathrm{~S}_{\sim 3}$ | $195 \pm 12$ | $282 \pm 20$ | $456 \pm 98$ | $2224 \pm 1575$ | $x_{83}=4760$ |
| $\mathrm{~S}_{-3}$ | $187 \pm 14$ | $258 \pm 16$ | $388 \pm 39$ | $1670 \pm 1062$ | $x_{84}=4760$ |
| $\mathrm{M}_{+13}$ | $166 \pm 3$ | $254 \pm 8$ | $541 \pm 63$ | $1464 \pm 146$ | $2761 \pm 216$ |
| $\mathrm{M}_{\sim 3}$ | $163 \pm 3$ | $246 \pm 6$ | $423 \pm 22$ | $1093 \pm 61$ | $2023 \pm 186$ |
| $\mathrm{M}_{-13}$ | $162 \pm 3$ | $240 \pm 4$ | $383 \pm 13$ | $858 \pm 76$ | $1606 \pm 160$ |

wall at low velocity they can lock, spend longer time in contact dry, sinter, and detach only when they grow sufficiently. In some senses, one can think on such dynamic as a reduction in cluster lifetime for increasing levels of turbulence. Wall agglomeration surely occurs in parallel with traditional sources of airborne particle growth (e.g. coalescence, multiple spray interactions). However, the ability of manipulating product size shown in Table 5 provides evidence of the importance of breakage and its potential to improve the performance of swirl dryers.


Fig. 13. Comparison of the product size resulting from nozzles \#1 and \#3 in multilevel operation conditions, $M_{1}$ and $M_{3}$ (Francia et al., 2016b) to under a cold strong vortex $\downarrow T_{A} \uparrow U_{A}{ }^{2}$ (-, blue), $S_{-1}$ and $S_{-3}$. (a) Bottom nozzle \#3, $M_{3}$ and $S_{3}$, (b) top nozzle \#1, $M_{1}$ and $S_{1}$. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

### 4.9. Drying history. Sensitivity of water content to particle size

The product exit water content $X_{w}$ is a strong function of particle size. In the reference cases, the higher water content in fine and coarse fractions was related to the fast sedimentation of coarse granules and their breakage into particles <212 $\mu \mathrm{m}$ (Francia et al., 2016a, 2016b). It was also underscored that the bulk water content was rather insensitive to a change in flow pattern or temperature history perhaps due to the time the solids dry at the wall. Fig. 14 confirms these observations. Cold and hot experiments are adjusted to cause the same evaporation, and with the exception of $\mathrm{S}_{3}$ all present a similar exit bulk water content. However, given the large difference in the temperature (Fig. 4) and the axial drag (Table 2) faced by the powder, it is interesting to find no differences in on how water distributes across different sizes, Fig. 14. All cases show the same profile and large particles exhibit a similar content. It is particularly remarkable for the hot cases + where granules $>1800 \mu \mathrm{~m}$ are expected to spend barely few seconds flowing. The wall dynamic can explain this lack of sensitivity. The relation expected between size and water content owes to the time particles are flowing. Considering that most of them come off the wall and that they dry at the deposits for much longer i.e. $2-$ 30 min (Francia et al., 2015a), than what they remain airborne


Fig. 14. Product water content $X_{W}$. (a) $S_{1}$, (b) $S_{2}$, (c) $S_{3}$ and (d) $M_{13}$. Comparison of reference productions ( $\sim$, Francia et al., 2016a, 2016b black) to a hot weak vortex $\uparrow T_{A} \downarrow U_{A}{ }^{2}$ (+, red) and a cold strong vortex $\downarrow T_{A} \uparrow U_{A}{ }^{2}$ (-, blue). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
from removal to exit <5-45 s (Ali et al., in press), one must associate the final water content to the one when resuspension was triggered, in other words, the moisture at which a wall cluster can be worn off. Wearing cannot occur at any condition, when drag, gravity or a particle impact imposes a stress in the deposit structure (dry erosion mechanisms, Francia et al., 2015a), resuspension occurs only if the clusters have turned to some extent elastic, otherwise they simply deform, consolidate or smear. Similarly, for a cluster to be picked up by a wet droplet at high momentum (wet erosion mechanisms, Francia et al., 2015a) the structure must have become to some extent non-deformable to transmit the stress. The interplay between resuspension rate and deposit water content can explain why particles must remain for some time at the wall before being removed and why $X_{w}$ content is relatively insensitive to the airborne temperature history.

## 5. Conclusions

This work has investigated the role that wall clustering in the operation of swirl dryers and the benefits of different control strategies based in manipulation of air temperature and velocity. High temperatures result in better heat transfer near the nozzles only when they are located sufficiently high in a dryer. When multiple levels are used or when nozzles are brought to the bottom, the role of the air velocity in concentrating the powder has a dominant effect and a strong vortex is the btter way to promote drying near the sprays. Most importantly, increasing the momentum of the flow inhibits the creation of coarse aggregates i.e. $>850 \mu \mathrm{~m}$. This trend appears to be independent of production rate, nozzle location or operation of single or multiple levels. It is very relevant because it indicates that growth is to some extent dominated by the rate of breakage of wall clusters and the stresses sustained by the deposit microstructure.

A correlation between growth and the energy of wall impacts along with the works of Hassall, 2011 and Francia et al., 2015a demonstrate that fouling is intimately related to agglomeration in detergent spray drying. It appears that swirl towers operate, quite remarkably, by bringing the powder in contact to and near the wall and then breaking up the clusters generated with the energy obtained from the swirl. Indeed, this represents an important leap in the traditional paradigm (Huntington, 2004), but one must recognise that past studies lack sufficient knowledge of fouling, focused in past formulations and large towers where many nozzles are used, thus confounding other sources of growth with the wall. Optimisation must start focusing in describing the dynamic of fouling in terms of a balance between operation conditions and deposit microstructure: how cohesive forces evolve when clusters dry and sinter at the wall and when the stresses due to drag, gravity and incoming impacts are sufficient to break them. The size reduction achieved here changing the air inlet conditions shows significant potential to improve performance. New designs concepts based in usage of low temperature and exhaust recirculation promise a greater ability to control the product size, avoid operational issues and recover energy losses.

The series of works described here represents the first attempt to quantify the dynamic nature of deposits in any dryer. It has been proven that the traditional approach that envisaged deposits as static matter needs to be reconsidered in swirl counter-current towers and detergent formulations. One can only speculate how important dynamic fouling may be when drying other formulas and/or using other chambers e.g. nil-swirl, co-current, that tend to generate deposits. These are also traditionally considered static matter but one must notice that reaching an equilibrium weight is not proof that deposits are static or that they do not influence the process. On the contrary this work shows that a cycle of deposition
and resuspension may still be at the core of the process. Unless the wall residence time and the resuspension rate are tracked experimentally one simply does not know how relevant the walls may be. Similar quantitative tracer analysis to the one reported in Francia et al. (2015a) could help clarifying the nature of fouling in other drying chambers, process conditions or formulations.
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