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Abstract. Data Streams are unbounded, sequential data instances
that are generated very rapidly. The storage, querying and mining
of such rapid flows of data is computationally very challenging.
Data Stream Mining (DSM) is concerned with the mining of such
data streams in real-time using techniques that require only one pass
through the data. DSM techniques need to be adaptive to reflect
changes of the pattern encoded in the stream (concept drift). The rel-
evance of features for a DSM classification task may change due to
concept drifts and this paper describes the first step towards a concept
drift detection method with online feature tracking capabilities.

1 INTRODUCTION

Velocity in Big Data Analytics [6] refers to data that is generated at
a high speed in real-time and challenges our computational capabil-
ities in terms of storing and processing the data [2]. DSM requires
techniques that are incremental, computationally efficient and can
adapt to concept drift for applications such as real-time analytics of
chemical plant data in the chemical process industry [10], intrusion
detection in telecommunications [9], etc. A concept drift occurs if
the pattern encoded in the data stream changes. DSM has developed
various real-time versions of established predictive data mining algo-
rithms that adapt to concept drift and keep the model accurate over
time, such as CVFDT [8] and G-eRules [11]. The benefit of classifier
independent concept drift detection methods is that it allows provid-
ing information about the dynamics of the data generation. Common
drift detection methods are for example ADaptive sliding WINdow
(ADWIN) [4], Drift Detection Method (DDM) by [7] and the Early
Drift Detection Method (EDDM) by [3]. However, to the best of our
knowledge, no drift detection method provides insights into which
features are involved in the concept drift, which is potentially valu-
able information. For example, if a feature is contributing to a con-
cept drift it can be assumed that the feature may have become ei-
ther more or less relevant for the concept encoded in the stream after
the drift. This knowledge about a feature’s contribution to concept
drift could be used to develop an efficient real-time feature selec-
tion method that does not require examining the entire feature space
for online feature selection. This paper proposes a concept drift de-
tection method for data stream classification that also feeds forward
information about the involvement of individual features in the drift
for feature selection purposes. The proposed method could be used
with any learning algorithms either as a real-time wrapper for a batch
classifier or realised inside a real-time adaptive classifier. This paper
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is organised as follows: Section 2 introduces the proposed concept
drift and feature selection method, Section 3 evaluates the methodol-
ogy briefly as a proof of concept and Section 4 provides concluding
remarks.

2 REAL-TIME FEATURE SELECTION USING
USING ADAPTIVE MICRO-CLUSTERS

The work presented in this paper is based on the Micro-Cluster
structure of the MC-NN classifier [12] developed by one of the au-
thors of this paper. MC-NN Micro-Clusters are an extension of the
Micro-Clusters used in the CluStream data stream clustering algo-
rithm [1]. The notation used for a Micro-Cluster has been taken from
[1]. Essentially Micro-Clusters in MC-NN aim to keep a recent ac-
curate summary of the data stream. The structure of MC-NN Micro-
Clusters is: < CF2x, CF1x, CF1t, n, CL, ε,Θ, α,Ω >
CF2x is a vector with the sum of squares of the features; CF1x a
vector with the sum of feature values; CF1t a vector with the sum of
time stamps; n is the number of data instances in the cluster; CL is
the cluster’s majority class label; ε the error count; Θ the error thresh-
old (default 5000) for splitting the Micro-Cluster; α is the initial time
stamp and Ω a threshold for the Micro-Cluster’s performance (default
50). The centroid of a Micro-Cluster is calculated by CF1x

n
.

Loosely speaking MC-NN updates Micro-Clusters by adding a
new instance to its nearest Micro-Cluster if it matches the CL it
decrements the error ε by 1. Otherwise it adds the data instances
to its nearest Micro-Cluster that matches the CL but increases the
error count ε of both involved Micro-Clusters by 1. If a Micro-
Cluster’s error count reaches Θ it splits into to new Micro-Clusters
placed about the original Micro-Cluster’s feature of greatest vari-
ance and the original Micro-Cluster is removed in order to fit the
data stream better. The variance for a feature x can be calculated by

V ariance[x] =

√(
CF2x

n

)
−
(
CF1x

n

)2
, the assumption is that the

larger the variance, the greater the range of values that have been seen
for this feature and thus is may contribute to misclassification. New
Micro-Clusters are generated with the old Micro-Clusters’ centroid
values. The centroids values of the 2 new Micro-Clusters, for the at-
tribute that has the largest variance is ’altered’ by either adding or
subtracting the variance amount (adding in one Micro-Cluster, sub-
tracting in the other). The participation of the cluster on absorbing
instances is monitored over time and if a cluster has not participated
recently in classifications it is removed. The clusters’ participation is
measured with the Triangle Number Δ(T ) = ((T 2 + T )/2) which
can be calculated from CF1t. The lower CF1t the lower the par-
ticipation of the Micro-Cluster, but the triangle number gives more
importance to recent instances than older ones. In order to detect a
concept drift, we track the total number of Micro-Cluster splits and
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removals. The assumption is that the larger either or both numbers
are, the more likely it is that a concept drift happened.

Using a windowing approach upon the data stream, a running
average of the split and death rates are calculated concurrently. If
the percentage of the split and death rates differs from the mean
(of the statistical windows) by 50% (default value), this is consider
as a concept drift. Then a closer look can be taken into the indi-
vidual features through examining their change in velocity. This is
tracked through an extension of MC-NN’s Micro-Cluster structure
by: < CF1hx, nh >. Where the components of the structure above
are equivalent to CF1x and n. However, the h denotes that these
components are historical summaries (taken from the statistical win-
dows); the value of h is a fixed user defined parameter and denotes
how many time stamps the historical summaries are behind the re-
cent ones (default 10,000). The velocity of a feature x can then be
calculated by Vx=CF1x

n
− CF1hx

nh
. A high velocity during a concept

drift indicates that the feature changed. The assumption here is that
this particular feature may have changed its contribution towards the
classification technique, whereas the remaining ones have not. Thus
feature selection can be limited to examining only features that have
changed their velocity where there is a concept drift detected. Section
3 evaluates this approach as a principal proof of concept.

3 EXPERIMENTAL EVALUATION

This section aims to show that the proposed methodology can iden-
tify concept drift in a data stream and at the same time detect which
features were involved. Random Tree data stream generator, which
was introduced in [5] and generates a stream based on a randomly
generated tree, was used for a proof of concept. New examples are
generated by assigning uniformly distributed random values to fea-
tures, which then determine the class label using the randomly gen-
erated tree.

Figure 1. The top of the figure shows the Micro-Cluster split and death
rate and the bottom of the figure shows the feature velocities.

We generated a stream of 100,000 instances, 3 features and 2 clas-
sification labels. Features 1 and 2 are relevant to determine the class
label and feature 3 is random. After 50,000 instances features 2 and 3
were swapped making feature 2 irrelevant and feature 3 relevant for

classification tasks. We noticed that the method accurately detected a
drift at 50,000 instances as Micro-Clusters were reset. For the exper-
iment the default parameters stated in Section 2 of the method were
used unless stated otherwise. In the top half of Figure 1 it can be seen
that the split and death rates at the time of concept drift increase, in-
dicating that the current set of Micro-Clusters does not fit the concept
encoded in the data anymore. The bottom of Figure 1 shows the ve-
locities of the features in the Micro-Clusters. In this case we know
that the concept appeared due to swapping features 2 and 3, hence we
would expect a higher velocity of these two features. Figure 1 shows
this change in velocity. Thus the method is capable to detect a con-
cept drift but also delivers an indication which features are involved,
which can be used to perform online real-time feature selection.

4 CONCLUSIONS

This paper introduced a novel Micro-Cluster based methodology for
drift detection in data streams. Different compared with existing drift
detection techniques, the proposed method is also capable to detect
which features have been involved in the drift through the velocity
of Micro-Clusters in different dimensions; and thus can be used to
implement real-time feature selection techniques. The experimental
proof of concept shows that the methods can successfully detected
concept drifts and identify drifting features. Ongoing and future work
comprises an in depth evaluation of the method and the development
of a real-time feature selection technique.
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