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Summary: How is knowledge about the meanings of words and objects represented in the 11 
human brain? Current theories embrace two radically different proposals: either distinct cortical 12 
systems have evolved to represent different kinds of things, or knowledge for all kinds is 13 
encoded within a single domain-general network.  Neither view explains the full scope of 14 
relevant evidence from neuroimaging and neuropsychology. Here we propose that graded 15 
category-specificity emerges in some components of the semantic network through joint effects 16 
of learning and network connectivity. We test the proposal by measuring connectivity amongst 17 
cortical regions implicated in semantic representation, then simulating healthy and disordered 18 
semantic processing in a deep neural network whose architecture mirrors this structure. The 19 
resulting neuro-computational model explains the full complement of neuroimaging and patient 20 
evidence adduced in support of both domain-specific and domain-general approaches, 21 
reconciling long-standing disputes about the nature and origins of this uniquely human cognitive 22 
faculty. 23 

 24 

Text:  25 
Semantic memory supports the human ability to infer important but unobserved states of 26 

affairs in the world, such as object names (“that’s a mushroom”), properties (“it is poisonous”), 27 
predictions (“it appears in autumn”), and the meaning of statements (“it is edible after cooking”). 28 
Such inferences are generated within a cross-modal cortical network that encodes relationships 29 
amongst perceptual, motor, and linguistic representations of objects, actions, and statements 30 
(henceforth surface representations1). The large-scale architecture and organizational principles 31 
of the semantic network remain poorly understood, however. Theories about the nature and 32 
structure of this network have long been caught between two proposals: (a) the system is 33 
modular and domain-specific, with components that have evolved to support different knowledge 34 
domains2,3, e.g. animals, tools, people, etc., or (b) it is interactive and domain-general, with all 35 
components contributing to all knowledge domains4–6. Despite profoundly different implications 36 
about the nature and roots of human cognition, these views have proven difficult to adjudicate3,7. 37 

We consider a third proposal which arises from a general approach to functional 38 
specialization in the brain that we call connectivity-constrained cognition - C3 for convenience. 39 
This view proposes that functional specialization in the cortex is jointly caused by (1) 40 
learning/experience, (2) perceptual, linguistic, and motor structures in the environment and (3) 41 
anatomical connectivity in the brain. Connectivity is important because, within a given neuro-42 
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cognitive network, robustly connected components exert strong mutual influences and so, 43 
following learning, come to respond similarly to various inputs. In the case of semantic 44 
representation, these factors suggest a new approach that reconciles domain-specific and domain-45 
general views. Specifically, learning, environmental structure, and connectivity together  produce 46 
graded domain-specificity in some network components because conceptual domains differ in 47 
the surface representations they engage8–10. For instance, tools engage praxis more than animals11 48 
so regions that interact with action systems come to respond more to tool stimuli. Yet such 49 
effects emerge through domain-general learning of environmental structure, and centrally-50 
connected network components contribute critically to all semantic domains12,13. 51 

This C3 proposal coheres with those of several other groups8,14–17, but its potential to 52 
reconcile divergent views remains unclear because prior studies have focused on fairly specific 53 
questions about local network organization. The current paper tests the proposal by first 54 
measuring the anatomical connectivity of a broad cortical semantic network, and then assessing 55 
the consequences of that connectivity for healthy and disordered network behavior using 56 
simulations with a deep neural network model. Specifically, from a new literature review and 57 
meta-analysis of functional brain imaging studies we delineated cortical regions involved in 58 
semantic representation of words and visually-presented objects and identified those showing 59 
systematic semantic category effects. We then measured white-matter tracts connecting these 60 
regions using probabilistic diffusion-weighted tractography, resulting in a new characterization 61 
of cortical semantic network connectivity. From these results we constructed a deep neural 62 
network model and trained it to associate surface representations of objects: their visual 63 
structure, associated functions and praxis, and words used to name or describe them. The 64 
resulting model is able to explain evidence adduced in support of both domain-specific and 65 
domain-general theories, including (a) patterns of functional activation in brain imaging studies, 66 
(b) impairments observed in the primary disorders of semantic representation, and (c) the 67 
anatomical bases of these disorders.   68 
 69 

Activation likelihood estimate (ALE) analysis  70 
Prior empirical, modeling, and neuroimaging work (SI-Discussion 1) has identified 71 

several cortical regions that contribute to semantic processing and their respective functional 72 
roles, including: (1) the posterior fusiform gyrus (pFG), which encodes visual representations of 73 
objects18,19; (2)  the superior temporal gyrus (STG), which encodes auditory representations of 74 
speech20; (3) lateral parietal cortex, which encodes representations of object function and 75 
praxis19,21,22; and (4) the ventral anterior temporal lobe (ATL), thought to serve as a cross-modal 76 
hub that encodes semantic similarity structure23,24. To assess which of these regions show 77 
reliable semantic category sensitivity, and to identify additional category-sensitive regions not 78 
included among these, we conducted an ALE meta-analysis of functional imaging studies 79 
seeking semantic category effects. ALE provides a way of statistically assessing which category 80 
effects are reliably observed in the same location across studies. Like a prior meta-analysis25, we 81 
included studies of activations generated by words or pictures denoting animals or artifacts 82 
(manmade objects). We identified 49 studies9,19,21,26–71 with 73 independent experiments and 270 83 
foci, making this the largest such analysis to date (details in Methods). Using recently updated 84 
ALE methods72, we tested for cortical regions showing systematically different patterns for 85 
animals versus artifacts, or systematically elevated responses for both domains relative to 86 
baseline (see Table S1). Results are shown in Figure 1 and Figure S1. 87 

 88 
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-- Figure 1 about here -- 89 
 90 

Regions identified in prior work 91 
Medial pFG is activated more for artifacts than animals bilaterally. Lateral pFG is 92 

activated above baseline for animals but not artifacts in both hemispheres, though the animal vs. 93 
artifact contrast was only significant in the right, possibly because the homologous left-94 
hemisphere region is “sandwiched” between two areas showing the reverse pattern (pMTG and 95 
medial pFG; see Fig. S2). The differential engagement of lateral/medial pFG by animal/artifact is 96 
well documented and typically thought to be bilateral73.  97 

STG did not show reliable category effects, consistent with the view from prior 98 
models4,12,74 that it processes spoken word input and so should be equally engaged by animals 99 
and artifacts. 100 

Ventral ATL did not exhibit activations above baseline for either domain, though this is 101 
not surprising for methodological reasons established in prior work4,75. Converging evidence 102 
from patient studies76, brain imaging with appropriate methodology4,75, transcranial magnetic 103 
stimulation23, electro-corticography77, and lesion-symptom mapping78 have established the 104 
importance of ventral ATL for domain-general semantic processing. Prior models5,12,79 included 105 
ventral ATL as a cross-modal semantic hub (see SI-Discussion 1.4 and 2.3). 106 
 107 
Regions not specified or included in prior work 108 

In the left parietal lobe, artifacts produced more activations than animals, consistent with 109 
the proposal that this region encodes representations of object-directed action19,80. One prior 110 
model incorporated function representations in the lateral parietal cortex12. The cluster spanned 111 
inferior and superior parietal lobes (IPL and SPL), which patient and imaging literatures suggest 112 
encode different aspects of action knowledge80. Thus we included both as separate regions of 113 
interest in the connectivity analysis and the model.  114 
            Posterior middle temporal gyrus (pMTG) exhibited more activations for artifacts than 115 
animals consistent with the literature implicating this region in the semantic representation of 116 
tools25,73. Accordingly, we included pMTG as a region of interest in the connectivity analysis and 117 
the model. 118 

Lateral occipital complex (LOC) activated more often for animals than artifacts, which 119 
probably reflects domain differences in visual structure including greater complexity and more 120 
overlap among animals relative to manmade objects81. We thus identify LOC as a source of 121 
visual input to inferotemporal cortex, and assume that animals generate more activation here 122 
because they have richer and more overlapping visual representations.  123 

 124 

Semantic network connectivity 125 
We next measured white-matter connectivity amongst all temporal regions of interest, 126 

and between temporal and parietal regions, using probabilistic diffusion-weighted tractography. 127 
We did not investigate intra-lobe connectivity within the parietal cortex82,83, since these areas 128 
contribute to other non-semantic cognitive and perceptual abilities beyond the scope of this 129 
study. Diffusion-weighted images were collected from 24 participants using methods optimized 130 
to reduce the susceptibility artifact in entral ATL84. Seeds were placed in the white matter 131 
underlying the regions of interest from the ALE analysis or the literature  (Fig. 1 and 2; for ROI 132 
definition, see Methods), mapped back to native space for each subject85. STG and LOC were 133 
excluded from the analysis since their connectivity is well-studied86,87 and they are posited to 134 
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provide spoken-word and visual input, respectively, to the semantic network. Results are shown 135 
in Figure 2. 136 

 137 
-- Figure 2 about here -- 138 

 139 
Intratemporal connections. Both lateral and medial pFG projected into ATL (> 5% in 140 

more than two thirds of the participants) and to one another (Fig.2A and Table S2; for 141 
thresholding, see Methods). ATL also projected to both pFG regions and to the pMTG (>2.5% in 142 
more than half participants). Streamlines from pMTG terminated in the ATL neighbourhood 143 
(yellow stream in Fig.2B) and projected to lateral pFG with high probability and to medial pFG 144 
with moderate probability (> 1% in more than half participants).  145 

Temporo-parietal connections. Streamlines from the ATL did not extend into parietal 146 
cortex as also found previously83,88. Streamlines from pMTG, however, projected both to ATL 147 
and to IPL, providing an indirect route from IPL to the ATL via pMTG (Fig.2B). Likewise, the 148 
IPL streamlines projected to pMTG but not to ATL. Medial pFG did not stream to IPL, but did 149 
project more superiorly within the parietal lobe. Recent neuroanatomical studies from MR 150 
tractography and tracing studies in non-human primates have suggested that the inferior 151 
longitudinal fasciculus (ILF), which connects ventral aspects of ATL, occipito-temporal, and 152 
occipital cortex, also branches dorsally in its posterior extent to terminate in dorsoparietal 153 
regions89,90—potentially connecting ATL to SPL indirectly via the medial pFG. To test this 154 
possibility, we assessed the posterior trajectory of a seed more anteriorly along the ILF. The 155 
streamline passed through the medial pFG neighborhood and branched superiorly into SPL 156 
(Fig.2C). Likewise, SPL streamlines descended to intersect the ILF streamline. A waypoint seed 157 
placed at this junction streamed to SPL, the anterior ILF seed and medial pFG. Thus the 158 
tractography reveals two pathways from temporal to parietal regions of the network: one that 159 
connects ATL to IPL via the pMTG (Fig.2D), and a second connecting ATL to the SPL via the 160 
medial pFG (Fig.2E). This provides an in-vivo demonstration of the dorsal-projecting ILF branch 161 
in humans. 162 

 163 

An anatomically-constrained computational model 164 
 165 

-- Figure 3 about here -- 166 
 167 
Figure 3A shows a schematic of the ALE and connectivity results. We next constructed a 168 

neurocomputational model whose architecture mirrors these results, shown in Figure 3B. The 169 
model is a deep recurrent neural network that computes mappings amongst visual representations 170 
of objects (coded in LOC), verbal descriptors (STG), and functional (IPL) and praxic (SPL) 171 
action representations85. The model was trained with predictive error-driven learning to generate 172 
an item’s full complement of visual, verbal, function and praxic properties, given a subset of 173 
these as input. Surface representations were generated to capture three well-documented aspects 174 
of environmental structure: (a) hierarchical similarity with few properties shared across domains, 175 
more shared within domains, and many shared within basic categories11; (b) many more praxic 176 
and functional features for artifacts and somewhat more visual features for animals10,11; and (c) 177 
more feature overlap amongst animals than artifacts5 (see SI-Methods 5 and Table S3) 178 

We used the model to assess whether connectivity and learning jointly explain the 179 
category-specific patterns observed in the ALE meta-analysis. Fifteen models with different 180 
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initial random weights were trained, providing analogs of fifteen subjects in a brain imaging 181 
study. Models were tested with simulations of both word and picture comprehension. The 182 
activation patterns generated by these inputs were treated as analogs of the BOLD response and 183 
analyzed to identify model regions showing systematic category effects12 (see Methods). 184 

Results are shown in Figure 3C. All category effects observed in the ALE analysis 185 
emerged in the corresponding model layers for both words and pictures. Medial pFG, pMTG, 186 
IPL and SPL responded more to artifacts because they strongly interact with function or praxis 187 
representations. Lateral pFG responded more to animals because the medial units had partially 188 
“specialized” to represent artifacts. Thus model connectivity, learning and environmental 189 
structure together produced the category-sensitive activations observed in the ALE analysis. 190 

Category-specific activations have also been observed during word comprehension in 191 
congenitally blind participants, providing important support for domain-specific views since 192 
such results cannot arise from domain differences in visual structure9,63,91. To assess whether 193 
learning and connectivity also explain such patterns, we replicated the simulations in models 194 
trained without visual inputs or targets. The animal advantage in lateral pFG disappeared, 195 
presumably because these units no longer communicate activation from early vision12. Artifacts, 196 
however, continued to elicit greater activation in medial pFG, posterior pMTG, IPL, and SPL, 197 
because these units continue to participate in generating function and praxis representations for 198 
object-directed action. The absence of a category effect in lateral pFG and tool/praxis-specific 199 
activation patterns in pMTG, IPL, and SPL have all been reported in this population9,63,91. 200 

 201 

Disorders of semantic representation 202 
We next considered whether learning and connectivity explain the primary disorders of 203 

semantic representation and their anatomical basis. By primary we mean acquired disorders that 204 
(a) reflect degraded semantic representation rather than access/retrieval deficits92,93 and (b) have 205 
been shown in case-series studies to manifest predictable patterns of impairment. These include: 206 
(a) semantic dementia (SD), where progressive bilateral ATL atrophy produces a category-207 
general semantic impairment79; (b) herpes simplex viral encephalitis (HSVE), where acute 208 
bilateral ATL pathology produces chronic impairments disproportionately affecting animals94; 209 
(c) temporo-parietal tumor resection (TPT), which produces greater impairment for artifacts95; 210 
and (d) forms of visual agnosia (VA) producing slower and less accurate recognition for 211 
animals81,96. 212 

Both SD and HSVE were simulated by removing increasing proportions of ATL 213 
connections. To capture the progressive nature of SD, performance was assessed without 214 
relearning after connections were removed. For HSVE we considered two damage models. In the 215 
homogeneous variant (HSVE), damage was identical to SD but the network was then retrained to 216 
simulate acute injury with recovery. In the asymmetric variant (HSVE+), lateral connections 217 
between ATL and pFG were more likely to be removed than medial connections, consistent with 218 
a possible difference noted in a direct comparison of white-matter pathology in SD vs. HSVE94 219 
(see SI-Discussion 3.2). The damaged model was again retrained. TPT was simulated by 220 
removing a proportion of connections within/between pMTG and IPL layers, while VA was 221 
simulated by removing weights between LOC and pFG layers. At each level of damage for each 222 
disorder, we simulated picture naming for all animal and artifact items85. 223 

 224 
-- Figure 4 about here -- 225 

 226 
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Results are shown in Figure 4. The model captures the direction and magnitude of several 227 
key phenomena including: (a) no category effect in SD, (b) a substantial animal disadvantage in 228 
both HSVE variants (results of HSVE+ in Fig. S5), (c) a modest artifact disadvantage in TPT, (d) 229 
an animal disadvantage in response time in VA, (e) worse anomia in SD than HSVE, and (f) a 230 
smaller and opposite category effect in TPT compared to HSVE. 231 

The pattern of network connectivity transparently explains the key results for two patient 232 
groups: TPT, where disrupted interactions with function representations in IPL 233 
disproportionately affect artifacts, and SD, where ATL damage produces a domain-general 234 
impairment. In VA the category effect arises from “visual crowding”81: because animals overlap 235 
more in their visual properties5,11, they are more difficult to discriminate (and hence to name) 236 
when inputs from vision are impoverished97. In HSVE, the model pathology is identical to SD—237 
the category effect thus arises through re-learning, via two mechanisms. First, intact functional 238 
and praxic layers can support new learning for items with these properties, that is, for artifacts. 239 
Second, because animals share more properties than artifacts their ATL representations are also 240 
“conceptually crowded,” compromising relearning of inter-item differences when ATL 241 
representations are damaged79. In HSVE+, the effect is magnified when lateral ATL-pFG 242 
connections are disproportionately removed, since these connections provide more support for 243 
animal knowledge as shown in the simulation of imaging results (see Figs. S4 and S5).  244 

The simulation suggests a novel resolution to the long-standing puzzle of why patients 245 
with HSVE and SD show qualitatively distinct impairments despite largely overlapping 246 
pathology79. Category-specific deficits may arise when white-matter pathology is distributed 247 
asymmetrically in the ATL, but even when pathology is identical they may emerge through 248 
relearning following the acute injury (see SI-Discussion 3.2 and 4). To assess this hypothesis, we 249 
first evaluated model predictions by regressing the magnitude of the category effect (artifact 250 
accuracy – animal accuracy) on the total amount of damage, the amount of relearning and their 251 
interaction, in the simulation of both HSVE and HSVE+ (see details in SI-Methods 6). In  both 252 
cases the two factors interacted reliably: when damage was severe, relearning produced a larger 253 
category effect, but when damage was mild, relearning shrunk the category effect (Fig. S7A&B; 254 
interaction for HSVE t = 2.501, p = .014; interaction term for HSVE+ t = 2.137, p = .035). We 255 
then assessed whether the same pattern is observed in the literature. Across 19 previously-256 
reported HSVE cases of category-specific impairment (Table S6), we regressed the reported 257 
category effect on the overall severity of the impairment, the amount of relearning (assessed as 258 
the time elapsed between injury and test), and their interaction term. Consistent with model 259 
predictions, these factors interacted reliably [t = 3.298, p < .01]: relearning produced larger 260 
effects when deficits were severe but smaller effects when deficits were mild (Fig. S7C). The 261 
same pattern was also observed longitudinally in 4 patients with HSVE98,99 (Fig. S7D). By 262 
contrast, this pattern was not found in the non-HSVE cases (for full results, see Table S7). Thus 263 
the model’s account of category-specific impairment is consistent with the existing literature. 264 

Finally, we considered classic lesion-symptom mapping results suggesting that animal-265 
selective deficits occur with ventro-temporal damage while artifact-selective deficits occur with 266 
temporo-parietal pathology100. We conducted a model lesion-symptom analysis by grouping 267 
simulated patients across all four disorders into a single dataset. We quantified regional 268 
pathology in every model patient as the proportion of connections removed from each layer and 269 
measured category selectivity as the difference in accuracy naming artifacts vs animals. We then 270 
computed, across all patients at each layer, the correlation between pathology and category 271 
selectivity. 272 
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Figure 4B shows the results. Damage in ventral temporal model regions (ATL, pFG and 273 
LOC) significantly predicted greater impairment for animals than artifacts, while damage in 274 
pMTG and IPL regions predicted the reverse pattern (Fig.4B-left). Importantly, the ATL effect 275 
was only carried by the HSVE simulations: SD simulations alone showed no relationship 276 
between lesion severity and category effect (Fig.4B-middle). The same pattern is observed in 277 
case-series studies of the corresponding syndromes for which data is available (Fig.4B-right). 278 
Thus the model explains both the canonical lesion-symptom results and their puzzling 279 
discrepancy with SD. 280 

 281 

Discussion 282 
We have proposed a new neurocomputational model for the neural bases of semantic 283 

representation which, in building on contributions from several groups19,95,101, unifies domain-284 
specific and domain-general approaches. The core and critical theoretical contribution is that 285 
initial connectivity, domain-general learning, and environmental structure all jointly shape 286 
functional activation within the cortical semantic network, leading to graded category-specificity 287 
in some network components but domain-general processing in the ATL hub, within a network 288 
whose principal function is to support cross-modal inference. The model explains the 289 
neuroimaging and patient phenomena central to both domain-specific and domain-general 290 
theories, including (a) category-specific patterns of functional activation in sighted and 291 
congenitally-blind individuals, (b) patterns of impairment observed across four different 292 
neuropsychological syndromes, and (c) the anatomical bases of these patterns. It also exemplifies 293 
a general approach to functional specialization in cortex that we have termed connectivity-294 
constrained cognition or C3. 295 

Our model reconciles and extends several competing perspectives in the literature. Like 296 
the sensory-functional hypothesis, category sensitivity arises from domain differences in the 297 
recruitment of action versus visual representations10,102; but we show that learning and 298 
connectivity can produce domain differences even in the absence of visual experience, and 299 
outside canonical action areas, addressing key criticisms of the sensory-functional view3. Like 300 
the distributed domain-specific hypothesis, category-sensitivity reflects network connectivity, 301 
with temporo-parietal pathways initially configured to facilitate vision-action relationships 302 
important for tool knowledge9. The model reconciles this perspective with the extensive 303 
evidence for domain-general representation in the ATL. An important account of optic aphasia 304 
relied on graded functional specialization arising from constraints on local connectivity8; our 305 
model extends this idea to incorporate long-range connectivity constraints. Like the correlated-306 
structure view, category-selectivity arises partly from different patterns of overlap among animal 307 
versus artifact properties6, but in our model network connectivity also plays a critical role. 308 
Finally, this work extends the hub-and-spoke model under which the ATL constitutes a domain-309 
general semantic hub for computing mappings amongst all surface modalities4. The model 310 
illustrates how domain-specific patterns can arise within the “spokes” of such a network, even 311 
while the ATL plays a critical domain-general role in semantic representation13 (see SI-312 
Discussion 2 for relationship to other models).  313 

            In emphasizing semantic representation we have not considered the fronto-parietal 314 
systems involved in semantic control103, nor does the model address open questions about 315 
lateralization, abstract and social concepts, or other conceptual distinctions amongst concrete 316 
objects. We therefore view the proposed model as establishing a crucial foundation rather than 317 
an end point. Nevertheless, the current work is unique in developing a neurocognitive model 318 
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whose architecture is fully constrained, a priori, by systems-level neural data. The project 319 
illustrates how simulation models at this level of abstraction can provide an important conceptual 320 
bridge for relating structural and functional brain imaging and healthy and disordered cognitive 321 
functioning74. While interest in neural networks has recently rekindled in machine learning104, 322 
their original promise as tools for bridging minds and brains105 has remained largely untested. 323 
We have shown that the convergent use of network simulation models with the other tools of 324 
cognitive neuroscience can produce new insights with the potential to resolve otherwise 325 
pernicious theoretical disputes. We further believe the C3 approach we have sketched, in which 326 
network models are used to illuminate how connectivity, learning, and environmental structure 327 
give joint rise to cognitive function, can be similarly useful in other cognitive domains. 328 
 329 

Methods 330 
 331 
ALE analysis. We followed the standard literature search procedure from previous ALE studies 332 
25,106 and found 49 papers describing 73 independent studies (31 for animal and 42 for artifact; 333 
for study selection, see SI-Methods 1) up to July, 2013 and reporting a total of 270 foci (103 for 334 
animal and 167 for artifact). The ALE meta-analysis was carried out with the software package 335 
gingerALE v2.3107,108. The ALE analysis strictly followed the steps proposed by Price et al.106 336 
and Eickhoff et al.72,107,108, and coordinates in MNI space were used for ALE analysis and 337 
reports. Main effects of animal and artefact concepts (concordance of foci showing greater 338 
activations for animal vs. baseline and artefact vs. baseline) are reported in Table S1. Next we 339 
combined the resulting ALE animal and artifact maps and tested for brain regions commonly 340 
activated by both categories (conjunction analysis) and showing reliably different activations for 341 
the two categories of interest (contrast analysis) as reported in the main text.  342 
 343 
Connectivity analysis. Diffusion-weighted images were collected from 24 right-handed healthy 344 
subjects (11 female; mean age = 25.9) at University of Manchester, UK88. All participants are 345 
right-handed as determined by the Edinburgh Handness Inventory109. Inclusion and exclusion 346 
criteria were stated in previous studies88,110, and no randomization or blinding was needed. 347 
Informed consents were obtained for all subjects. 348 

Image acquisition. Imaging data were acquired on a 3T Philips Achieva scanner (Philips 349 
Medical Systems, Best, Netherlands), using an 8 element SENSE head coil. Diffusion weighted 350 
imaging was performed using a pulsed gradient spin echo echo-planar sequence with TE=59 ms, 351 
TR≈1500 ms (cardiac gated), G=62 mTm−1, half scan factor=0.679, 112×112 image matrix 352 
reconstructed to 128×128 using zero padding, reconstructed resolution 1.875×1.875 mm, slice 353 
thickness 2.1 mm, 60 contiguous slices, 61 non-collinear diffusion sensitization directions at 354 
b=1200 smm−2 (Δ=29.8ms, δ=13.1ms), 1 at b=0, and SENSE acceleration factor=2.5. A high-355 
resolution T1-weighted 3D turbo field echo inversion recovery scan (TR≈2000 ms, TE=3.9 ms, 356 
TI=1150ms, flip angle 8°, 256×205 matrix reconstructed to 256×256, reconstructed resolution 357 
0.938×0.938 mm, slice thickness 0.9 mm, 160 slices, SENSE factor=2.5), was also acquired for 358 
the purpose of high precision anatomical localization of seed regions for tracking. Distortion 359 
correction to remediate signal loss in ventral ATL was applied using the same method reported 360 
in other studies88,110. 361 

ROI definition. The ROIs were chosen to reside in the white-matter underlying the peaks 362 
identified in the ALE-meta analysis, or from regions reported in the relevant literature. 363 
Specifically, ROIs in lateral pFG, medial pFG, MOG, pMTG, IPL (IPL_1) and SPL (SPL_1) in 364 
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the left hemisphere were chosen from the ALE meta-analysis as regions showing reliable 365 
category-specific activation patterns. The ATL ROI was chosen from an fMRI study111 that 366 
reported cross-modal activation for conceptual processing in the ATL. Due to the uncertainty of 367 
tempo-parietal connectivity, we also included a second IPL seed (IPL_2) whose coordinates 368 
were chosen from a study in which TMS to this region slowed naming of tools but not animals112. 369 
Likewise we included a second SPL ROI (SPL_2) reported by Mahon et al.63 as a peak showing 370 
preferential activation for artifact stimuli in both sighted and congenitally blind participants. To 371 
assess the caudal-going trajectory of the ILF, we placed an additional seed in the inferior 372 
temporal white matter at the anterior-most extent of the artifact peak revealed by the ALE meta-373 
analysis. As reported in the main text, this streamline branched superiorly up into parietal cortex, 374 
intersecting the streamline from the SPL seeds. To determine whether a single tract might 375 
connect SPL, medial pFG and ATL, we placed a final waypoint seed at this intersection. For 376 
more details about ROI definitions, see SI-Methods 2. 377 

Probabilistic tracking procedure.  We restricted our analysis to the left hemisphere, and 378 
following similar procedure of previous study110, a sphere with a diameter of 6mm centered on 379 
the seed coordinate for each ROI was then drawn in the MNI template (see Table S2 for the 380 
exact coordinates; details in SI). Finally, the ROIs defined in a common space were converted 381 
into the native brain space of each individual. 382 

For each voxel within a seed ROI sphere, 15,000 streamlines were initiated for 383 
unconstrained probabilistic tractography using the PICo (Probabilistic Index of Connectivity) 384 
method110,113. Step size was set to 0.50 mm. Stopping criteria for the streamlines were set so that 385 
tracking terminated if pathway curvature over a voxel was greater than 180, or the streamline 386 
reached a physical path limit of 500 mm. In the native-space tracking data from each seed region 387 
for each individual, ROI masks were overlaid and a maximum connectivity value (ranging from 388 
0 to 15,000) was obtained for the seed region and each of the other ROIs, resulting in a matrix of 389 
streamline-based connectivity. A standard two-level threshold approach was applied to 390 
determine high likelihood of connection in this matrix110. At each individual level, three 391 
thresholds, 1% (lenient), 2.5% (standard), and 5% (stringent) were used to investigate the 392 
probable tracts in a wider range. At the group level, only connections present in at least half 393 
(>=12) subjects were considered highly probable across subjects (for more details of 394 
thresholding, see in SI-Methods 3). A group-averaged tractography image was then obtained by 395 
averaging the normalized individual data110. 396 
Computer simulations of fMRI data. The model architecture shown in Figure 3B (main text) 397 
was implemented using the Light Efficient Network Simulator (LENS) software114. The model 398 
included four visible layers directly encoding model analogs of visual, verbal (names and 399 
descriptions), praxic, and functional properties of objects. Each visible layer was reciprocally 400 
connected with its own modality-specific hidden layer, providing model analogs to the posterior 401 
fusiform (pFG, visual hidden units), superior temporal gyrus (STG, verbal hidden units), inferior 402 
parietal lobule (IPL, function hidden units), and superior parietal lobule (SPL, praxic hidden 403 
units). The model also included two further hidden layers corresponding to the ventral ATL and 404 
the posterior MTG. Hidden layers were connected with bidirectional connections matching the 405 
results of the tractography analysis, as shown in Figure 3B. A spatial gradient of learning rate on 406 
visuo-praxic connections of units in the pFG layer along an anatomical lateral-to-medial axis was 407 
implemented12 (details see SI-Methods 4), to capture the observation that medial pFG is more 408 
strongly connected to parietal regions than is lateral pFG19. All units employed a sigmoidal 409 
activation function and were given a fixed bias of -2 so that, in the absence of input from other 410 
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units, they tended to adopt a low activation state. Units updated their activation states 411 
continuously using a time integration constant of 30. Model implementation and training 412 
environment files can be downloaded online (see Data Availability).  413 

Training environment. A model environment was constructed to contain visual, verbal, 414 
function/action and praxic representations for 24 different exemplars of animals and 24 different 415 
exemplars of tools, with each domain organized into 4 basic categories, each containing 6 416 
exemplars (for representational schemes of training exemplars, see Table S3 and SI-Methods 5). 417 
In total, there were 48 training exemplars. Visual and verbal representations for each item in this 418 
set were generated stochastically in accordance with the constraints identified by Rogers et al.5 in 419 
their analysis of verbal attribute-listing norms and line drawings of objects. Thus (a) items in 420 
different domains shared few properties; (b) items within the same category shared many 421 
properties; (c) animals from different categories shared more properties than did artifacts from 422 
different categories; and (d) animals had more properties overall than did artifacts. Each item 423 
was also given a unique name as a well as a label common to all items in the same category.  424 

Praxis representations were also constructed for each item, taking the form of distributed 425 
patterns over the 10 units in the visible praxic layer12. For all animal items, these units were 426 
turned off. For artifacts, distributed patterns were created that covaried with, but were not 427 
identical to, the item’s corresponding visual pattern, as a model analog of vision-to-action 428 
affordances. Function representations simply duplicated the praxic patterns across the 10 visible 429 
units for function features. 430 

Model training procedures. The model was trained to generate, given partial information 431 
about an item as input, all of the item’s associated properties, including its name, verbal 432 
description, visual, function and praxic features, similar to our previous work12 (details see SI-433 
Methods 5). Weights were updated using a variant of the backpropagation learning algorithm 434 
suited to recurrent neural networks, using a base learning rate of 0.01 and a weight decay of 435 
0.0005 without momentum115. ‘Congenitally blind’ model variants were trained with the same 436 
parameters on the same patterns, but without visual experience: visual inputs were never applied 437 
to the model, and visual units were never given targets. All models were trained exhaustively for 438 
100k epochs at which point they generated correct output (details, see SI-Methods 5) across all 439 
visible units for the great majority (>94%) of inputs. For each model population (sighted/blind), 440 
15 different subjects were simulated with different model training runs, each initialized with a 441 
different set of weights sampled from a uniform random distribution with mean 0 and range ± 0.1 442 
(for model performance after training, see Table S4). 443 

Simulating functional brain imaging studies. The brain imaging studies simulated 444 
involved two tasks: picture viewing, in which participants made a semantic judgment from a 445 
picture of a familiar item, and name comprehension, in which they made a semantic judgment 446 
from the spoken name of a familiar item. To simulate the picture viewing task in sighted model 447 
variants, the visual feature pattern corresponding to a familiar item was applied to visual input 448 
units and the trained model cycled until it reached a steady state. To simulate name 449 
comprehension in both sighted and congenitally blind variants, a single unit corresponding to the 450 
item’s name was given excitatory external input, and the model again cycled until it reached a 451 
steady state. In both tasks, after settling, the activation of each model unit was recorded and 452 
taken as an analog of the mean activity difference from baseline for a population of neurons at a 453 
single voxel. This value was then distorted with Gaussian noise (μ = 0, σ2 = 0.1) to reflect the 454 
error in signal estimation intrinsic to brain imaging methods. The response of each unit was then 455 
averaged across items in each condition (Animal vs. Artifact) and then spatially smoothed with a 456 
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Gaussian kernel (μ = 0, σ 2 = 1) encompassing two adjacent units. A group-level contrast was 457 
performed to find the peak activation for both Animal and Artifacts concepts using the averaged 458 
data across the 15 model subjects. An ROI analysis was then performed on activation value of 459 
the peak unit averaged together with two neighboring units on either side.  460 

 461 
Computer simulations of patient data. Following simulation of functional imaging data, we 462 
assessed whether the model could explain patterns of impaired semantic cognition and their 463 
neuroanatomical basis in four disorders of semantic representation. Here, we provide basic 464 
information of the phenotype of each disorder and model simulation procedure (details of 465 
pathology and motivation in SI-Discussion 3). The model architecture and training environment 466 
were the same as in the simulations of brain imaging data, except that pattern frequencies were 467 
adapted to ensure that the names of animal and artifact items appeared as inputs and targets with 468 
equal frequency (see Fig. S3). 469 

(1) Semantic dementia (SD) is a neurodegenerative disorder associated with gradual 470 
thinning of cortical grey matter and associated white-matter fibers, centered in the ATL78, and 471 
produces a robust, progressive and yet selective deterioration of semantic knowledge for all 472 
kinds of concepts, across all modalities of reception and expression76,5,116. We simulated SD by 473 
removing an increasing proportion of all weights entering, leaving, or internal to the ATL hidden 474 
layer uniformly from 0.1 to 1.0 with an increment of 0.1. At each level of damage, the model 475 
was tested without allowing it to relearn/reorganize. 476 

(2) Herpes Simplex Viral Encephalitis (HSVE) is a disease that produces rapid bilateral 477 
necrosis of gray and white matter, generally encompassing the same regions affected in SD, but 478 
patients with semantic impairments from HSVE, has been found with greater damage in 479 
temporal white matter especially in the lateral axis94. HSVE patients often show less semantic 480 
impairment overall, with greater deficits of knowledge for animals than for manmade objects79,94.  481 
The main paper considers two potential explanations, each associated with a different model of 482 
HSVE pathology. The model first captures differences in the time-course of SD vs. HSVE: 483 
whereas the former progresses slowly over a course of years, the latter develops rapidly and is 484 
then halted by anti-viral medication after which patients often show at least some recovery of 485 
function. Weights were removed from the ATL layer as in the SD simulation, but the damaged 486 
model was then retrained before assessment on the naming task (for motivation, see SI-487 
Discussion 3.2). Retraining employed the same parameters used in the last cycle of the initial 488 
training, namely, learning rate = 10-3 and weight decay = 10-6. The main text reports data 489 
following 3k epochs of retraining when the model performance had largely stabilized (see Fig. 490 
S4 for recovery trajectory). The second further assessed the potential contribution of differential 491 
white-matter damage across the lateral/medial axis of the ATL in HSVE94. To simulate this, a 492 
proportion of ATL connections selecting uniformly with probability p were removed in a first 493 
pass (as in the SD simulation), then a second removal of connections was applied to weights 494 
between ATL and lateral pFG units (units 0-9). In a 30% lesion, for instance, 30% of all ATL 495 
connections entering or leaving each ATL unit were removed, and then 30 % of the original 496 
connections between ATL and lateral pFG units were additionally removed. Thus, when the 497 
global lesion severity equaled or exceeded 50%, all connections between ATL and lateral pFG 498 
were removed. Finally, the model was retrained as in the homogeneous variant of HSVE and 499 
performance on the retrained model was assessed (see Fig. S5). We also demonstrated that 500 
without relearning, the HSVE variant showed little evidence for category-specific impairment 501 
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(just as with SD simulations), but the HSVE+ variant showed more severe impairment in the 502 
animal category (see Fig. S6). 503 

(3) Temporo-parietal tumor resection (TPT). Campanella and colleagues95 presented the 504 
first relatively large-scale case-series study of artifact-category impairment in a group of 30 505 
patients who had undergone surgical removal of temporal-lobe tumors. The group exhibited 506 
significantly worse knowledge of nonliving things compared to animals, with difference scores 507 
in naming accuracy ranging from 2%-21%. Voxel-based lesion-symptom mapping (VLSM) 508 
revealed that the magnitude of the category effect was predicted by pathology in posterior MTG, 509 
inferior parietal cortex, and the underlying white matter. To simulate this pathology in the model 510 
we removed connections between and within IPL and MTG model regions uniformly from 0.1 to 511 
1.0 with an increment of 0.1. 512 
           (4) Category-specific visual agnosia (VA). Finally, a long tradition of research suggests 513 
that forms of associative visual agnosia arising from damage to occipitotemporal regions can 514 
have a greater impact on recognition of living than nonliving things117,118. The deficit is specific 515 
to vision, and more evident in naming latency rather than accuracy at milder impairment96. To 516 
capture disordered visual perception, we removed a proportion of the weights projecting from the 517 
visual input layer (LOC) to the visual hidden layer (pFG). We used a smaller range from 0.025 to 518 
0.25 in increments of 0.025 in order to preserve sufficient visual inputs to the system. 519 
           Assessment of model performance. For each disorder, model performance was assessed 520 
on simulated picture naming. For each item, the corresponding visual features were given 521 
positive input, and the activations subsequently generated over units encoding basic-level names 522 
were inspected to assess performance. Naming performance was scored as correct if the target 523 
name unit was (a) the most active of all basic name units and (b) was activated above 0.5; 524 
otherwise it was scored as incorrect. In visual agnosia at mild impairment, the category-specific 525 
impairment can be observed in response time so that we computed naming latency as the number 526 
of update cycles (ticks) required for the target unit to reach an activation of 0.5 (for correct 527 
naming trials only). For comparison to standardized human latency data in VA, the model 528 
latency was standardized by computing (Nj – N0)/N0, where Nj is the number of ticks used for the 529 
model to produce a response at the jth level of lesion severity and N0 was the number of ticks for 530 
naming without any lesion in the model119. Therefore, the raw latency measure is adjusted by 531 
baseline response latency differences between categories that exist in the performance of the 532 
intact models. Note that in figures of the main text, the severity was recomputed as the overall 533 
naming accuracy collapsing animal and artifact categories. See Table S5 for naming accuracy 534 
and latency at different levels of lesion severity measured as percentage of affected connections. 535 

Data availability. Program scripts and source data that support the data analysis of this project 536 
are available in online public repositories, and more details are available upon request. See 537 
https://github.com/halleycl/ChenETAL_NatHumanBehav_SI-Online-materials and 538 
https://app.box.com/v/ChenETAL-NatHumanBehav-SI. 539 

540 
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 848 

Figure 1 ALE analysis showing regions that systematically respond more to animals than 849 
artifacts (orange), more to artifacts than animals (blue), or equally to both (green). Red dots 850 
indicate seed points from activation likelihood estimation (ALE) analysis and literature review. 851 
IPL = inferior parietal lobe, SPL = superior parietal lobe, pFG = posterior fusiform gyrus, pMTG 852 
= posterior middle temporal gyrus, LOC = lateral occipital complex. 853 
 854 

855 
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 856 
Figure 2 Tractography results. Red spheres indicate seed points from activation likelihood 857 
estimation (ALE) analysis and literature review. (A). Streams from medial (blue) and lateral 858 
(pink) pFG project to ATL. (B). Streams from pMTG (yellow) project to ATL and IPL, while 859 
IPL streams (green) project to pMTG but not ATL. (C). Streams from inferior ATL white matter 860 
(blue) pass by medial pFG and branch superiorly, where they intersect SPL streamlines (green). 861 
The waypoint seed was placed at this intersection. (D-E). Matrices showing significant 862 
connectivity of temporal regions with IPL regions via the pMTG and with SPL regions via the 863 
tract identified by the waypoint seed. Numbers indicate group-averaged probability estimates (0-864 
1) from seed (column) to target (row) regions. 865 
  866 
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 867 
Figure 3 Model architecture and fMRI data simulations. (A). Schematic showing ALE and 868 
connectivity results. Red arrows indicate significant connectivity in tractography while colors 869 
indicate semantic category effects in the ALE analysis. The dotted arrow indicates that 870 
connectivity diminishes from medial to lateral pFG. (B). Architecture of the corresponding 871 
neural network model. Boxes indicate layers that directly encode features of objects (visible 872 
units) and circles indicate model analogs of cortical regions of interest where representations are 873 
learned (hidden units). For visible units, blue indicates more active features for animals than 874 
artifacts while orange indicates the reverse. For hidden units, circle color indicates expected 875 
category effects using the same scheme as panel A.  Red arrows indicate model connections that 876 
correspond to tractography results; gray arrows indicate connections that mediate activation 877 
between visible and hidden units. (C). Mean unit activation for animals or artifacts in each model 878 
region of interest, for visual and word inputs of the “sighted” model (left and middle) and for 879 
word inputs in the “blind” model (right). 880 
  881 
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 882 
Figure 4 Results of patient simulations. (A). Line plots show model naming accuracy for 883 
animals and artifacts at ten increasing levels of damage for each disorder plotted against overall 884 
accuracy (all items). Dashed vertical lines indicate the damage level that most closely matches 885 
mean overall accuracy in the corresponding patient group. HSVE data are for the homogeneous 886 
damage model (HSVE); data for the asymmetric damage model (HSVE+) appear in 887 
Supplementary Figure S5. Barplots show accuracy by category for the model at this level 888 
compared to patient means/standard errors reported in 79,95,96. (B). Lesion-symptom mapping 889 
results. Left: Layers/connections where lesion size predicts increasing artifact (blue) or animal 890 
(orange) disadvantage. Middle: Correlation between lesion size and category effect in each 891 
simulated patient group. Right: Category effect size in naming plotted against overall impairment 892 
as measured by word comprehension (SD and HSVE) or overall naming (TPT) in case-series 893 
studies of real patients.  894 
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 47 

Supplementary Figure S1. Main effect of animal and artifact concepts in the ALE meta-48 
analysis showing clusters where animal concepts (top) or artifact concepts (bottom) elicit reliably 49 
more activation than a control condition. Note that the animal effect in lateral pFG is observed in 50 
both hemispheres. pFG = posterior fusiform gyrus; LOC = lateral occipital cortex; pMTG = 51 
posterior middle temporal gyrus; IFG = inferior frontal gyrus; LP = lateral parietal cortex. 52 

 53 
 54 
 55 

56 
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 57 
Supplementary Figure S2. Overlapping main effects of animal and artifact concepts in left 58 
pFG. The blue clusters showed a significant effect for artifacts in the ALE analysis while the red 59 
clusters show significant clusters for animal concepts. Green shows the overlap between these, 60 
also revealed in the conjunction analysis reported in the main text. Of note, animals but not 61 
artifacts activated the lateral fusiform bilaterally in this analysis, a finding consistent with several 62 
prior studies1. The lateral pFG contrast of animal to artifact activation was only significant in the 63 
right hemisphere. This figure suggests why: in the left hemisphere the artifact-selective 64 
activations in medial pFG and pMTG bracket the animal-selective activation in lateral pFG. Thus 65 
bleed-over from these foci may have produced an insignificant category contrast in lateral 66 
fusiform. Nevertheless, the main effect in the ALE analysis and the robust contrast effect in the 67 
right hemisphere jointly support the conventional claim that lateral pFG yields category-sensitive 68 
activation for animal concepts. 69 
 70 
 71 
 72 

73 
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 74 
Supplementary Figure S3. Replication of fMRI data simulation for the sighted model 75 
performing the visual viewing task. In the model for simulating patient data, we balanced the 76 
exposure frequency to animal and artifact object names. Here, we demonstrate that this model 77 
simulation still accounts for the category-specific activation patterns in the ALE analysis. 78 

 79 

 80 

 81 

82 
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 83 

Extended Date Figure S4. Relearning trajectories for model simulations of HSVE at three 84 
representative levels of lesion severity. After the sighted models were fully trained, connections 85 
associated with ATL semantic hub were randomly pruned at three levels of severity (HSVE 86 
variant): 10% (thin solid lines), 50% (thick dashed lines) and 80% (normal segmented lines). The 87 
models relearned both domains fairly rapidly, but with a clear disadvantage for animal concepts, 88 
especially at more severe levels of initial lesion (80% affected connections). The red rectangle 89 
marked the point during recovery where the data were drawn for the presentations in the main 90 
text. 91 

 92 
 93 
 94 
 95 
  96 
 97 
 98 
 99 

100 
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 101 
Supplementary Figure S5. Relearning trajectories of model simulation for HSVE patients with 102 
additional lesion in lateral pFG-to-ATL connections (HSVE+ variant) at three representative 103 
levels of lesion severity. Similar relearning was observed but the recovery gap between animal 104 
and manmade knowledge was larger with the increased probability of lesioning lateral pFG-to-105 
ATL connections. 106 
 107 
 108 
 109 
 110 
 111 
 112 
 113 
 114 
 115 
 116 
 117 
 118 
 119 
 120 
 121 
 122 
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 123 
Supplementary Figure S6. Category-specific impairment in HSVE cases prior to relearning. 124 
Naming was severely impaired in both model variants. When the lesion was applied to 125 
connections associated with ATL hub homogeneously (HSVE variant), a very small 126 
disadvantage was observed for animals, but this category effect increased when damage 127 
disproportionately affected the ATL-and-lateral-FG connections (HSVE+ variant), especially for 128 
milder lesions (proportion of connections affected from 0.1 to 0.5). When the lesion was more 129 
severe (affected proportion from 0.6 to 1), both HSVE and HSVE+ variants showed a floor 130 
effect and little difference between naming animals and artifacts. 131 
  132 
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 133 
Supplementary Figure S7. Predicted and observed effects of relearning on the magnitude of the 134 
category effect in HSVE. (A) Model prediction from the HSVE variant. When the initial lesion 135 
was mild to moderate (affected connections <=0.5), the long gap/more relearning (>2.5k; orange) 136 
lead to smaller category-specific effect than short gap/less relearning (<=2.5k; blue); however, 137 
when the initial lesion was moderate to severe (affected connections >0.5), the long gap/more 138 
relearning enlarged the size of category-specific effect. (B) A similar prediction was made from 139 
the HSVE+ variant. (C) Group averaged result at initial examination of HSVE cases reviewed in 140 
Capitani et al2. The observed pattern is consistent with the model prediction that at mild-141 
moderate level of overall impairment (error rate <=0.5), long gap (> 1year; orange) between the 142 
disease insult and initial examination lead to smaller category-specific effect than short gap (<= 143 
1 year; blue); but the reverse was observed when overall impairment was moderate to severe 144 
(error rate > 0.5). (D) A similar pattern was observed in four HSVE cases who were examined 145 
more than once3,4. When the initial impairment was less severe (cases LF and JV), the category-146 
specific effect reduced over time, whereas the reverse was observed for cases who had a more 147 
severe initial impairment (RM and EA). Blue bars show the category effect on 1st examination 148 
and orange bars on the 2nd. The black dashed line denotes the overall impairment at 1st 149 
examination.  150 
 151 
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 152 
Supplementary Figure S8. The different pattern of time, overall impairment and category effect 153 
in non-HSVE patients. The bars show the mean category effect across patients with semantic 154 
impairments in non-HSVE cases (e.g., brain injury, DAT, stroke and others) reviewed in 155 
Capitani et al2, divided by the overall magnitude of impairment (mild/mod vs mod/severe) and 156 
the amount of time elapsed between injury and assessment (short/long gap) The pattern differs 157 
qualitatively from that observed in HSVE (see Figure S7). 158 
  159 
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 160 

 161 
Supplementary Table S1. Main effect, conjunction and contrast results from the ALE meta-162 
analysis. The ALE maps for main effects of animal and artifact concepts revealed concordance 163 
of peak coordinates across studies that show activation for animal or artifact concepts over 164 
baseline conditions. Conjunction and contrast analyses then were conducted on the main effect 165 
maps of animal and artifact concepts. Note that animal effect was observed in left pFG in main 166 
effect analysis but diminished in contrast analysis. Also, the artifact effect in both main effect 167 
and contrast analyses consisted of two clusters in lateral parietal cortex, one more inferior and 168 
the other more superior. ITG = inferior temporal gyrus; pMTG = posterior middle temporal 169 
gyrus; LP = lateral parietal cortex. 170 



 
 

 171 

 172 
Supplementary Table S2. Connectivity matrix for ventral temporal with both inferior (top) and 173 
superior (bottom) parietal dorsal networks. The values in the table are averaged probability (max. 174 
streamlines/total no. of streamlines) across 24 subjects from seed ROI regions (in columns) to 175 
target ROI regions (in rows). In most of the cases, the matrix is symmetrical qualitatively but not 176 
quantitatively. MNI coordinates showed in the table are those used to define spherical ROIs in 177 
MNI template.  Bold: exceeding 5% probability threshold in at least 12 subjects; Bold and italic: 178 
exceeding 2.5% probability threshold in at least 12 subjects; Italic and underlined: exceeding 1% 179 
probability threshold in at least 12 subjects. 180 
 181 
 182 
 183 
 184 
 185 
 186 
 187 
 188 
 189 
 190 
 191 
 192 
 193 
 194 
 195 



 12

 196 
Supplementary Table S3. Schematic representations of prototypes of animal and artifact 197 
categories in training environment. 1 and 0 denote the absolute probability of 1 and 0 for 198 
according features to be present or not; Prob(+) =0.8, Prob(-) = 0.2, and Prob(*) = 0.5. The 199 
praxic features of artifacts were created in correspondence to their visual features in order to 200 
capture visual affordance between visual and praxic features. Therefore, when a visual feature 201 
was present, there was a high probability (p=0.8) for corresponding praxic feature to be present; 202 
when the visual feature was not, the corresponding praxic feature had a low probability (p=0.2) 203 
to be present. For simplicity, the functional features of artifacts were exact copies of praxic 204 
features. For all animal exemplars, all praxic and functional features were turned off (i.e., 0).   205 
  206 
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 207 

 208 
Supplementary Table S4. Performance accuracy and hidden-layer unit activations of both 209 
sighted and blind models after 100k training when were tested on all training examples. Paired 210 
sample t tests showed that (a) all models learned to produce the full patterns of representations 211 
with partial knowledge from any modality, and the learning was equally satisfactory across two 212 
categories; and (b) demonstrate that the activation patterns in hidden layer captured the observed 213 
patterns in corresponding brain regions as revealed by previous studies on both sighted and 214 
congenitally blind populations. *** < .001 after Bonferoni correction for multiple comparisons. 215 
For Accuracy, adjusted p values were α /3; and for activation, adjusted p values were α /15. 216 
  217 
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 218 
Supplementary Table S5. Overall performance of sighted models after lesion with different 219 
levels of severity as a function of proportion of affected connections. 220 
 221 
 222 
 223 
 224 

 225 
 226 
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Supplementary Table S6. Summary of previous HSVE and non-HSVE single cases reported in 232 
Capitani et al2 indicating the time gap between disease onset and first neuropsychological 233 
examination.  All single cases reviewed are listed in this table. If the patient was tested with 234 
other tasks (e.g., word picture matching) besides the picture naming, only the data from the 235 
picture naming task were used.  Data from cases whose time gap cannot be inferred were also 236 
excluded. Onset = time of diagnosis (years); 1st exam =  time of first examination (years); Exam 237 
gap = time between onset of disease and first examination; Overall_Imp = overall impairment [1-238 
(Accanimal + Accartifact)/2]; difference = category-specific effect (artifact - animal). 239 
 240 
  241 



 17

 242 
Supplementary Table S7. Regression analysis for the change of category effect over time in 243 
model simulations, HSVE patients and non-HSVE patients.244 
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Supplementary Discussion 245 
 246 
1. Motivation for regions of interest identified in prior work 247 

The connectivity analysis employed seed regions for parts of the cortical semantic 248 
network identified in prior work from structural and functional brain imaging and computational 249 
modeling of healthy and disordered semantic cognition5–10. We here briefly review the central 250 
findings motivating inclusion of these areas.  251 
            1.1 Representations of perceived speech in STG. Perceived speech is thought to be 252 
encoded along the rostral-going extent of the superior temporal gyrus/sulcus11. Evidence for this 253 
view stems from functional brain imaging studies assessing responses to spoken-word stimuli 254 
compared to nonword auditory stimuli preserving or eliminating various acoustic speech cues. In 255 
such studies, primary auditory cortex responds to all manner of auditory stimuli but responses 256 
become more selective to speech and more robust to elimination of lower-level acoustic 257 
information as one moves anteriorly along the STG/STS. Such results have been observed across 258 
several labs12–15 and the view that anterior STG encodes representations of spoken words is now 259 
widespread16.     260 
            1.2 Visual representations of objects in ventral visual stream. The view that posterior 261 
fusiform/IT cortex encodes visual representations of objects dates to the classic work of Goodale 262 
and Milner17 characterizing the ventral visual processing stream, and has since received 263 
extensive support from neuroimaging18,19, neurophysiology in humans20 and non-human primates 264 
21, and neuropsychological studies of acquired visual disorders22,23. 265 

1.3 Action representations in left parietal cortex. The important role of left lateral parietal 266 
cortex (LP) in supporting action knowledge has its roots in the seminal work of Goodale et al. 267 
suggesting that the dorsal visual stream plays a key role in visually-guided action17,24. Evidence 268 
for this view stems from studies of apraxia, in which parietal pathology can disrupt everyday 269 
object-related actions such as posting a letter through a slot25 or demonstrating the misuse of 270 
common tools even while basic motor functioning is preserved26. Careful behavioural 271 
examination and lesion-symptom mapping in such studies have recently suggested that the dorsal 272 
stream may support two different kinds of knowledge about object-directed action27,28. More 273 
dorsal pathology appears to disrupt praxis, that is, the immediate actions with which tools are 274 
engaged, such as how they are grasped or the trajectory with which the hand approaches the 275 
object29,30. More inferior pathology, in contrast, appears to disrupt knowledge of object function: 276 
objects are grasped correctly but are used toward the incorrect ends, or in conjunction with the 277 
wrong objects 31. For instance, given the task of lighting a candle, such patients may pick up the 278 
candle and attempt to strike it against the matchbox. Such studies suggest two dorsal streams for 279 
visually-guided action, a conclusion bolstered by functional brain imaging studies in healthy 280 
participants. As one example, when matching objects on the basis of their praxis (e.g. matching a 281 
piano and typewriter because they generate similar actions toward different functions), 282 
participants showed elevated activity in dorso-parietal regions, but when matching on the basis 283 
of function (e.g. matching the piano and violin because both make music despite generating 284 
different praxis), elevated activity was observed in more inferior parietal regions32. 285 

Further evidence comes from neuroimaging studies investigating the neural basis of tool 286 
cognition. Tools elicit more activation than other objects in several regions, but the most 287 
consistently reported has been the left inferior parietal lobule (IPL)32,33. Participants asked to 288 
assess a tool’s functions or related actions show elevated activation in the left temporoparietal 289 
junction, especially IPL32,34–36. Praxis-related activation has also been observed in the more 290 
superior aspect of left lateral parietal cortex, both in individual studies37–40 and prior meta-291 
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analyses41,42. From these results, our connectivity analysis includes seed regions in inferior and 292 
superior aspects of lateral parietal cortex, respectively. 293 

1.4 Anterior temporal lobe as a cross-modal semantic “hub.” The importance of the 294 
anterior temporal lobe (ATL) for semantic representation has been established through a variety 295 
of methods43,44. Neuropsychological studies have shown that atrophy of the anterior temporal 296 
regions in some forms of dementia produces a profound disruption of semantic memory that 297 
affects all semantic domains across all modalities of reception and expression45–47. The 298 
impairments are not attributable to widespread cortical pathology, since (a) they are not observed 299 
in the early stage of more common and widespread forms of dementia such as Alzheimer’s 300 
disease48 and (b) lesion-symptom correlations indicate that the semantic impairments are best 301 
predicted by hypometabolism in the ventral aspects of the ATL49. Semantic impairments are also 302 
observed from other forms of pathology to the ATL, including from herpes viral encephalitis 303 
(HVSE)50 and, more subtly, from ATL resection to remediate epilepsy51. 304 

For many years, these patient data conflicted with the results of functional brain imaging 305 
studies, which rarely showed significant activation of ATL regions in semantic tasks. This 306 
discrepancy arose from a range of unfortunate methodological factors52: (a) Magnetic field 307 
inhomogeneities in ventral ATL (caused by their proximity to air-filled sinuses) substantially 308 
degrade and distort the fMRI signal; (b) several PET and fMRI studies failed to include the area 309 
in their field of view52; and (c) ATL areas are more likely to be identified if semantic 310 
performance is contrasted with an active, non-semantic baseline activity. Low-level ‘resting’ 311 
baseline conditions engage the ATL42 and other regions probably because during ‘rest’ 312 
participants engage in semantically-dependent tasks including remembering, thinking, planning, 313 
daydreaming, etc.53. Studies that address these issues54–56, reliably observe semantically-related 314 
ventral ATL activation that appears to be equally strong for all conceptual domains and 315 
modalities. Such responses have recently been observed very directly through human 316 
electrocorticography finding ventral ATL responses to both spoken and written words and to 317 
pictures, and further showing that the evoked responses carry information about the semantic 318 
classes to which the eliciting stimuli belong57,58. Finally, the causal role of ATL regions in 319 
semantic processing has been established using transcranial magnetic stimulation in healthy 320 
participants and direct cortical stimulation in the grid electrode studies. Such stimulation causes 321 
slowing of responses in semantic tasks such as synonym judgment but not in equally challenging 322 
non-semantic tasks such as number-judgment59,60. Stimulation slows responses equally for both 323 
abstract and concrete words61, and for words denoting animals and artifacts59, again consistent 324 
with the view that the ATL plays a domain-general role in semantic representation. 325 

1.5 Connectivity patterns of ATL, STG, pFG and LP. Anatomical connectivity between 326 
the ventral ATL “hub” and regions that encode auditory speech (STG) and visual object (pFG) 327 
representations has been documented in both human and animal studies62,63. Recent probabilistic 328 
tractography with human subjects showed robust connectivity of ventral ATL with pFG and with 329 
anterior STG64. Thus the anatomical connectivity of the semantic hub (ATL) with visual object 330 
and spoken word representations is well documented. To our knowledge, the further question 331 
whether medial and lateral aspects of pFG show similar or different patterns of connectivity with 332 
ATL (and other intra-temporal semantic regions) has not been investigated prior to the current 333 
work. 334 

The connectivity of lateral parietal action representations with the temporal-lobe regions 335 
of interest is also not well understood. Primate studies have found long projections from lateral 336 
parietal to posterior ventral temporal cortex65,66, but to our knowledge no direct connection from 337 
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lateral parietal to anterior temporal regions has been reported, and in any case it is not clear how 338 
well the human and non-human white-matter anatomy aligns. Studies from non-human tracking 339 
studies66 and also from in-vivo white-matter stimulation in humans63,64 have begun to tease apart 340 
different tracts within the fasciculi that traverse the length of the temporal lobes67. Most notably, 341 
the inferior longitudinal fasciculus, which begins in the ventral ATL, runs inferiorly to ventral 342 
occipito-temporal territory, and on to occipital cortex proper. This tract appears to branch 343 
dorsally near the pFG to terminate in more dorsal parietal cortex. A pathway from medial 344 
posterior ventral temporal to parietal cortex was also reported using deterministic diffusion-345 
weighted tractography63, though these results are difficult to interpret given the limitations of that 346 
method. Similarly, Mahon has reported significant functional connectivity between medial pFG 347 
and lateral parietal cortex, including a more inferior region and a more superior region33,68,69, but 348 
the anatomical pathways mediating such relationships remain unclear. Thus the evidence prior to 349 
the current work, albeit limited in humans, suggests potential connectivity from posterior ventro-350 
temporal to parietal-lobe action representations that may be more pronounced in medial pFG. A 351 
central goal of the tractography reported in the main paper was to measure white matter 352 
connectivity amongst temporal and parietal regions of interest in humans using state of the art 353 
probabilistic diffusion-imaging methods and techniques for resolving signal-distortion problems 354 
in the ventral ATL52,56. 355 

 356 

2. Relationship of current proposal to prior neuro-computational models 357 
Research in human semantic representation and its disorders has been a focus of neuro-358 

cognitive modeling work for many years9,70. The current work synthesizes many insights from 359 
these prior efforts, but also differs from past work in important respects. To make clear these 360 
relationships we briefly review milestones from previous research and note similarities and 361 
differences to proposal in the main text. 362 

2.1 Category-specific semantic impairment (Farah and McClelland, 1991). To 363 
understand how category-specific double dissociations might arise within a system that employs 364 
distributed semantic representations, Farah and McClelland71 investigated a recurrent network 365 
implementation of the sensory/functional hypothesis72,73 articulated earlier by Warrington and 366 
Shallice72,74. The model proposed feature-based semantic representations in which each unit 367 
stood for a particular property (such as has stripes or used to cut). Individual concepts were cast 368 
as patterns of activation over these units (i.e., units denoting the item’s features received a high 369 
activation while those not true of the item received a low activation). Semantic features were 370 
grouped based on the kind of information they encoded, and units within a group were assumed 371 
to be anatomically close together in the brain and thus more likely to be damaged together in 372 
brain injury. The groups included sensory semantic features (referring mainly to the visually 373 
apparent properties of objects) or functional semantic features (referring to their use). These 374 
semantic representations interacted recurrently with distributed visual representations of objects 375 
coded in a separate network layer, and with distributed representations of words in a third layer. 376 
The semantic layer thus served as an intermediating structure between visual and phonological 377 
representations similar to the current proposal; however semantic knowledge about an item’s 378 
properties was encoded within the semantic representation itself, and not through recurrent 379 
interactions with other modality-specific representations distributed throughout cortex. 380 

On the basis of dictionary definitions of objects, the authors showed that manmade 381 
objects typically have more functional and fewer perceptual properties than animals. In computer 382 
simulations, they then showed how category-specific deficits could arise within a recurrent 383 
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network that employed semantic representations so structured. Specifically, damage to sensory 384 
semantic properties disproportionately affected animal concepts, since animal representations 385 
relied heavily on these properties and their loss disrupted correct activation of even functional 386 
and features (and names) via recurrent interactions. When damage was limited to functional 387 
features, knowledge of manmade objects was disproportionately affected. The model provided 388 
the first demonstration of how category-specific double-dissociations could arise in a system that 389 
did not dedicate separate representational modules for the dissociated categories. 390 

The Farah and McClelland model clearly resonates with the current proposal in 391 
suggesting that category-specific dissociations arise partly from the differential reliance of 392 
animal and artifact concepts on visual versus praxis/functional information. Yet it differs in 393 
several respects: (1) Semantic representations were assigned by the theorists, and not learned 394 
through cross-modal mappings, raising the question of where the semantic information comes 395 
from and how it is acquired. (2) In using explicit feature-based semantic representations, the 396 
model separates perceptual, linguistic, and semantic information in ways that make it difficult to 397 
understand how semantic meanings are grounded75–77. (3) The model was intended to explain 398 
category-specific double dissociations, and it is not clear how domain-general impairments of the 399 
kind observed in SD might arise within a system where semantic features are partitioned by the 400 
kind of information they encode. Subsequent work with the same model showed that perfuse 401 
damage across all semantic features could produce category-specific effects that would change 402 
direction depending upon the magnitude of the damage78, but this pattern is not observed in 403 
SD48,79. (4) The model was not anatomically constrained, and the authors made no claims about 404 
how its architectural components might relate to real brain anatomy, apart from the suggestion 405 
that semantic features of a given kind might be co-localized in the brain. (5) It was not clear what 406 
constitutes a functional feature or how these might be localized; for instance, the ability to fly is 407 
sometimes cited as a “functional” feature of birds, but this is clearly very different from 408 
knowledge about the praxis with which objects are engaged or the uses to which they are put. (6) 409 
It is not clear how such a model might explain category-specificity in functional brain imaging 410 
studies of the congentially blind, since category effects largely depend on knowledge about 411 
visual properties of animals. 412 

2.2 Connectivity and functional specialization (Lambon Ralph et al., 2001 and Plaut, 413 
2002). Two early models investigated how differential connectivity in neural networks might 414 
give rise to graded functional specialization, as reflected in patterns of impairment following 415 
brain damage. First, Lambon Ralph et al.80  used a model similar to Farah and McClelland71 to 416 
investigate lateralization of function in semantically-impaired patients. The model assumed that 417 
the phonological/word representations in this model were encoded in the left hemisphere; that 418 
feature-based semantic representations and visual representations were bilaterally distributed; 419 
and that within-hemisphere connections were more robust than cross-hemisphere connections. 420 
These assumptions were implemented by dividing the semantic and visual representations into 421 
two groups, one for each hemisphere, and setting the model learning rate higher (more effective) 422 
for connections within a hemisphere than for connections between hemispheres. Because word 423 
representations were assumed to be left-lateralized, the ability to produce correct name output 424 
from a visual image or a specific semantic representation depended more upon semantic features 425 
encoded in the “left” part of the model than those in the “right” part of the model. Yet because 426 
semantic features were distributed bilaterally, the ability to comprehend a word or image was 427 
equally impaired by left-lateralized or right-lateralized pathology in the semantic layer. The 428 
model thus predicted that left-predominant pathology should affect verbal production more than 429 
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comprehension, but that production and comprehension should be more equally affected for 430 
right-predominant pathology—a pattern subsequently documented in semantic dementia80. In 431 
relation to the current work, this model inherits the same points of contrast noted above for the 432 
Farah and McClelland model. The model was thus the first to show how connectivity constraints 433 
could produce a graded impact on the magnitude of deficits observed across tasks (in this case, 434 
verbal production versus nonverbal comprehension), but did not otherwise address questions 435 
about category-specificity, neural connectivity in real brains, or different semantic syndromes 436 
that are the focus of the current work. 437 

The second model81 illustrated how connectivity constraints might explain optic aphasia, 438 
a puzzling neuropsychological syndrome in which (1) language comprehension is intact, (2) 439 
visual recognition appears intact when the patient is assessed with gesture (i.e. demonstrating 440 
object use) but (3) is degraded when assessed with language (i.e. when naming an object). To 441 
explain this pattern, Plaut81 proposed that the neural systems that intermediate between visual, 442 
praxic, and word representations are subject to an evolutionary constraint that favors short 443 
connections in the brain. Under this view, neurons that are anatomically proximal are more likely 444 
to mutually influence one another. Thus neurons that are closer to visual and action systems end 445 
up, through learning, contributing more to the ability to map from visual input to action; neurons 446 
lying closer to visual and phonological systems contribute more to the mapping from vision to 447 
speaking; and so one. Neurons that are anatomically equidistant to these modality-specific 448 
representations contribute equally to all mappings. Plaut showed that the symptoms of optic 449 
aphasia arise in such a system when damage targets unit lying between vision and naming but 450 
spares those lying between vision and action. 451 

The optic aphasia model was the first to show how graded modality-specificity could 452 
arise through learning and connectivity operating together in the semantic system. The current 453 
work extends this idea in several important ways. First, we show that graded connectivity can 454 
produce category specificity as well as domain-general impairments—patterns critical for 455 
theories of semantic memory not addressed in this early work. Second, whereas the early work 456 
proposed a general constraint preferring local connectivity, the current work shows that long-457 
range white-matter connectivity plays a critical role in the organization of the semantic network. 458 
Third, the author did not consider how the model architecture relates to real brain anatomy. 459 
Fourth, the model focused solely on optic aphasia—it was not brought to bear on category-460 
specific double dissociations, domain-general semantic impairments, or patterns of functional 461 
activation in brain imaging studies. 462 

2.3 Computational arguments for a semantic hub (Hinton, 1986; Rumelhart, 1990; 463 
Rogers and McClelland, 2003, 2004, 2005, 2008). Our proposal has roots in important 464 
computational work by Hinton82 and Rumelhart83,84, who were the first to show how distributed 465 
semantic representations could emerge through learning in the internal (hidden) layers of a 466 
neural network model trained to report the features of familiar items in the environment. 467 
Hinton’s classic “family-trees” paper showed that such representations could express quite 468 
abstract similarity structure that provided a basis for knowledge generalization. Rumelhart 469 
showed that the same principles explain how propositional semantic knowledge could be 470 
encoded in the weights of a feed-forward network that learned distributed internal 471 
representations. In a book and a series of papers, Rogers and McClelland7,75,76,85 argued that 472 
Rumelhart’s model offered a new, unified account of several previously puzzling phenomena in 473 
the study of semantic cognition, including results from studies of semantic knowledge in infancy 474 
and childhood, healthy adulthood, and in semantic dementia. 475 
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 A key contribution of this work was the demonstration that many of the model’s 476 
interesting properties would only emerge in a convergent architecture—that is, within a network 477 
where there exists at least one layer that contributes to representation and processing of all kinds 478 
of items, across all semantic tasks. When different parts of the network are “dedicated” to only a 479 
subset of items or tasks, the system becomes insensitive to patterns of covariance across items 480 
and tasks, and loses the ability to discern “deep” conceptual structure that is only encoded in 481 
such covariance. This observation provided the central computational motivation for the proposal 482 
that the semantic system requires a cross-modal “hub” that contributes to representations for all 483 
kinds of concepts, across all receptive and expressive modalities. This work also provided the 484 
first demonstration that a central characteristic of the impairment in semantic dementia—485 
specifically, the preservation of knowledge about more general or superordinate category 486 
properties relative to more specific or subordinate categories—arises from damage to networks 487 
that acquire distributed internal semantic representations through learning. 488 

The current model conforms to the “convergence” principle articulated in this work in 489 
adopting a cross-modal semantic hub important for all kinds of concepts. Also, as in this early 490 
work, semantic dementia is proposed to arise from damage to a central semantic representation. 491 
Otherwise the work makes very different contributions. Apart from proposing a cross-modal hub, 492 
the early model did not stake claims about brain anatomy, did not consider how category-specific 493 
patterns might arise from brain damage, did not consider functional or structural brain imaging 494 
results, and did not advance specific proposals about how the content the network encoded might 495 
relate to sensory, motor, linguistic, and affective systems in the brain. 496 

2.4 The hub-and-spoke model (Rogers et al. 2004; Lambon Ralph et al. 2007; Patterson, 497 
Nestor and Rogers, 2007). Building on detailed study of the behavioral impairments and 498 
neuropathology observed in SD79, together with the computational insights derived from the 499 
Rumelhart model, Rogers et al75 proposed that the anterior temporal lobes function as a 500 
“semantic hub” that acquires, through learning, distributed representations that serve two 501 
important functions. First, they promote cross-modal interactions amongst various modality-502 
specific sensory, motor, and linguistic representations, permitting inferences about an item’s 503 
unobserved properties from its visual appearance, its name, or verbal statements about it. 504 
Second, the hub was hypothesized to encode conceptual similarity structure amongst items, thus 505 
promoting generalization of learning across conceptually similar items, even if these happened to 506 
differ in their visual appearance or in other superficial respects. 507 

Despite sharing a similar architecture, the “semantic hub” model departed from the 508 
Farah/McClelland model in an important respect: it dispensed with feature-based semantic 509 
representations. The “hub” representations were proposed to encode conceptual structure in an 510 
inchoate form: conceptually similar items evoked similar patterns of activation in the hub, but 511 
these patterns did not encode explicit knowledge of the item’s properties. Instead, properties 512 
were held to be encoded within modality-specific systems for perception, action, and language. 513 
For instance, knowledge that a stop sign is red inheres (on this view) partly in the ability to 514 
generate activation within or near parts of cortex that directly encode perception of the color red, 515 
and also partly in the ability to generate, in language production systems, the word “red” when 516 
the system is asked to verbally report the color. The ability to generate appropriate responses 517 
within modality-specific systems was held to be dependent upon the cross-modal semantic hub. 518 
For instance, a visual input depicting an object’s shape would generate a pattern of activation 519 
within the hub, which would then “broadcast” back to other modality-specific systems to 520 
generate activation patterns corresponding to the item’s name, its characteristic pattern of 521 
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motion, associated actions, and so on. Thus the model was able to side-step difficult questions 522 
about which of an item’s properties “count” as semantic features and which correspond to 523 
“mere” perceptual features or verbal labels. It also connected neural-network models of 524 
semantics to the emerging view that conceptual meanings are grounded in modality-specific 525 
sensory and motor systems86,87. 526 

The implemented hub-and-spokes model investigated the potential of these ideas to 527 
explain patterns of semantic impairment observed in SD5,45,46,75. Like the Farah & McClelland 528 
model, this was a recurrent neural network in which a “semantic” layer, held to be located in the 529 
ATL, mediated interactions between visual representations of objects (held to be encoded in 530 
infero-temporal cortex) and representations of verbal statements about objects, including their 531 
names (held to be encoded within STG). The model was trained on patterns that expressed 532 
similarities amongst various animals and manmade objects, as assessed by verbal attribute-listing 533 
studies and a new study of visual feature overlap. Semantic dementia was then simulated by 534 
removing an increasing proportion of weights from the model “semantic” layer. The resulting 535 
simulations accounted for several detailed aspects of the deficits observed in semantic dementia, 536 
and also made several predictions about the role of the anterior temporal lobes in semantic 537 
processing, subsequently borne out in further work (for reviews, see Lambon Ralph et al.44,88,89). 538 
In a subsequent paper, Lambon Ralph, Lowe and Rogers5 showed how different kinds of damage 539 
in the model hidden layer could produce qualitatively different patterns of deficit that resembled 540 
the differences observed between SD and patients with semantic impairment from HSVE.  541 

In proposing a cross modal hub, situating the hub and the visual and verbal spokes in 542 
specific brain areas, and using the resulting model to account for two neuropsychological 543 
syndromes, the hub-and-spoke model was an important precursor to the current proposal. The 544 
new work builds on these ideas but also suggests some important additional factors not 545 
previously considered. Specifically: (1) The earlier model did not consider how representations 546 
of action and function might interact with or otherwise influence behavior of the model. Though 547 
schematic figures depicted such representations as interacting directly with the ATL hub5,59, such 548 
interactions were not implemented in the model. (2) The model was assumed to be fully 549 
connected—differences in connectivity between different spokes and the hub, and the possibility 550 
of interconnection amongst some spokes, were not considered. (3) The model did not consider 551 
other cortical regions that might be included in the semantic network. (4) The account of 552 
category-specific impairment in HSVE in that model was somewhat different than the proposal 553 
from the current model, and the reverse category-specific pattern (worse knowledge of artifacts 554 
than animals) was not considered at all, promoting the standoff between domain-general and 555 
domain-specific theories of semantic representation that motivates the current work. (5) It was 556 
not clear how the model might account for functional imaging data showing category-specific 557 
patterns in either healthy individuals or in the congenitally blind, since all units were equally 558 
involved in representing all concepts in this model. (6) While the model was consistent with 559 
some known aspects of neural connectivity, no effort was made to explore neural connectivity 560 
amongst model regions of interest or to relate such investigations to the model architecture. 561 

2.5 Incorporating praxic representations into the semantic network (Chen & Rogers 562 
2015). Most recently Chen and Rogers6 investigated how praxic representations might be 563 
incorporated into the hub-and-spokes framework. The paper explored three hypothetical model 564 
architectures that differed only in their assumptions about how representations of object-directed 565 
praxis/action might interact with visual, verbal, and semantic representations in the hub-and-566 
spoke framework. The first model proposed that such representations connected directly to the 567 
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semantic hub; the second, building on functional (but not anatomical) connectivity studies by 568 
Mahon and colleagues33,90, proposed an additional “direct” connection between action 569 
representations and visual object representations; the third proposed only the direct vision-to-570 
action connection, without direct connection between action representations and the hub.  571 
Consistent with Mahon’s suggestion (and the current work), the vision-to-action connections in 572 
models 2 and 3 were graded so that more medial parts of the infero-temporal visual system were 573 
more strongly connected to action representations than were the lateral aspects. The authors 574 
considered the capacity of each model to explain two unrelated phenomena: (1) category-575 
sensitive patterns of functional activation in the pFG of sighted and blind individuals, and (2) the 576 
form of apraxia observed in semantic dementia, where the ability to use familiar objects is 577 
seriously impaired but the ability to use novel tools to solve mechanical puzzles is normal. The 578 
full range of results was only explained by one model architecture—specifically, model 3, where 579 
visual and action representations were connected via an anatomically graded direct path, and 580 
action representations were disconnected from the semantic hub. 581 

This work raised several critical questions that are answered in the current work. First, it 582 
was not clear whether the hypothetical connectivity employed in the successful model is actually 583 
observed in real brain anatomy—the tractography in the current paper lays out white-matter 584 
tracts connecting the full cortical semantic network. Second, the paper focused solely upon 585 
explaining functional brain imaging patterns in the pFG—it was not clear whether category-586 
specific patterns throughout the semantic network could be understood as arising from 587 
underlying connectivity, or whether the observed effects would persist in a more complete 588 
network expressing real neural connectivity. Indeed, it was not clear where such effects are 589 
reliably observed, or what the anatomical connectivity amongst implicated regions actually is. 590 
The new ALE analysis in the current work both establishes where category effects are reliably 591 
observed, and how the corresponding regions connect in anatomy. Third, the literature28,91 592 
suggests that functional and praxic representations may be encoded in different lateral-parietal 593 
regions, as previously noted. The architecture of the current model is motivated by measured 594 
anatomical connectivity between temporal lobe regions and both IPL and SPL. Fourth, the 595 
patient simulation work focused solely upon apraxia in semantic dementia—the paper did not 596 
consider category-specific impairments in other patient groups, the absence of such effects in 597 
SD, or the anatomical bases of the different syndromes. The core contribution of the current 598 
proposal—a reconciliation of domain-general and domain-specific views of semantic 599 
representation—arose from an effort to provide answers to each of these questions within a 600 
single project that marries functional imaging, structural imaging, modeling, and 601 
neuropsychology.  602 

  603 

3. Simulating different disorders of semantic representation. 604 
We considered model simulations of four disorders of semantic representation, 605 

constituting all the acquired disorders that (a) are typically attributed to degraded 606 
knowledge/representation, rather than degraded retrieval/access to semantic knowledge, and (b) 607 
have been shown in case-series studies to produce consistent patterns of impaired performance 608 
on semantic tasks. We here note the simulation of model pathology for each disorder and its 609 
motivation. 610 

3.1 Semantic dementia (SD). SD is a neurodegenerative disorder associated with gradual 611 
thinning of cortical grey matter and associated white-matter fibers, centered in the anterior 612 
temporal lobe49. This pathology seriously degrades semantic knowledge for all kinds of concepts, 613 
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across all modalities of reception and expression45,75,92, while generally sparing many other 614 
cognitive functions. Because SD is progressive, any relearning or reorganization within diseased 615 
regions is continually compromised by later disease. Patients with SD present with word-finding 616 
difficulties and verbal comprehension deficits, but detailed assessment invariably reveals pan-617 
modal knowledge impairments, including loss of knowledge about the visual structure and colors 618 
of everyday objects, their functions, associated sounds, typical patterns of movement, and even 619 
characteristic odors43. The loss of semantic knowledge in patients with SD first appears in the 620 
idiosyncratic properties that differentiate closely related items, but gradually manifests in 621 
properties that distinguish basic-level categories and eventually even those characterizing very 622 
general categories. To capture the loss of neurons and white-matter in ATL without benefit of 623 
relearning we simulated SD by removing an increasing proportion of all weights entering, 624 
leaving, or internal to the ATL hidden layer. Weights were removed in increments of 10% for 625 
each of 15 trained models differing only in the random configuration of their initial weights. At 626 
each level of damage, the model was tested without allowing it to relearn/reorganize. Reported 627 
results are averaged across the 15 different models.  628 

3.2 Herpes Simplex Viral Encephalitis (HSVE). HSVE is a disease that produces rapid 629 
bilateral necrosis of gray and white matter. In patients with semantic impairments from HSVE, 630 
the pathology encompasses largely the same regions affected in SD, but typically with a greater 631 
density of damage in the medial temporal lobes/hippocampus as well as damage to frontal cortex, 632 
and temporal white matter especially in the lateral axis50. Despite this generally greater extent of 633 
pathology, such patients often show less semantic impairment overall, with greater deficits of 634 
knowledge for animals than for manmade objects5,50. The contrast of SD and HSVE thus creates 635 
a puzzle: if pathology in HSVE includes the regions damaged in SD plus additional regions, why 636 
is the semantic impairment milder in HSVE, and why is knowledge of artifacts relatively spared? 637 

The main paper considers two potential explanations that are not mutually exclusive. 638 
Each is associated with a different model of HSVE pathology. The model first captures 639 
differences in the time-course of SD vs. HSVE: whereas the former progresses slowly over a 640 
course of years79, the latter develops rapidly and is then halted by anti-viral medication, followed 641 
by some degree of recovery in most patients. Patients with HSVE are typically assessed months 642 
or years after the comparatively acute insult, so that the damaged system has had some amount 643 
of time to relearn/reorganize. To capture this difference between disorders, the first variant 644 
simulated HSVE pathology with the same lesion procedure used for SD (removal of a proportion 645 
of weights entering, leaving, or within ATL), but the damaged model was then retrained in the 646 
same learning environment and with the same learning rate. Semantic task performance was 647 
assessed every 500 epochs through a total of 5000 epochs of relearning, yielding the relearning 648 
curves shown in Figure S4. A time point midway through relearning is shown in the main text 649 
Figure 4B. The second HSVE variant considered how asymmetric white-matter damage across 650 
the lateral/medial axis of the ATL might affect category-specificity in HSVE. Specifically, 651 
Noppeney et al.50 reported a greater extent of white matter damage in HSVE than in SD that was 652 
especially pronounced laterally in temporal lobe. To capture this difference, we again employed 653 
the same lesion procedure used for SD and HSVE models in ATL units, but with connections 654 
between ATL and lateral FG having a greater probability of removal (see Methods). The 655 
damaged models were again retrained in the usual learning environment, with semantic task 656 
performance assessed every 500 epochs for a total of 5000 epochs as shown in Figure S5. 657 

3.3 Temporo-parietal tumor resection (TPT). The category-specific pattern in HSVE is 658 
much more commonly observed than the reverse dissociation of worse knowledge for manmade 659 
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objects than animals. The anatomical bases of artifact-specific impairment was unclear for many 660 
years, since the relatively small number of patients exhibiting this pattern typically had quite 661 
wide-spread lesions2. The first relatively large-scale case-series study of this pattern was 662 
conducted by Campanella and colleagues93, who analyzed lesion-symptom correlations in a 663 
group of 30 patients who had undergone surgical removal of temporal-lobe tumors (20 in the left 664 
and 10 in the right). The group exhibited significantly worse knowledge of nonliving things 665 
compared to animals, with difference scores in naming accuracy ranging from 2%-21%. The 666 
category effect was most evident for resection of the left posterior temporal lobe, and voxel-667 
based lesion-symptom mapping (VLSM) revealed that the magnitude of the category effect was 668 
predicted by pathology in posterior MTG, inferior parietal cortex, and the underlying white 669 
matter. To simulate this pathology in the model we removed an increasing proportion of 670 
connections between and within IP and MTG model regions. 671 

3.4 Category-specific visual agnosia (VA). Finally, a long tradition of research suggests 672 
that forms of associative visual agnosia arising from damage to occipitotemporal regions can 673 
have a greater impact on recognition of living than nonliving things94,95. The deficit is specific to 674 
vision: such patients can access semantic knowledge from other modalities including language. 675 
This pattern was recently documented in a case-series analysis of patients diagnosed as “letter-676 
by-letter” readers96 —an acquired form of dyslexia thought to reflect low-level deficits of visual 677 
perception95. Consistent with this hypothesis, the group was shown to have difficulty 678 
discriminating visual gratings, especially in higher spatial frequency ranges. When assessed on a 679 
standard picture-naming task using line-drawings of common animals and objects matched for 680 
familiarity, the group showed impairments relative to healthy controls, with significantly worse 681 
performance for animals than for manmade objects96. For milder patients, the impairment was 682 
reflected in naming response times but not accuracy; for more severe patients, the category effect 683 
was observed in accuracy as well. The study suggests that subtle impairments of visual 684 
perception can produce a category-specific visual recognition impairment, as suggested 685 
previously by many groups97–99. To capture disordered visual perception, we removed a 686 
proportion of the weights projecting from the visual input layer (LOC) to the visual hidden layer 687 
(pFG). 688 

 689 

4. Assessing how category effects change over time in HSVE and other disorders. 690 
Our account of category-specific impairment in HSVE suggests that the magnitude of the 691 

category-specific pattern can change over time with relearning, an important question that has 692 
not been explicitly tested in extant literature. Two previous studies3,4 have examined the 693 
category-specific impairment in HSVE patients longitudinally. All patients showed substantial 694 
recovery of semantic knowledge on the 2nd examination compared to the 1st examination, but 695 
change in the size of the category-specific effect was inconsistent across patients: Two cases 696 
showed a reduced category effect at the second session, while the remaining two showed a larger 697 
category effect. We therefore conducted simulations and further analysis of the case-study 698 
literature to assess (a) whether the model explains these different patterns in the longitudinal 699 
studies, (b) whether cross-sectional data at the group level shows a similar pattern to these few 700 
longitudinal studies, (c) which factors contribute to the direction of change of category effect, 701 
and (d) whether this pattern of change over time is unique to HSVE. 702 

As shown in Figures S4 and S5, the direction of change in the magnitude of the category 703 
effect—whether it increases or decreases—depends upon the magnitude of the initial semantic 704 
impairment in the model. For milder initial deficits, a category-specific impairment favoring 705 
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artifacts diminished as knowledge recovered in both categories. For more severe initial 706 
impairments, the category effect increased as knowledge recovered more rapidly for artifacts 707 
than for animals. The interaction is not attributable to simple floor/ceiling effects—the 708 
interaction is observed even when the model is not completely at floor or ceiling. The model thus 709 
predicts that category effects should grow in more severely impaired patients over time, but 710 
should shrink in milder patients over time—a pattern consistent with the two longitudinal studies 711 
just mentioned (see Figure S7 D). 712 

To further test the model prediction we considered data from a large group  of patients 713 
with HSVE resulting in category-specific impairment reviewed by Capitani et al.2. For each case 714 
we computed (a) the time passed between injury and assessment, (b) the overall magnitude of the 715 
impairment and (c) the size of the category effect. These data are shown in Table S6. As reported 716 
in the main text, a regression on these data showed that the direction and magnitude of change in 717 
the category effect was reliably predicted by the interaction of the severity of the initial 718 
impairment and the time elapsed between injury and test, in just the manner predicted by the 719 
model: category effects reduced over time in milder patients but grew over time in more severe 720 
patients (t = 3.298, p < .01) Finally, to assess whether this pattern was common to all varieties of 721 
semantic impairment, we conducted the same analysis on patients with semantic impairment 722 
from other etiologies (including brain injury, stroke, DAT and other progressive pathologies) 723 
also reviewed by Capitani et al.2. In contrast to the HSVE cohort, change in the magnitude of the 724 
category effect was not reliably predicted by the magnitude of the initial deficit, the time elapse 725 
between injury and test, or their interaction (Figure SI-8 and Table SI-7).  726 

 727 
728 
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Supplementary Methods 729 
 730 

1. Study selection process for ALE analysis 731 
In the ALE analysis we investigated where category-sensitive effects are reliably observed in 732 

functional brain imaging studies that employ either words or pictures as stimuli, and whether 733 
such studies implicate additional cortical regions beyond those included identified in previous 734 
neuro-computational models of semantic representation. We first searched PubMed for articles 735 
using the terms “category-specific”, “living”, “nonliving”, “tool” and “animal” in combination 736 
with “fMRI”, “PET” or “neuroimaging” in either the title or abstract up to July 2013. To this 737 
search, we added studies cited in three literature reviews 1,100,101 and three meta-analyses 41,102,103. 738 
The first author (L.C.) examined these papers and filtered them using five criteria. Specifically, 739 
the studies (a) had to use data from healthy human participants, (b) had to employ pictures or 740 
words denoting animals and/or artifacts (excluding faces, body parts, and landmarks), (c) had to 741 
report activations as Talairach or MNI coordinates from univariate analyses, (d) excluded 742 
reviews, large-scale study of data re-analysis, and studies using other techniques such as EEG or 743 
TMS, and (e) excluded studies of social categories. With this approach we found 49 papers 744 
describing 73 independent studies (31 for animal and 42 for artifact) and reporting a total of 270 745 
foci (103 for animal and 167 for artifact). Papers and the resulting table of foci are listed in 746 
online materials downloadable from the following sites 747 
(https://github.com/halleycl/ChenETAL_NatHumanBehav_SI-Online-materials and 748 
https://app.box.com/v/ChenETAL-NatHumanBehav-SI).  749 

 750 

2. ROI definition of probabilistic tractography 751 
All seed regions were in the left hemisphere and we restricted our analysis to this hemisphere. 752 

Coordinates of peak activation from the meta-analysis and the imaging study in MNI brain 753 
space104 were used to define the ROIs. Seeds were placed in the white matter underlying cortical 754 
peaks based on the group-averaged ACM map. Because the medial pFG group coordinate was on 755 
the edge of the ventral occipito-temporal cortex and very close to cerebellum, the seed was 756 
placed in temporal white matter using each individual’s ACM map. A sphere with a diameter of 757 
6mm centered on the seed coordinate for each ROI was then drawn in the MNI template. Finally, 758 
the ROIs defined in a common space were converted into the native brain space of each 759 
individual. 760 

 761 

3. Thresholding and group-average of tractography maps 762 
On the native-space tracking data from each seed region for each individual, ROI masks were 763 

overlaid and a maximum connectivity value (ranging from 0 to 15,000) was obtained for the seed 764 
region and each of the other ROIs, resulting in a matrix of streamline-based connectivity. A 765 
standard two-level threshold approach was applied to determine high likelihood of connection in 766 
this matrix. At each individual level, a 2.5% threshold was applied to all cell values so that the 767 
connection is considered to be highly probable only when the connectivity value exceeded 2.5% 768 
of the total number of generated streamlines (i.e., 2.5% of 15,000). Since the criteria 2.5% was 769 
chosen heuristically based on a previous study105, we also considered a more stringent criterion 770 
of 5% and a more lenient criterion of 1% to investigate the probable tracts in a wider range. At 771 
the group level, only connections present in at least half (>=12) subjects were considered highly 772 
probable across subjects. To allow for anatomical localization and inter-subject comparisons, the 773 
tracking results after the 2.5% threshold for each participant were spatially normalized to the 774 
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MNI template space using the DARTEL toolbox supplied as part of SPM8106. A group-averaged 775 
tractography image was then obtained by averaging the normalized individual data. 776 

 777 

4. Spatial gradient of visual-praxic connections in model simulations 778 
To capture the observation that medial pFG is more strongly connected to parietal regions 779 

than is lateral pFG33,68, the 20 units in the pFG layer were situated along an anatomical lateral-to-780 
medial axis. The learning rate on visuo-praxic connections was scaled according to the visual 781 
unit’s position along this axis, with medial-most units having a larger learning rate than other 782 
connections in the model, the rate diminishing for increasingly lateral units, and the lateral-most 783 
units having a smaller learning rate than other connections. More specifically, the error 784 
derivatives (and hence the strength of influence on weight changes) on visuo-praxic connections 785 
was scaled according to the visual unit’s position along this axis, with medial-most units having 786 
a larger scaling factor than other connections in the model and the rate diminishing for 787 
increasingly lateral units according to the following sigmoid function:  788 ( ) = ( + )⁄  

where S(i) is the scaling parameter applied on error derivatives, n is the number of units in 789 
vision layer, and i (the unit location) ranges from 1 to 20 on the medial-lateral axis. Across units 790 
the mean learning rate was equal to that on other connections in the model. As a result, the 791 
lateral-most unit has an error derivative value close to zero, whereas the medial-most unit has an 792 
error derivative almost double the magnitude of other model connections.  793 

 794 
5. Training representations and procedures for model simulations 795 
      A model environment was constructed to contain visual, verbal, function/action and praxic 796 
representations for 24 different exemplars of animals and 24 different exemplars of tools, with 797 
each domain organized into 4 basic categories, each containing 6 exemplars (for schematic 798 
prototypes, see Supplementary Table S3). In total, there were 48 training exemplars. Visual and 799 
verbal representations for each item in this set were generated stochastically in accordance with 800 
the constraints identified by Rogers et al.75 in their analysis of verbal attribute-listing norms and 801 
line drawings of objects. Thus (a) items in different domains shared few properties; (b) items 802 
within the same category shared many properties; (c) animals from different categories shared 803 
more properties than did artifacts from different categories; and (d) animals had more properties 804 
overall than did artifacts. Each item was also given a unique name as a well as a label common to 805 
all items in the same category.  806 
     Praxis representations were also constructed for each item, taking the form of distributed 807 
patterns over the 10 units in the visible praxic layer. For all animal items, these units were turned 808 
off, capturing the general intuition that most animals are not associated with rich praxis. For 809 
artifacts, the states of ten visual units were directly copied for each item, and each feature in each 810 
item representation was then flipped with small probability (p = 0.2) to create distorted versions 811 
of the visual pattern. This approach ensured that praxis patterns, while not identical to the visual 812 
patterns, still captured the relevant category structure. It also provided a model analog to visual 813 
affordance: particular visual and praxic features occurred together with high but non-certain 814 
probability across items. For simplicity, the function representations duplicated the praxic 815 
patterns across the 10 visible units for function features. 816 
     The model was trained to generate, given partial information about an item as input, all of the 817 
item’s associated properties, including its name, verbal description, visual, function and praxic 818 
features. Model inputs could be from just one modality of the following: single names (one 819 
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verbal unit activated), verbal descriptions (multiple verbal units activated), visual images (visual 820 
features activated), functions (functional features activated) or praxis (praxic features activated). 821 
Inputs were applied to visible units by providing these with direct excitatory input, and units 822 
throughout the network were updated successively over time in random order. After 8 update 823 
cycles, target values were applied to all visible units, indicating the item’s all properties 824 
including visual, verbal name, and verbal description properties, and for artifacts, function and 825 
praxic properties as well. Weights were updated using a variant of the backpropagation learning 826 
algorithm suited to recurrent neural networks, using a base learning rate of 0.01 and a weight 827 
decay of 0.0005 without momentum107. Congenitally blind model variants were trained with the 828 
same parameters on the same patterns, but without visual experience: visual inputs were never 829 
applied to the model, and visual units were never given targets.  830 
      The response to a given input was counted as correct if the pattern generated across all 831 
visible units was on the correct side of the activation midpoint (i.e., target properties were active 832 
above 0.5, non-target properties had activation below 0.5). All models were trained exhaustively 833 
for 100k epochs at which point they generated correct output by this criterion across all visible 834 
units for the great majority (>94%) of inputs.  835 
 836 

6. Assessing the change of category effect over time in HSVE and other disorders 837 
       For model simulations, naming accuracy from both HSVE and HSVE+ variants with 838 
different relearning was recorded. The amount of relearning (from 0.5k epochs to 5k epochs) was 839 
taken as the analog of time between injury and first assessment in the patient data. The 840 
proportion of connections removed was taken as a model analog of the initial magnitude of 841 
impairment. The category effect was measured as the difference in naming accuracy for artifacts 842 
versus animals. Regression analysis was conducted to test whether time, initial impairment 843 
magnitude, and their interaction predict the category effect. While all model variables were 844 
continuous in the regression model, for purposes of plotting the interaction in the figures, models 845 
with 0.5k~2.5k epochs of relearning were treated as less relearning (short gap) whereas those 846 
with more than 2.5k epochs of relearning were treated as more relearning (long gap). Similarly, 847 
for plotting purposes models with 0.5 or fewer connections lesioned were treated as mild-848 
moderate impairment, whereas those with more than 0.5 connections lesioned were treated as 849 
moderate impairment.  850 
      We reviewed all 29 HSVE cases cited in Capitani et al.2 and identified examination gap data 851 
in 19 of these. The time gap was calculated as the difference between the date at the onset of the 852 
disease and the date of the 1st neuropsychological examination (in years). The overall impairment 853 
was calculated as the averaged error rate on task performance collapsing across animal and 854 
artifact categories. The category effect was calculated as the accuracy difference between artifact 855 
and animal categories. All but two cases were assessed with the picture naming task. The same 856 
regression analysis was conducted with category effect as the dependent variable and time, 857 
overall impairment, and time*overall impairment as predictors. For plotting purposes, time gaps 858 
less than or equal to 1 year were binned as  short while gaps long than 1 year were binned as 859 
long. Overall impairment was binned into mild-moderate and moderate-severe using accuracy of 860 
0.5 as a cut-off. 861 
      For non-HSVE patients, we reviewed all 32 cases cited in Capitani et al.2 and identified 862 
examination gap data from 17 cases. All but two cases were assessed with picture naming task. 863 
The same analysis for HSVE patients was conducted.  864 

865 
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