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Continuous Wavelet Transform Based Frequency
Dispersion Compensation Method for

Electromagnetic Time-Reversal Imaging
Ammar M. Abduljabbar, Student Member, IEEE, Mehmet E. Yavuz, Fumie Costen, Senior Member, IEEE,

Ryutaro Himeno, Hideo Yokota

Abstract—The invariance of wave equations in lossless media
allows the Time Reversal (TR) technique to spatio-temporally
refocus back-propagated signals in a given ultrawideband imag-
ing scenario. However, the existence of dispersion and loss in the
propagation medium breaks this invariance and the resultant TR
focusing exhibits frequency and propagation duration dependent
degradation. We propose an algorithm based on the continuous
wavelet transform that tackles this degradation to improve focus-
ing resolution under such conditions. The developed algorithm
has been successfully applied to the scenario for localization of
lung cancer.

Index Terms—Time reversal (TR), continuous wavelet trans-
form (CWT), dispersive media, attenuation compensation.

I. INTRODUCTION

LOCALIZATION of targets behind structures or within
obstructed media is of great interest in many microwave

imaging applications such as detection of landmines [1],
explosives [2], subsurface imaging [3] or tumors in the body
[4] (e.g. breast [5], brain [6] and lung [7].)

A recent method in the microwave imaging which has
been introduced to detect and localize objects is the Time
Reversal (TR) technique [8]. In a lossless medium, TR states
that for every wave component propagating away from a
source point following a certain path, there is a corresponding
time-reversed wave that can trace the same path back to the
original point of the source due to invariance of Maxwell’s
equations to time. Conventional TR technique uses a set of
antennas, called TR Array (TRA), to receive, record and time-
reverse the reflected signal from the object(s). Time-reversed
signals at each TRA antenna are sent back to the medium
to focus around the original object location. One important
property of TR is that it achieves super-resolution by utilizing
the multipath propagation in the medium as discussed in
[9], [10], [11]. On the other hand, as with other microwave
imaging techniques, TR suffers from dispersion and losses
in the propagating medium [12], [13] where TR invariance
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of the wave equations is broken. While the additional phase
shift undergone due to dispersion can be compensated by the
TR process itself [12], attenuation which affects the signals
in both the forward and backward propagation stages are
not compensated. This attenuation ultimately degrades the
focusing resolution of the localization. The earliest works on
compensation of such attenuation involved a uniform absorp-
tion model over the entire bandwidth for acoustic propagation
in skull [14], multipaths in ocean communication [15] and
at a single frequency with the so-called decomposition of
the TR operator method [16]. A more recent compensation
technique using the Short-Time Fourier Transform (STFT)
method takes frequency dependency into account and tries
to improve the resolution focusing of the TR technique in
dispersive and lossy media [12]. Although this method proved
to be a good candidate for compensation, the inverse filters
utilized in the method also amplify unwanted oscillations
and perturbations in the received signals, which affect the
performance of TR technique. STFT-based method of [12]
produced the inverse filters by comparing the solution of
the wave equation in the applied dispersive medium against
a corresponding non-dispersive test medium by transmitting
a pulse and observing it at various propagation distances
for both media. The process of creating the inverse filters
is empiric and time consuming. Later, the method in [12]
is extended by adding a threshold approach to overcome
the amplification of the noise in the inverse filter in [17].
Different window types and lengths are applied in [17] to
obtain the optimum settings for the STFT technique. However,
the work only applied in dispersive and homogeneous media
which do not accurately represent the real-life applications.
The inverse filters in [12] and [17] need the non-dispersive
version of the propagation media to create the inverse filter
which might be unknown in real-life scenarios. The STFT
method uses a fixed time window length which provides a
lower resolution in determining attenuation when compared
with other size-adjustable window methods [18], [19]. In
this paper, we propose a compensation method that uses
adaptive-window scheme based on the Continuous Wavelet
Transform (CWT). Our compensation method uses an inverse
filter in the wavelet domain to overcome the attenuation and
dispersion in the electromagnetic (EM) wave propagation due
to the dispersive medium. Our method uses adjustable-length
windows by applying long time-windows at low frequencies
and short time-windows at high frequencies [20]. Therefore
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we do not need optimization of the time-window length as
was carried out in [17]. The proposed inverse filters need
only the complex permittivity of one dominant medium at
the center frequency to create the inverse filter. creation of
inverse filters in the STFT method requires more computation
compared to those in the CWT, hence another advantage of
CWT over STFT. To the best knowledge of the authors, such
an adaptive compensation algorithm has not been considered
elsewhere before. Therefore introduction of such an algorithm
is considered as the main contribution of this paper. Numerical
simulations have been chosen to validate the algorithm. The
outline of the paper is as follows: First, the details of the
proposed compensation method is described in Section II.
Section III and Section IV provide the radio environment
settings and the analysis of the numerical simulations for the
canonical test and practical application respectively. Section V
presents the conclusions.

II. COMPENSATION OF DISPERSIVE ATTENUATION IN
HUMAN TISSUES

A dispersive and lossy medium acts as a low-pass filter for
signals propagating through it. Thus, for compensation of such
effects, inverse filters are needed. The real part of the medium
dielectric permittivity ε causes a phase shift to the traveling
waves during the forward propagation of the TR process.
Thanks to the TR concept, this phase shift is inherently
corrected in the backward propagation due to the fact that
the signals in the backward propagation are phase-conjugated
coherently along all bandwidth [21]. On the other hand, the
imaginary part of ε causes inevitable signal attenuation. The
attenuation is a function of time (in other words, duration the
signal has traveled in the dispersive medium) and frequency.
Note that the more the signal propagates in a dispersive
medium the more it is attenuated (duration dependency). Simi-
larly, for certain wave packet that has traveled in the dispersive
medium, different frequency components undergo different
attenuations (frequency dependency). Therefore the proposed
method uses CWT technique which inherently incorporates
both time and frequency variations as CWT suits well for
this kind of problem. The wavelet function that we used for
the CWT method is Morlet wavelet [22]. Morlet wavelet is
considered in [19] as the proper choice for analyzing the
propagated wave in attenuating and dispersive media. The
mother wavelet of Morlet in time domain [23] is

Ψ0[n] =
1

4
√
π
efΨn∆te−

(n∆t)2

2 (1)

where n is the time index, ∆t is the time step in seconds
and fΨ is the central frequency of the mother wavelet. Note
that without loss of generality, we have chosen to work with
discrete signals instead of the continuous ones, hence the
notation of Ψ0[n] instead of Ψ0(t). Ψ0[n] is expressed in
scaled-frequency domain as

Ψ0(ajωk) =
1

4
√
π
e−

(ajωk−fΨ)2

2 (2)

where aj is the dimensionless scaling factor of aj = a02j∆j

for j = 0, 1, . . . , J − 1, a0 is the smallest scale, ∆j is the

scale step, J is the largest scale J =
⌈ 1

∆j
log2(

N∆t

a0
)
⌉

,
⌈ ⌉

represents the ceiling function, N is the sampling points in
the time domain signal, k is frequency index and the angular
frequency ωk is [23]

ωk =


0 k = 1

2πk
N∆t 1 < k ≤ N

2 + 1
− 2πk
N∆t

N
2 + 1 < k ≤ N

for k = 1, 2, . . . , N . a0 is dimensionless and it is set to
the value of ∆t and ∆j is set to 0.025 based on the value
chosen in [23]. Both Ψ0[n] in (1) and Ψ0(ajωk) in (2) are
complex. In order for the analyzing function Ψ0[n] to be called
wavelet it needs to be admissible [24]. Admissibility is one of
the necessary conditions of the wavelet transform and it is
achieved when [24]

lim
N→∞

N∑
n=−N

Ψ0[n] = 0 (3)

and

Ψ0(ajωk) =

{
1

4
√
π
e−

(ajωk−fΨ)2

2 ωk > 0

0 ωk ≤ 0.

We added white Gaussian noise to each observed signal x[n]
at each TRA antenna. The average power of the additive noise
is 20% of that of x[n] which is chosen to mimic the system
noise based on [25]. Our compensation method starts with
conversion of the observed signal x[n] in time domain to the
wavelet domain. The CWT of x[n] is the convolution of the
wave function Ψ∗( naj ) and x[n] which is equivalent to the
inverse Fourier transform of the product of Ψ∗(ajωk) and
x[k] in the frequency domain where ∗ represents the complex
conjugate, Ψ( naj ) is

Ψ

(
n

aj

)
=

√
∆t

aj
Ψ0

(
n

aj

)
(4)

and Ψ(ajωk) is

Ψ(ajωk) =

√
2πaj
∆t

Ψ0(ajωk). (5)

Ψ(ajωk) represents the normalized Ψ0(ajωk) to guarantee
that the CWTs at each aj are comparable to each other and
to the CWTs of other time series [23]. Ψ(ajωk) satisfies

N∑
k=1

| Ψ(ajωk) |2= N. (6)

The CWT for the observed signal x[n] at each TRA antenna
is

X[n, aj ] =

N∑
k=1

(
N∑
i=1

x[i]e−
2π
N ikΨ∗(ajωk)

)
e

2π
N nk. (7)

The CWT method applies a long window (large aj) at the
lower end of the spectrum (low frequency) and a short window
(small aj) at the higher end of the spectrum (high frequency)
to provide a perfect filter for time-dependent implementations
in terms of time and frequency localization. Furthermore
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the CWT method provides us with an improved separation
between the unwanted noise and our signal [19]. Next step is
applying our inverse filter to X[n, aj ] in the wavelet domain to
compensate the attenuation caused by the dispersive medium.
In order to derive the inverse filter, we need to calculate the
attenuation. The solution of Maxwell equations for a plane
wave propagating in a dispersive medium [26] is

E[n] = e2πf ·n∆te−2πf
√
εµd[n] (8)

where f is the frequency of interest, d[n] is the distance
between the excitation and the observation, µ = µ0µr is the
permeability of the medium, µ0 is the free space permeability
and µr is the relative permeability which is set to 1 as a non-
magnetically dispersive medium is assumed, ε = ε0εr is the
permittivity of the medium, ε0 is the free space permittivity,
εr = ε∞ +

εS − ε∞
1 + 2πfτD

− 
σ

2πfε0
is the complex relative

permittivity of medium, ε∞ is the optical relative permittivity,
εS is the static relative permittivity, τD is the relaxation time,
σ is the static conductivity.

(8) can be rewritten as

E[n] = e2πf ·n∆te−2πf
√εr

d[n]
C

= e2πf ·n∆te−2πf<[
√εr ]

d[n]
C e2πf=[

√εr ]
d[n]
C

, e2πf ·n∆t ·Θ · Γ
(9)

where C is the speed of light C = 1√
ε0µ0

in the vacuum,

<[
√
εr] and =[

√
εr] are the real and the imaginary parts of√

εr, Γ is the attenuation defined as

Γ[n, f ] = e2πf=[
√εr ]

d[n]
C (10)

and Θ is the phase shift defined as

Θ[n, f ] = e−2πf<[
√εr ]

d[n]
C . (11)

Our filter is obtained from (10) and (11) as

H[n, aj ] =
1

Θ[n, aj ] · Γ[n, aj ]

= e
2π fcaj

<[
√εr ]

d[n]
C e
−2π fcaj

=[
√εr ]

d[n]
C

(12)

where aj is a scaling factor which controls the actual fre-
quency f(, fc

aj
) of the filter in order to have a variable window

size [19] and fc is the central frequency of x[n]. H[n, aj ]
uses εr of the dominant tissue in the propagating media at fc.
H[n, aj ] is an exponential function which amplifies the noise
in compensated signal and thus causes instability. Therefore
H should be stabilized [27] as

Hs[n, aj ] =
Γ[n, aj ]

Γ[n, aj ]2 + T
· 1

Θ[n, aj ]
(13)

where Hs is the stabilized filter and T is the stabilization
factor. The system is stable with a fixed value of T = 10−3

for all our simulations. Alternatively we can adaptively set T
as [19]

T =
σ2
g

σ2
s

(14)

where σg and σs are the variances for the noise and the signal
respectively. By applying Hs[n, aj ] to X[n, aj ], we obtain the

FFT IFFT
X[n, aj]x[n]

Y [n, aj]

Continous Wavelet Transform
(CWT)

Inverse Continous Wavelet
Transform (ICWT)

Xc[n]
C−1
δ

x[k]

ℜ[Y ]

Ψ∗[ajωk]

Hs[n, aj]

1√
aj

Σ
j = 1

J

Fig. 1. Compensation method for the dispersive attenuation in the wavelet
domain where ⊗ means multiplication in frequency domain and corresponds
to convolution in time domain.

stabilized compensated wave Y [n, aj ] in the wavelet domain
as

Y [n, aj ] = X[n, aj ]Hs[n, aj ]. (15)

To avoid the amplification of the high frequency noise,
Hs[n, aj ] is set to 1 for 0 ≤ j ≤ J

2 (short window)
which affects the higher part of the spectrum. Finally the
compensated signal Xc[n] is obtained by applying the inverse
continuous wavelet transform (ICWT) to Y [n, aj ] as [23]

Xc[n] =
1

Cδ

J∑
j=1

<[Y [n, aj ]]√
aj

(16)

where Cδ is a constant for each wavelet function. It is
calculated as

Cδ =

J∑
j=1

<[Xδ[aj ]]√
aj

(17)

for the Morlet wavelet where Xδ is the CWT of a delta
function (δ) as

Xδ[aj ] =
1

N

N∑
k=1

Ψ∗(ajωk). (18)

The parameters for the CWT and the ICWT were selected
based on the theory in [23]. Our proposed method is depicted
in Fig. 1.

III. CANONICAL TEST

We expect that the proposed method improves the localiza-
tion and the resolution of the conventional TR imaging because
the inverse filters should compensate the losses caused by the
dispersive media. We evaluate the accuracy and the resolution
of our method in a random medium [28] to increase the
complexity of the propagating medium. The random medium
is of Gaussian distribution and the spatial random relative
permittivity is defined as

εrnd[x, y, f ] = εr[x, y, f ] +G[x, y] (19)

where εr is calculated using the one-pole Debye [29] pa-
rameters of the muscle tissue [30][31], [x, y] is the Cartesian
coordinates in the finite difference time domain (FDTD) space,
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G is a function of space defining the random fluctuation on
εrnd[x, y] and is calculated as

G[x, y] =
1

RxRy

Rx∑
u=1

Ry∑
v=1

(√√√√ Rx∑
x=1

Ry∑
y=1

L[x, y]e
−2π( uxRx+ vy

Ry
)

·
Rx∑
x=1

Ry∑
y=1

R · e−2π( uxRx+ vy
Ry

)

)
e
2π( uxRx+ vy

Ry
)

(20)

where Rx × Ry is the 2D FDTD size, [u, v] is the Cartesian
coordinates in the spatial frequency domain, R is a Gaussian
random number with zero mean and probability density func-

tion of 1√
2πη

e
−ζ2
2η , ζ is a random variable, η is the variance

and L is the correlation function between εr at two different
spatial points [x1, y1] and [x2, y2] given by a Gaussian function
as

L[x, y] = ηe

(
− |x1−x2|

2+|y1−y2|
2

l2s

)
(21)

where ls is the transverse correlation length. Gaussian function
is chosen for its generalization and mathematical proper-
ties [28]. The random media is characterized by ls and η. We
chose muscle tissue because it is one of the most dispersive
tissues in the human body.

A. Radio Environment Settings

The simulation setup is depicted in Fig. 2. The simulation
uses the TMz polarized 2D FDTD method. The FDTD space
is 150 × 150 uniformly sampled with the spatial step of
∆s , ∆x = ∆y = 1mm. The time step ∆t is set to
2.36ps. The CFS-PML absorbing boundary conditions [32]
are used with 9-cell layer to mimic open space settings. A
TRA composed of 15 transceivers antennas are equally spaced
from each other and located parallel to the x-axis. The TRA
has the aperture of 70∆s. The first TRA antenna is located
at (40∆x,25∆y) and the 15th is located at (110∆x,25∆y). A
round perfect electric conductor (PEC) scatterer with a 2mm
radius is centered at (75∆x,120∆y). The 8th antenna of the
TRA transmits a Gaussian pulse modulated at 3 GHz covering
from 1.72 GHz to 4.2 GHz.
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values of 16.88 and 39.51
respectively.

(d) (ls, η) = (10∆s, 0.14ε∞)
with minimum and maximum
values of 0.44 [S/m] and 1.06

[S/m] respectively.
Fig. 3. The distribution of εr for Fig. 2 at 3 GHz.

`````````(ls, η)
Resolution Rt

Rc

Rs
Rc

(4∆s, 0.14ε∞) 3.13 3.76
(10∆s, 0.14ε∞) 1.51 3.34

TABLE I
THE SPATIAL RESOLUTION RATIO.

B. Numerical Results

Fig. 3 shows the example of the spatial distribution of εr
for Fig. 2 at 3 GHz when ls is set to 4∆s and 10∆s. Fig. 4
(a), (b) and (c) show |Ez| in the xy-plane with conventional
TR, with the method in [12] and with our compensation
method. Fig. 5 (a) and (b) show the cross-section of Fig. 4
at y = 120∆y with (ls, η) = (4∆s, 0.14ε∞) and the one with
(ls, η) = (10∆s, 0.14ε∞) respectively. Rc = (x4 − x3)∆x,
Rs = (x5 − x2)∆x and Rt = (x6 − x1)∆x represent
the resolution of the spatial focusing with the proposed
compensation method, the method in [12] and without any
compensation method respectively where xi (1 ≤ i ≤ 6)
are on the cross-range and |Ez(xi)| = 0.5 for 1 ≤ i ≤ 6
where Ez is normalized and 0.5 is the cross-range at half
maximum to calculate the resolution of the spatial focusing.

The spatial resolution of the proposed method is
(
Rs
Rc

=

)
3.76

(Fig. 5(a)),3.34 (Fig. 5(b)) times higher than the compensation

method in [12] and
(
Rt
Rc

=

)
3.13 (Fig. 5(a)),1.51 (Fig. 5(b))

times higher than without using any compensation method
as summarized in Table I. Fig. 6 shows the cross-section
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Fig. 4. The spatial distribution of |Ez | in the xy-plane for the canonical
test with conventional TR (without applying any compensation method),
with the method in [12] (STFT) and with our compensation method (CWT)
when (ls, η) = (4∆s, 0.14ε∞). The scatterer and the TRA antennas are
represented by “◦” and “x” respectively. ∆x = ∆y = 1mm.

at y = 120∆y with our compensation method for the cases
(ls, η) = (4∆s, 0.14ε∞), (10∆s, 0.14ε∞) and (4∆s, 0.05ε∞).
TR techniques utilize the multipaths components generated by
the random media to achieve more accurate focusing resolution
than in homogeneous media. Both the high correlation length
ls such as (10∆s, 0.14ε∞) and the low variance η such as
(4∆s, 0.05ε∞) reduce the randomness of the medium as both
cases result in reduction of the overall fluctuations of the per-
mittivity of the propagation medium, hence its scattererness.
Reducing the randomness decreases the multipath components
which lowers the resolution of the TR focusing.
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applying any compensation method.
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When the computational times between our proposed
method and original STFT method of [12] are compared,
it is not merely comparison between the STFT and CWT
operations but the whole algorithm implementation starting
from the filter generations. The way [12] used to produce the
inverse filter took the major part of the simulation time because
the creation of the inverse filters in [12] needs two FDTD
calculations while our approach with CWT does not require
any FDTD calculations. Applying different FDTD sizes with
different simulation times shows that the proposed method is
1.8 times faster than the STFT method in [12] and [17] in
average.

IV. PRACTICAL APPLICATION

Lung cancer is identified as one of the deadliest cancers af-
fecting people [33], [34]. Early-stage lung cancer is difficult to
detect because the tumor is small and its electromagnetic prop-
erties are close to the parameters of the healthy lung. We apply
the TR technique with our proposed compensation method to
locate an early-stage tumor in a digital human phantom (DHP).
The DHP was provided by RIKEN (Saitama,Japan) under
non-disclosure agreement between RIKEN and the University
of Manchester. The usage was approved by RIKEN ethical
committee. The DHP has 1 mm resolution and contains 52
segmented tissue. We fitted the one-pole Debye parameters
of human tissues [35] using the measurement provided by
[36], [37]. The Debye media parameters for human tissues are
presented in [31]. The purpose of this numerical simulation is
to evaluate the accuracy and the resolution of our method in
the human phantom medium.

A. Radio Environment Setting

Fig. 7 shows the DHP with an early stage tumor repre-
sented by a round scatterer with a 5mm radius centered at
(115∆x,285∆y,95∆z). The FDTD space is 265× 490× 290
including the CFS-PML cells. The 102 TRA z−directed 14
mm dipole antennas [38] are placed in the fat tissue assuming
that we use the implantable antennas [39], [40], [41]. The hu-
man tissues are represented using the one-pole Debye model.

 0.1

 1

 10

 100

 1  2  3  4  5

Frequency [GHz]

conductivity [S/m] lung tumor
conductivity [S/m] healthy lung

lung tumorℜ[ǫr]
healthy lungℜ[ǫr]

Fig. 8. Relative permittivity and the conductivity of the lung and the scatterer.

We shifted the frequency response of the healthy lung tissue
to match the complex permittivity of the lung cancer tissue
presented in [42] and generated the Debye parameters for the
lung tumor by data-fitting of the modified frequency response.
Fig. 8 shows the relative permittivity and the conductivity of
the lung and the tumor. The size and the Debye parameters of
the tumor are set to mimic an early stage cancer. The antenna
at (31∆x,281∆y,95∆z) transmits a Gaussian pulse modulated
at 3 GHz. The remaining simulation settings are the same as
in Section III-A.

B. Numerical Results

Fig. 9 shows |Ez| on z = 95∆z plane within the 3D DHP
with conventional TR without applying any compensation,
one with the method given in [12] (STFT) and one with our
method (CWT). Fig. 9 (b) shows that the method in [12] did
not improve the conventional TR imaging or locate the tumor
correctly. The inverse filters utilized in [12] not only amplify
the signal of interest, but also the noise. This reduces the
signal to noise ratio (SNR) and in return lowers the accuracy
of the localization. The proposed CWT filters compensate the
losses caused by the dispersive tissues. Therefore application
of the proposed CWT method to the TR technique gives more
accurate spatial focusing than both the conventional TR and
the method in [12].

V. CONCLUSION

The wave equation invariance of the time reversal technique
is broken in human tissues due to their dispersive charac-
teristics. Since the dispersive attenuation is both duration
and frequency dependent, we have introduced CWT based
compensation method that uses inverse filters in the wavelet
domain to overcome this attenuation. The inherent time and
frequency variations in a wavelet decompose the recorded
signals into different time and frequency components to which
different filters would be applied for compensation. CWT does
not need optimization of the time-window length as is the case
with STFT. The proposed inverse filters need only the complex
permittivity at the center frequency of one dominant medium
to create the inverse filter as opposed to the whole wide-band
dispersion characteristic in the STFT method [12]. Therefore
CWT technique can be applied in real-life scenarios while
STFT method [12] [17] needs the non-dispersive version of the
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Fig. 9. The spatial distribution of |Ez | on z = 95∆z plane for the human
phantom with our compensation method, the method in [12] and without any
compensation method. The scatterer and the TRA antennas are represented
by “◦” and “x” respectively. ∆x = ∆y = ∆z = 1mm. In order to present
|Ez | inside the lung clearly, |Ez | on the skin, muscle and fat are removed
from the figures.

propagation media to create the inverse filter (in real-life, such
an information might not be available readily). We applied our
compensation method to the TR signals in different scenarios
to examine how our method improved the TR imaging. In
the canonical numerical simulation, our compensation method
improved the spatial focusing of the TR technique. The TR
focusing around the object location is more accurate with our
proposed method than those with the method in [12] or without
applying any method (i.e. with conventional TR imaging).
Furthermore, the resolution is 3.76 and 3.13 times higher with
the proposed method than with the method in [12] or without
any compensation method respectively. The tumor is located
accurately after applying our proposed compensation method.
An additional advantage of the CWT-based method is that it
is 1.8 times faster than the STFT method in average.
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