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Probabilistic Assignment: An Extension Approach∗

Wonki Jo Cho†
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Abstract

We study the problem of allocating objects using lotteries when agents only submit pref-

erences over objects. A standard approach is to “extend” agents’ preferences over objects to

preferences over lotteries, using (first-order) stochastic dominance, or the sd-extension. To

better understand the role the sd-extension plays in analysis, we complement this approach

with two alternatives to the sd-extension: the downward lexicographic extension, or the

dl-extension, which lexicographically maximizes probabilities for preferred objects; and the

upward lexicographic extension, or the ul-extension, which lexicographically minimizes prob-

abilities for less preferred objects. We show that for each e ∈ {sd, dl, ul}, e-strategy-proofness

(the strategy-proofness notion based on extension e) is equivalent to each of the following

strategic properties: (i) e-adjacent strategy-proofness, which requires that no agent gain by

switching the rankings of two adjacent objects; and (ii) e-lie monotonicity, which requires

that the welfare of each agent weakly decrease as he reports increasingly bigger lies. These re-

sults imply that dl- and ul-strategy-proofness together are sufficient for sd-strategy-proofness.

We also show that sd-, dl-, and ul-efficiency are equivalent, and provide a generalization of

the serial rule.
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1 Introduction

We study the problem of allocating indivisible commodities called objects using lotteries. Each

agent has strict preferences over objects and ex post receives exactly one object. Going beyond

deterministic assignments to probabilistic ones affords the advantage of converting objects into de

facto perfectly divisible commodities. This raises the hope for fair allocation, which might have

been impossible were only deterministic assignments considered. Due in large part to the latter

fact, lotteries are frequently used in real life. Examples include on-campus housing allocation in

colleges and student placement in public schools.

This problem is known as “probabilistic assignment”, and we focus on the ordinal approach

to the problem (Bogomolnaia and Moulin, 2001).1 According to the ordinal approach, agents

submit their preferences over objects, and an assignment is selected based on this information

only. But what agents receive cannot be directly evaluated according to the elicited preferences,

and therefore, we cannot properly speak of properties of assignment rules. Bogomolnaia and Moulin

(2001) circumvent this problem by “extending” preferences over objects to preferences over lotteries

using (first-order) stochastic dominance.2 We refer to this procedure as the sd-extension.

Once we adopt the sd-extension, it is automatically embedded in properties of assignment rules

and affects their content. For instance, consider strategy-proofness, the requirement that no agent

ever gain from misrepresenting his preferences. The notion of strategy-proofness based on the

sd-extension, which we call sd-strategy-proofness, says that for each agent, the lottery he obtains

by reporting his preferences truthfully should stochastically dominate any lottery he obtains by

lying. Thus, the sd-extension plays a key role in this definition and more generally in the ordinal

approach, but nevertheless, that role has not been much investigated so far. Since Bogomolnaia and

Moulin (2001), most subsequent papers use the sd-extension (Che and Kojima, 2010; Haeringer

and Halaburda, 2014; Hashimoto et al., 2014; Katta and Sethuraman, 2006; Kesten, 2009; Kojima,

2009; Liu and Pycia, 2012; and Yilmaz, 2009 and 2010) but they do not explore how that choice

affects analysis.3 In a departure from this practice, we consider two alternatives to the sd-extension

and use all three of them in parallel to examine properties of assignment rules.

An extension is a mapping from preferences over objects to preferences over lotteries. Thus, the

sd-extension is an example. The two alternative extensions we consider are related to lexicographic

preferences (Hausner, 1954; Chipman, 1960). First is the “downward lexicographic” extension,

1Another approach is the cardinal one, which allows agents to express their von Neumann-Morgenstern prefer-
ences over lotteries (Hylland and Zeckhauser, 1979).

2While Bogomolnaia and Moulin (2001) are the first to use the sd-extension in the context of probabilistic
assignment, it was adopted much earlier in probabilistic public choice. For instance, Gibbard (1977), in effect,
applies the sd-extension in defining strategy-proofness.

3Only recently have some authors started to study probabilistic assignment with lexicographic preferences (Schul-
man and Vazirani, 2012; Bogomolnaia, 2012; Saban and Sethuraman, 2013).
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(a) sd-strategy-proofness ⇐⇒ sd-adjacent strategy-proofness ⇐⇒ sd-lie monotonicity

m
dl-adjacent strategy-proofness + ul-adjacent strategy-proofness

m
dl-strategy-proofness + ul-strategy-proofness

(b) dl-strategy-proofness ⇐⇒ dl-adjacent strategy-proofness ⇐⇒ dl-lie monotonicity

(c) ul-strategy-proofness ⇐⇒ ul-adjacent strategy-proofness ⇐⇒ ul-lie monotonicity

(d) sd-efficiency ⇐⇒ dl-efficiency ⇐⇒ ul-efficiency

Figure 1: Summary of main results. Panels (a)-(c) summarize Theorems 1-3 and panel (d) Theorem 4.

or the dl-extension. The dl-extension associates with each preference relation over objects the

following preference relation over lotteries. Lotteries are compared in a lexicographic fashion,

starting from the probabilities for the most preferred object. Given two lotteries, the lottery that

assigns a higher probability to the most preferred object is preferred. If the two probabilities are

equal, the lottery that assigns a higher probability to the second most preferred object is preferred.

If the two probabilities are equal again, the lottery that assigns a higher probability to the third

most preferred object is preferred, and so on.

The other alternative is the “upward lexicographic” extension, or the ul-extension. The prefer-

ence relation over lotteries obtained by the ul-extension performs lexicographic comparison in the

opposite way. Given two lotteries, the lottery that assigns a lower probability to the least preferred

object is preferred. If the two probabilities are equal, the lottery that assigns a lower probability

to the second least preferred object is preferred, and so on.

The sd-, dl-, and ul-extensions define different preferences over lotteries. Therefore, each

property of assignment rules now has three versions, prefixed by the extension chosen; e.g., for an

arbitrary extension e, e-strategy-proofness. We study their logical relation and evaluate assignment

rules according to these new criteria.

Our first set of results concern strategy-proofness and apply to any model where agents submit

preferences over a finite set of objects and receive lotteries over objects; e.g., voting (Gibbard,

1977), school choice (Abdulkadiroğlu and Sönmez, 2003b), house allocation with existing tenants

(Abdulkadiroğlu and Sönmez, 1999). Following Carroll (2012) and Sato (2013a), we consider a

strategic property called e-adjacent strategy-proofness. It requires that no agent be better off

reporting a preference relation obtained by switching only two objects that are adjacent in his true

preference rankings. One would expect that the property is much weaker than e-strategy-proofness.

However, we show that for each e ∈ {sd, dl, ul}, e-adjacent strategy-proofness is equivalent to
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e-strategy-proofness (Theorem 1; Figure 1 summarizes our results). We also identify sufficient

conditions on the (preference) domain that ensure the equivalence.

In most real-life applications, designing e-strategy-proof rules turns out to be very demand-

ing, and the equivalence of e-strategy-proofness and e-adjacent strategy-proofness makes this task

more tractable. Recall that checking e-strategy-proofness involves comparing all lotteries that are

obtained by lying. This means that when there are n objects, for each agent i and each profile

of announcements of all agents but i, the mechanism designer need to compare n! lotteries. This

factorial function increases very fast (faster than any polynomial or exponential function), and just

with 15 objects, the designer need to compare more than 1 trillion lotteries. But by our equiv-

alence result, it is enough to compare 15 lotteries. Another important consequence is that even

if we weaken sd-strategy-proofness to a requirement that constrains agents’ announcement to a

prespecified set, we cannot escape from existing impossibility results such as the Gibbard random

dictatorship theorem (Gibbard, 1977).

Our equivalence result generalizes Sato (2013a). Sato (2013a) restricts attention to deter-

ministic rules and considers two domain conditions: “connectedness” and the “non-restoration

property”. Given two preference relations over objects, we can always change one to the other

by consecutively switching two adjacent objects. Two preference relations are connected in a

domain if we can change one to the other by performing such “adjacent-pair-switch” operations

without leaving the domain. A domain is connected if any two preference relations are connected

in the domain. The non-restoration property says that for each pair of connected preference

relations, we can change one to the other by performing the adjacent-pair-switch operations, with-

out leaving the domain and without reversing the rankings of any two objects twice. By Sato

(2013a), for deterministic rules, if the domain is connected and satisfies the non-restoration prop-

erty, then e-adjacent strategy-proofness and e-strategy-proofness are equivalent.4 We find that the

non-restoration property, together with connectedness, remains sufficient for the equivalence of

sd-adjacent strategy-proofness and sd-strategy-proofness. This is not covered by Carroll (2012)

who shows the same equivalence for the “polyhedral type space”. On the other hand, for the dl-

and ul-extensions, the non-restoration property is not sufficient (Example 3). We identify domain

conditions that guarantee the equivalence for the dl- and ul-extensions, too. The universal domain

satisfies all these conditions.

The sufficiency of e-adjacent strategy-proofness has two important corollaries. The first one per-

tains to another strategic property, which we call lie monotonicity. Lie monotonicity requires that

4In the deterministic case, extensions play no role, so that there is only one notion of strategy-proofness (and
similarly for adjacent strategy-proofness). Also, Sato (2013b) shows that when indifferences among objects are
allowed, even for deterministic rules, e-adjacent strategy-proofness and e-strategy-proofness are not equivalent unless
each preference relation in the domain has at most one indifference class that contains two objects.
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each agent’s welfare weakly decrease as he reports increasingly bigger lies. Given two preference

relations over objects, one is a bigger lie than the other if the former is obtained from the latter

by switching some pairs of adjacent objects, where each such switching is a lie according to the

true preference relation. Clearly, lie monotonicity is stronger than strategy-proofness: strategy-

proofness says that truth-telling is a weakly dominant strategy but it is silent on how the welfare

of an agent responds to the degree of lying. We show that for each e ∈ {sd, dl, ul}, e-strategy-

proofness is equivalent to e-lie monotonicity (Theorem 2). Thus, if our objective is to design an

e-strategy-proof rule, we should distinguish small lies from big ones by punishing the latter more

severely. To our knowledge, the only related work is Haeringer and Halaburda (2014).5 They show

the equivalence of sd-strategy-proofness and sd-lie monotonicity, under a weaker domain condition

than the non-restoration property.6

The sufficiency of e-adjacent strategy-proofness also reveals an interesting connection among

three notions of strategy-proofness. It is clear that sd-strategy-proofness implies dl-strategy-

proofness and ul-strategy-proofness. Unless there are only three objects, the converse—that dl-

strategy-proofness and ul-strategy-proofness together imply sd-strategy-proofness—cannot be es-

tablished simply by checking the definition. However, using the characterization of the three

strategy-proofness notions (Remark 2), we show that the converse also holds. That is, sd-strategy-

proofness is equivalent to the combination of dl-strategy-proofness and ul-strategy-proofness (Theo-

rem 3). This “decomposition” result is quite surprising for the following reason. Roughly speaking,

by imposing dl-strategy-proofness, we only require immunity to misrepresentation by agents whose

von Neumann-Morgenstern (vNM) utility functions assign 1 to the most preferred object, α to the

second most preferred object, α2 to the third most preferred object, and so on, where α → 0+.

Similarly, by imposing ul-strategy-proofness, we only require immunity to misrepresentation by

agents whose vNM utility functions assign −1 to the least preferred object, −α to the second

least preferred object, −α2 to the third least preferred object, and so on, where α → 0+. Thus,

agents with these two extreme types of preferences cannot manipulate a dl- and ul-strategy-proof

rule, but we do not know if the same is true for agents with other (vNM or not) preferences. Our

decomposition result says that it is sufficient to check for the two extremes.

Concerning efficiency, we study the logical relation among three notions of efficiency: sd-, dl-,

and ul-efficiency. It follows by definition that each of dl- and ul-efficiency implies sd-efficiency. We

show that the converse is also true. That is, sd-, dl-, and ul-efficiency are equivalent (Theorem 4).

The preferences obtained by the dl-extension (and similarly for the ul-extension) are a “completion”

of the preferences obtained by the sd-extension. Thus, intuitively, it seems feasible to find an

assignment that “dl-Pareto dominates” an sd-efficient assignment. However, this turns out to

5Haeringer and Halaburda (2014) use the term “monotone strategy-proofness”.
6They also show that for deterministic rules, the equivalence holds without any domain conditions.
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be impossible primarily because of a property the sd- and dl-extensions share, and hence the

equivalence of sd- and dl-efficiency. Abdulkadiroğlu and Sönmez (2003a) and McLennan (2002)

provide characterizations of sd-efficiency. These characterizations also apply to dl-efficiency and

ul-efficiency.

We also propose a family of rules that generalize the serial rule (Bogomolnaia and Moulin, 2001).

We call them the generalized serial rules. Recall that the serial rule is defined by an algorithm

that allows agents to consume (probability) shares of objects over an imaginary timeline. In

this algorithm, the consumption speed is the same across all agents and all objects, so that the

serial rule satisfies anonymity (the names of agents do not matter) and neutrality (the names of

objects do not matter). However, a mechanism designer may seek to “favor” particular preferences,

without losing anonymity. For example, in allocation of university housing units, if single rooms

are in high demand, the designer may give a priority to students who prefer double rooms to single

rooms (thus, neutrality is violated). The serial rule cannot implement such asymmetric treatment

because the consumption speed is associated with agents.7

This motivates us to modify the algorithm underlying the serial rule. An (allocation) speed

function specifies, for each object and each time t, the speed at which shares of that object are

allocated at time t. Thus, the speed varies across objects and time (but not across agents). Each

generalized serial rule is associated with a speed function (see Section 6 for a formal definition).

For instance, a speed function may be such that shares of object a are allocated at speed 1 during

the time interval [0, 1] and at speed 2 during [1, 2]; and shares of object b are allocated at speed 2

at any point in time (but for all agents consuming object b, the speed is 2). The generalized serial

rule associated with this speed function favors those who prefer b to a against those who prefer a

to b: the former agents can consume object b quickly, and if their consumption of object b is less

than 1, they can move on to the next most preferred objects while other agents are still consuming

their most preferred objects.

We assess the generalized serial rules and the random priority rule in terms of efficiency, no-

envy, strategy-proofness. No-envy is a fairness property requiring that no agent prefer someone

else’s lottery to his own. Each extension gives rise to a notion of no-envy, and sd-no-envy implies

dl-no-envy and ul-no-envy (but even the combination of dl-no-envy and ul-no-envy does not imply

sd-no-envy). We find that the generalized serial rules are sd-efficient (and hence dl-efficient and

ul-efficient) whereas the random priority rule is not (Theorem 5). With regard to no-envy, the

generalized serial rules and the random priority rule satisfy dl-no-envy (Theorem 6). Although

the serial rule satisfies sd-no-envy, some generalized serial rules violate it. Finally, as far as

strategy-proofness is concerned, the serial rule is dl-strategy-proof and the random priority rule

7Bogomolnaia and Moulin (2001) consider an algorithm where the consumption speed varies across agents and
time, but not across objects. The rule defined by this algorithm violates anonymity and dl-no-envy.
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is sd-strategy-proof (Theorem 7). If the speed function varies too much across objects (e.g., the

allocation speed for one object is too low compared to those for other objects), then the generalized

serial rule is not dl-strategy-proof (Example 8). Properties of the serial rule and the random priority

rule for the sd-extension case are already known (Bogomolnaia and Moulin, 2001). However, by

allowing for the dl- and ul-extensions as well, we discover additional properties of these rules and

explain why they violate some properties associated with the sd-extension. Also, our results yield

the by-product that Bogomolnaia and Moulin’s (2001) impossibility result—namely that no rule

satisfies sd-efficiency, equal treatment of equals8, and sd-strategy-proofness—hinges critically on

the extension chosen.9

As is true of any economic model, many results in probabilistic assignment rest on assumptions

the modeller makes, and the connection between the two reveals itself most clearly when different

assumptions are imposed. In light of this, it is best to interpret our extensions as a tool for

understanding the role the traditional assumption (the sd-extension) plays in the ordinal approach.

This “extension approach” allows us to study probabilistic assignment under various assumptions

(extensions) and provide a new perspective on existing results.

The rest of the paper proceeds as follows. We discuss related literature in Section 2 and set

up the model in Section 3. We present results on strategy-proofness in Section 4 and results

on efficiency and no-envy in Section 5. We introduce the generalized serial rules and study their

properties, together with the random priority rule, in Section 6. We conclude in Section 7. Omitted

proofs are in Appendices A and B.

2 Related Literature

Our results on strategy-proofness, adjacent strategy-proofness, and lie monotonicity are not spe-

cific to probabilistic assignment; they apply to any model—e.g., voting, school choice, and house

allocation with existing tenants—where agents report preferences over a finite set of sure outcomes

and receive lotteries defined over them. As discussed in detail in the introduction, Carroll (2012),

Sato (2013a), and Haeringer and Halaburda (2014) are closely related papers.

The first model of probabilistic assignment is due to Hylland and Zeckhauser (1979). They

assume that agents have vNM preferences and propose a rule that first entitles each agent to a

budget and then lets them trade probability shares of objects in a pseudo-market mechanism. This

rule satisfies ex ante efficiency and no-envy, but not strategy-proofness. In fact, no rule meets the

three requirements in this model (Zhou, 1990).

8Equal treatment of equals requires that agents with the same preference relation receive the same lottery up to
indifference.

9Kasajima (2013) shows that even on the single-peaked preference domain, the three properties are incompatible.
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In contrast with this cardinal approach, recent papers adopt the ordinal framework in which

agents only submit preferences over objects. To define properties of assignment rules based on

the ordinal information, Bogomolnaia and Moulin (2001) extend preferences over objects to pref-

erences over lotteries by the sd-extension. They then introduce sd-efficiency10, a concept that is

intermediate in strength between ex post and ex ante efficiency. They also propose the serial rule

and study its properties, together with the random priority rule. Subsequent works generalize their

model in several directions to allow for the following possibilities: (i) there are multiple copies of

each object; (ii) agents may choose not to receive any object, that is, to receive a “null” object;

(iii) agents may receive more than one object; (iv) agents may be indifferent among some objects;

and (v) agents privately own fractions of objects. The following papers explore these variations in

different combinations: Bogomolnaia and Heo (2012), Che and Kojima (2010), Hashimoto et al.

(2014), Katta and Sethuraman (2006), Kesten (2009), Kojima (2009), Liu and Pycia (2012), and

Yilmaz (2009, 2010). These papers too take the ordinal approach based on the sd-extension. In

particular, Bogomolnaia and Heo (2012) and Hashimoto et al. (2014) characterize the serial rule

by sd-efficiency, sd-no-envy, and some invariance conditions.

Several concurrent papers take the ordinal approach based on the dl-extension. Schulman

and Vazirani (2012) study the problem of allocating perfectly divisible commodities and propose

the “synchronized greedy” rule, which generalizes the serial rule to the case where agents do not

necessarily have integer-valued demand. If object supplies and agent demands satisfy a certain

condition, the synchronized greedy rule inherits dl-efficiency, sd-no-envy, and dl-strategy-proofness

from the serial rule. Saban and Sethuraman (2013) identify a sufficient and necessary condition

on the number of agents and the supply of commodities under which there is a rule satisfying

dl-efficiency, dl-no-envy, and dl-strategy-proofness. They also show that in the unit demand case,

which we consider, the serial rule is not the only rule with the latter three properties. Bogo-

molnaia (2012) shows that the serial rule lexicographically maximizes the profile of probabilities

for preferred objects. On the other hand, the following papers consider the dl-extension in other

models: Aziz, Brandl, and Brandt (2014, Arrovian voting model), Alcalde and Silva-Reus (2013,

object allocation problems with priorities), Alcalde (2013, house allocation problems with existing

tenants).

The notion of sd-efficiency has become a topic of independent interest. Abdulkadiroğlu and

Sönmez (2003a) characterize sd-efficiency by a dominance concept defined over sets of assignments.

McLennan (2002) proves a welfare theorem involving sd-efficiency, using a separating hyperplane

theorem for polyhedra.11 Katta and Sethuraman (2006) study sd-efficiency and generalize the

10Bogomolnaia and Moulin (2001) call it ordinal efficiency.
11Manea (2008) provides an alternative constructive proof and Carroll (2010) extends McLennan (2002) to a

more general type space.
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serial rule in a more general setup that permits indifferences among objects. Liu and Pycia (2012)

show that if a sequence of rules consists of uniform randomizations over efficient deterministic

rules, then the sequence is asymptotically sd-efficient. Because sd-efficiency, dl-efficiency, and

ul-efficiency are equivalent, these papers can also be viewed as providing additional properties of

the common efficiency notion.

3 The Model

LetA ≡ {1, · · · , n} be the set of objects andN ≡ {1, · · · , n} the set of agents. Assume that n ≥ 2,

and note that we have the same number of agents and objects. We denote objects by k, `, k′, `′,

and so on, and agents by i, j, i′, j′, and so on. LetR(A) be the set of all complete, transitive, and

anti-symmetric preference relations over A. For each i ∈ N , let Ri ∈ R(A) be agent i’s preference

relation over A. Let Pi and Ii be the strict preference and indifference relations, respectively,

associated with Ri. Also, for each k ∈ {1, · · · , , n}, let k(Ri) be the object ranked kth according

to Ri. An economy is a profile R ≡ (Ri)i∈N . Let R(A)N denote the set of all economies.

Let ∆A be the set of all lotteries over A. Given an economy R ∈ R(A)N , a (feasible) as-

signment for R is a profile π ≡ (πi)i∈N such that (i) for each i ∈ N , πi ∈ ∆A; and (ii) for each

k ∈ A,
∑

i∈N πik = 1. We call πi agent i’s lottery. Let Π be the set of all assignments. If, for

each i ∈ N , πi is a degenerate lottery, then π is a deterministic assignment. By the Birkhoff-

von Neumann theorem (Birkhoff, 1946; von Neumann, 1953), each probabilistic assignment can

be written as a convex combination of deterministic assignments.12 An (assignment) rule is a

mapping ϕ : R(A)N → Π. Two rules have been studied extensively in the literature: the serial

and random priority rules. In Section 6, we define these rules and propose a family of rules that

generalize the serial rule.

Our definition of a rule takes preferences over objects as an input. This, however, does not

mean that agents have no preferences over lotteries. They have preferences over lotteries, e.g., vNM

preferences, but the rule only allows them to submit preferences over objects. Such “ordinal” rules

have the advantage that they are simple to implement. Collecting information on preferences

over lotteries presents a number of practical issues, and most real-life allocation problems that

use lotteries only elicit preferences over objects (e.g., on-campus housing allocation in colleges and

student placement in public schools).

However, in order to speak of properties of assignments and rules, we should first specify

how agents evaluate lotteries. A standard approach in the literature is to apply (first-order)

12Budish et al. (2013, Theorem 1) and Kojima and Manea (2010, Proposition 1) provide a generalization of this
result.
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stochastic dominance to preferences over objects and obtain preferences over lotteries (Gibbard,

1977; Bogomolnaia and Moulin, 2001). We call this procedure the “sd-extension”. The preferences

obtained by the sd-extension are very incomplete: a large number of lotteries cannot be compared.

However, they are the most we can infer about preferences over lotteries because agents only report

ordinal preferences over objects. Our objective is to better understand the current practice with

the aid of alternatives to the sd-extension.

Let R(∆A) be the set of all preferences over ∆A. An extension is a mapping e : R(A) →
R(∆A) such that for each for each R0 ∈ R(A), the restriction of e(R0) to A coincides with R0.13,14

For each R0 ∈ R(A), let Re
0 ≡ e(R0). The strict preference and indifference relations associated

with Re
0 are denoted by P e

0 and Ie0 , respectively. Clearly, the sd-extension satisfies our definition

of an extension.

We consider two alternatives to the sd-extension, which give lexicographic preferences over

lotteries (Hausner, 1954; Chipman, 1960). The first alternative is the downward lexicographic

extension, or simply the dl-extension. The preferences obtained by the dl-extension are as follows.

Given two lotteries, the lottery that assigns a higher probability to the most preferred object

is preferred; if the two lotteries assign equal probability, then the lottery that assigns a higher

probability to the second most preferred object is preferred; if the two lotteries assign equal

probability again, then the probabilities for the third most preferred object are compared, and

so on. Formally, for each R0 ∈ R(A) and each pair π0, π
′
0 ∈ ∆A, π0R

dl
0 π
′
0 if either (i) there is

k ∈ {1, · · · , n} such that for each h ≤ k − 1, π0h(R0) = π′0h(R0) and π0k(R0) > π′0k(R0); or (ii) π = π′.

The second extension also performs lexicographic comparison, but in the opposite direction.

The upward lexicographic dominance extension, or the ul-extension, gives the following pref-

erences. Given two lotteries, the lottery that assigns a lower probability to the least preferred

object is preferred; if the two lotteries assign equal probability, then the lottery that assigns a

lower probability to the second least preferred object is preferred; and so on. Formally, for each

R0 ∈ R(A) and each pair π0, π
′
0 ∈ ∆A, π0R

ul
0 π′0 if either (i) there is k ∈ {1, · · · ,m} such that for

each h ≥ k + 1, π0h(R0) = π′0h(R0) and π0k(R0) < π′0k(R0); or (ii) π0 = π′0.

As is transparent from the definitions, the dl- and ul-extensions are similar but at the same time,

diametrically opposite to each other. They are similar in that lexicographic comparison is used;

they are opposite in that one first maximizes probabilities for preferred objects whereas the other

first minimizes probabilities for less preferred objects. This observation can be formally stated

using the notion of “duality”.15 Also, in contrast with the sd-extension, the dl- and ul-extensions

13Preference relations and lotteries that are not associated with any particular agent have the subscript “0”.
14An alternative way of presenting the same idea is to say that agents’ preferences over lotteries are drawn from

some set of admissible preferences (e.g., the set of all preferences satisfying monotonicity if the sd-extension is
considered) and a rule only allows them to submit ordinal preferences over objects.

15Let X be an arbitrary set. For each binary relation B over X, let B−1 be the inverse of B; i.e., for each pair
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give complete (in fact, linear) preferences over lotteries. While most of the work taking the ordinal

approach consider the sd-extension, some recent papers adopt the dl-extension: Schulman and

Vazirani (2012), Bogomolnaia (2012), Saban and Sethuraman (2013), Aziz, Brandl, and Brandt

(2014), Alcalde and Silva-Reus (2013), and Alcalde (2013).

Let e and ê be extensions. Then e is contained in ê, denoted e ⊆ ê, if for each R0 ∈ R(A)

and each pair π0, π
′
0 ∈ ∆A, π0R

e
0 π
′
0 implies π0R

ê
0 π
′
0. The relations e ( ê and e = ê are defined in

the standard way. Note that sd ( dl, sd ( ul, dl * ul, and ul * dl.

In what follows, we consider several properties, or axioms, of rules. The content of these

properties varies depending on the extension chosen. Therefore, we state them using a general

extension e.

4 Strategy-proofness

Our first axiom concerns the strategic behavior of agents. Below we discuss properties of the

set from which agents’ preferences are drawn. Therefore, instead of working with the universal

domain R(A), we consider an arbitrary subset of R(A). A (preference) domain is a non-empty

set D ⊆ R(A). Given domain D, a rule is a mapping ϕ : DN → Π. When preferences are private

information, agents may find it in their interest to misrepresent their preferences. The following

property requires that whatever other agents’ announcements are, no agent ever profit from lying

about his preferences.

e-Strategy-proofness: For each R ∈ DN , each i ∈ N , and each R′i ∈ D, ϕi(R)Re
i ϕi(R

′
i, R−i).

The inclusion relation among extensions yields a logical relation among different notions of

strategy-proofness. Let e and ê be extensions such that e ⊆ ê. Then by definition, e-strategy-

proofness implies ê-strategy-proofness. Since sd ( dl and sd ( ul, sd-strategy-proofness implies dl-

and ul-strategy-proofness.

One way to weaken e-strategy-proofness is to constrain the set of possible lies an agent can

choose from. By definition, e-strategy-proofness allows each agent to announce any preference

relation in the domain. However, there are situations in which agents are constrained to choose

a preference relation that is somewhat close to the truth. This may be because “big” lies are

not so credible or because agents can lie only about the part of private information that has not

been disclosed yet (see Sato (2013a) and Carroll (2012) for a detailed discussion). Therefore, it is

x, y ∈ X, xB−1 y if and only if y B x. Now, given an extension e, the dual of e, denoted ed, is the extension such

that for each R0 ∈ R(A), Red

0 =
(
(R−10 )e

)−1
(or equivalently, (Red)−1 = (R−1)e). An extension is self-dual if it is

the dual of itself. The dl- and ul-extensions are dual; and the sd-extension is self-dual.
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Figure 2: Metrizing the space of preferences (Example 1). Let A ≡ {1, 2, 3, 4}. In the figure, “1432”, for

instance, stands for the preference relation R0 ∈ R(A) such that 1P0 4P0 3P0 2. Adjacent preference relations

are connected by an arc. If D = R(A), the distance between two preference relations is the smallest number of

arcs we go through when traveling from one preference relation to the other. For example, d(1432, 2314) = 5.

interesting to consider a strategic property that requires a weaker form of immunity to misrepre-

sentation, where misrepresentation is restricted to some prespecified set.

To formalize this idea, we follow Sato’s (2013) approach and metrize the preference domain

as follows. First, for each pair R0, R
′
0 ∈ D, R′0 is adjacent to R0 if R′0 is obtained from R0 by

switching two objects whose rankings according to R0 are adjacent; i.e., there is k̂ ∈ {1, · · · , n} such

that (i) k̂(R0) = (k̂+ 1)(R′0); (ii) (k̂+ 1)(R0) = k̂(R′0); and (iii) for each k ∈ {1, · · · , n}\{k̂, k̂+ 1},
k(R0) = k(R′0). For each pair R0, R

′
0 ∈ D, a path from R0 to R′0 in D is a sequence of

preference relations {R0
0, R

1
0, · · · , Rh

0} in D such that (i) R0
0 = R0 and Rh

0 = R′0; and (ii) for each

h′ ∈ {0, · · · , h−1}, Rh′
0 and Rh′+1

0 are adjacent. We call h the length of the path. Next, define a

metric d(·, ·) on D: for each pair R0, R
′
0 ∈ D, if there is a path from R0 to R′0 in D, let d(R0,R

′
0)

be the length of a shortest path from R0 to R′0 in D; otherwise, d(R0, R
′
0) = ∞. If, for example,

D = R(A), d(·, ·) coincides with the Kemeny metric (Kemeny, 1959; Kemeny and Snell, 1962), but

in general, the two are not the same.16

Throughout this section, we write, for instance, “1432” for the preference relation R0 such that

1P0 4P0 3P0 2.

Example 1. Metrizing the space of preferences when there are four objects. Let A ≡ {1, 2, 3, 4} and

D ≡ R(A). Refer to Figure 2. Since there are four objects, each preference relation has three adja-

cent ones, each of which is connected by an arc. The distance between preference relations 1432 and

16Whenever D is a connected domain satisfying the non-restoration property, d(·, ·) coincides with the Kemeny
metric. Also, while we mechanically define the metric d(·, ·), it can be derived as a consequence of a list of axioms
on metrics over R(A) (Kemeny, 1959).
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2314, say, is the smallest number of arcs we go through when traveling from 1432 to 2314. There are

multiple paths achieving that smallest number, and the path {1432, 1423, 1243, 2143, 2134, 2314}
(boldfaced) is one of them. Therefore, d(1432, 2314) = 5. 4

With the metric d(·, ·) in mind, e-strategy-proofness can be viewed as permitting the possibility

that each agent can submit any preference relation in the domain, regardless of how far it is from

his true preference relation according to d(·, ·). As an extreme weakening of e-strategy-proofness,

we assume that each agent can only announce a preference relation that is closest to his true

preference relation, and require that no agent ever benefit from such manipulation.

e-Adjacent strategy-proofness: For each R ∈ DN , each i ∈ N , and each R′i ∈ D such that R′i

is adjacent to Ri, ϕi(R)Re
i ϕi(R

′
i, R−i).

In general, e-adjacent strategy-proofness is weaker than e-strategy-proofness. We ask under

what conditions on the domain the two are equivalent. A simple necessary condition is that each

pair of preference relations in the domain should be “connected” by a path. However, this is not

sufficient; the domain should have more structure. Our sufficient conditions vary depending on

the extension under consideration. Now we introduce them.

Two preference relations R0, R
′
0 ∈ D are connected in D if there is a path from R0 to R′0

in D. The domain D is connected if each pair of preference relations in D are connected in D. Let

R0, R
′
0 ∈ D, and let {R0

0, R
1
0, · · · , Rh

0} be a path from R0 to R′0 in D. For each pair k, ` ∈ A, the

path is with {k, `}-restoration if for some h1, h2, h3 ∈ {0, 1, · · · , h}, k P h1
0 `, ` P h2

0 k, and k P h3
0 `.

The path is without restoration if for any pair k, ` ∈ A, the path is not with {k, `}-restoration.

The domain D satisfies the non-restoration property if for each pair of connected preference

relations R0, R
′
0 ∈ D, there is a path from R0 to R′0 in D without restoration (Sato, 2013a).

Connectedness and the non-restoration property are sufficient for the equivalence of sd-adjacent

strategy-proofness and sd-strategy-proofness. However, they are not if the dl- and ul-extensions

are considered. To define stronger conditions, let R0, R
′
0 ∈ D. Let k∗(R0|R′0) ≡ (min{1 ≤ k ≤

n : k(R0) 6= k(R′0)})(R0) be the object that R0 ranks highest among those whose rankings differ

according to R0 and R′0. A path {R0
0, R

1
0, · · · , Rh

0} from R0 to R′0 in D moves preferred objects

first if for each ĥ ∈ {0, · · · , h − 1}, the ranking of object k∗(R′0|Rĥ
0) is higher according to Rĥ+1

0

than according to Rĥ
0 . Now the domain D satisfies the preferred-objects-first (POF) path

property if for each pair of connected preference relations R0, R
′
0 ∈ D, there is a path from R0 to

R′0 in D moving preferred objects first.

Similarly, let R0, R
′
0 ∈ D. Let k∗(R0|R′0) ≡ (max{1 ≤ k ≤ n : k(R0) 6= k(R′0)}) (R0) be the

object that R0 ranks lowest among those whose rankings differ according to R0 and R′0. A path

{R0
0, R

1
0, · · · , Rh

0} from R0 to R′0 in D moves less preferred objects first if for each ĥ ∈
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{0, · · · , h − 1}, the ranking of object k∗(R
′
0|Rĥ

0) is lower according to Rĥ+1
0 than according to

Rĥ
0 . Now D satisfies the less-preferred-objects-first (LOF) path property if for each pair

of connected preference relations R0, R
′
0 ∈ D, there is a path from R0 to R′0 in D moving less

preferred objects first.

Each path from one preference relation to another moving preferred or less preferred objects first

is without restoration. Thus, the POF and LOF path properties each imply the non-restoration

property, but neither of the converses holds. The universal domain, R(A), satisfies all of the three

domain properties.

Example 2. Illustrating domain properties. Let A ≡ {1, 2, 3}, D ≡ {123, 213, 231, 321}, and

D̂ ≡ {123, 132, 312, 321}.
Non-restoration property: Consider the path {123, 213, 231, 321} from 123 to 321 in D. The

path is without restoration. It is simple to check that for each pair of preference relations in D,

there is a path without restoration. Thus, D satisfies the non-restoration property; similarly, so

does D̂.

POF path property: First, note that k∗(321|123) = 3. The path from 123 to 321 in D that

moves preferred objects first should move object 3 first. There is no such path in D, so that D does

not satisfy the POF path property. However, the path {123, 132, 312, 321} from 123 to 321 in D̂
moves preferred objects first. Each pair of preference relations in D̂ has a path moving preferred

objects first. Thus, D̂ satisfies the POF path property.

LOF path property: Since k∗(321|123) = 1, the path from 123 to 321 in D that moves less

preferred objects first should move object 1 first. The path {123, 213, 231, 321} in D moves less

preferred objects first, and each pair of preference relations in D has such path. Thus, D satisfies

the LOF path property; however, D̂ does not. 4

While there are some contexts where e-adjacent strategy-proofness is compelling (Sato, 2013a),

our interest mainly concerns the convenience it provides in checking the stronger axiom, e-strategy-

proofness. As Theorem 1 states below, under various assumptions on the domain, for each e ∈
{sd, dl, ul}, e-adjacent strategy-proofness implies e-strategy-proofness. Thus, the task of verifying

the latter property can be simplified very much. The proof is in Appendix A.

Theorem 1. Let D be a connected domain.

(1) If D satisfies the non-restoration property, then sd-adjacent strategy-proofness is equivalent

to sd-strategy-proofness.

(2) If D satisfies the POF path property, then dl-adjacent strategy-proofness is equivalent to

dl-strategy-proofness.
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(3) If D satisfies the LOF path property, then ul-adjacent strategy-proofness is equivalent to

ul-strategy-proofness.

Remark 1. When restricted to deterministic rules, for each e ∈ {sd, dl, ul}, e-(adjacent) strategy-

proofness reduces to the same requirement. Sato (2013a) shows that for deterministic rules, the

non-restoration property guarantees the equivalence of e-adjacent strategy-proofness and e-strategy-

proofness. Theorem 1 generalizes this result to probabilistic rules. The non-restoration property is

still sufficient for the sd-extension, but not for the dl- and ul-extensions (Example 3 below provides

counter-examples).17

In several economic environments, Carroll (2012) also identifies conditions on preference do-

mains for the sufficiency to hold. Among others, he shows that if a domain satisfies a certain reg-

ularity condition, then sd-adjacent strategy-proofness is equivalent to sd-strategy-proofness. There

is no logical relation between his condition and the non-restoration property. 4

Remark 2. Theorem 1 yields a corollary on the behavior of sd-, dl-, and ul-strategy-proof rules.

Let ϕ be a rule defined on a domain D satisfying the respective properties in Theorem 1. In

the statement below, we take arbitrary R ∈ DN , i ∈ N , and R′i ∈ D such that R′i is adjacent

to Ri. To simplify notation, however, once such (R, i, R′i) is chosen, (i) relabel objects so that

1Pi 2Pi · · · Pi n; (ii) let k ∈ A be the object such that (k + 1)P ′i k; and (iii) let π ≡ ϕ(R) and

π′ ≡ ϕ(R′i, R−i).

(i) ϕ is sd-strategy-proof

if and only if for each R ∈ DN , each i ∈ N , and each R′i ∈ D adjacent to Ri,

either (a) πi = π′i;

or (b) πik > π′ik, πi,k+1 < π′i,k+1, and for each ` ∈ A\{k, k + 1}, πi` = π′i`.

(ii) ϕ is dl-strategy-proof

if and only if for each R ∈ DN , each i ∈ N , and each R′i ∈ D adjacent to Ri,

either (a) πi = π′i;

or (b) πik > π′ik, πi,k+1 < π′i,k+1, and for each ` ∈ {1, · · · , k − 1}, πi` = π′i`.

(iii) ϕ is ul-strategy-proof

if and only if for each R ∈ DN , each i ∈ N , and each R′i ∈ D adjacent to Ri,

either (a) πi = π′i;

or (b) πik > π′ik, πi,k+1 < π′i,k+1, and for each ` ∈ {k + 2, · · · , n}, πi` = π′i`. 4
17In our model, we only consider “strict” preference relations (no two alternatives are indifferent). Sato (2013b)

finds that when indifferences are allowed, adjacent strategy-proofness is not sufficient for strategy-proofness even
for deterministic rules.
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In Appendix A, to prove Theorem 1, we introduce an auxiliary axiom, “e-within-m strategy-

proofness” (m ∈ N), which requires that no agent ever gain by reporting a preference relation

whose distance from the truth according to d(·, ·) is at most m. Then we show that for each

m ∈ N, e-within-m strategy-proofness implies e-within-(m+ 1) strategy-proofness.

The following example shows that for each e ∈ {dl, ul}, the non-restoration property is not

enough for the equivalence of e-adjacent strategy-proofness and e-strategy-proofness.

Example 3. Insufficiency of the non-restoration property for the dl- and ul-extensions. Let N ≡
{1, 2, 3}, A ≡ {1, 2, 3}, and D ≡ {123, 213, 231, 321}. Note that D is connected, and satisfies the

non-restoration property but not the POF path property. Define a rule ϕ as follows. For each

R−1 ∈ DN\{1}, let ϕ1(123, R−1) = (0.3, 0.4, 0.3); ϕ1(213, R−1) = (0.2, 0.5, 0.3); ϕ1(231, R−1) =

(0.1, 0.5, 0.4); and ϕ1(321, R−1) = (0.4, 0.1, 0.5). Also, for each R ∈ DN , ϕ2(R) = ϕ3(R) =
1
2

[(1, 1, 1)− ϕ1(R)]. Then ϕ is dl-adjacent strategy-proof. However, since for any R−1 ∈ DN\{1},
ϕ1(321, R−1) (123)dl ϕ1(123, R−1), ϕ is not dl-strategy-proof.

Next, let D̂ ≡ {123, 132, 312, 321}. Then D̂ is connected, and satisfies the non-restoration

property but not the LOF path property. Define a rule ϕ̂ that is similar to ϕ except for the

following. For each R−1 ∈ DN\{1}, let ϕ̂1(123, R−1) = (0.3, 0.4, 0.3); ϕ̂1(132, R−1) = (0.3, 0.2, 0.5);

ϕ̂1(312, R−1) = (0.2, 0.2, 0.6); and ϕ̂1(321, R−1) = (0.1, 0.9, 0). Then ϕ̂ is ul-adjacent strategy-proof.

However, since for any R−1 ∈ DN\{1}, ϕ̂1(321, R−1) (123)ul ϕ̂1(123, R−1), ϕ̂ is not ul-strategy-proof.

4

Next, we introduce an incentive property that strengthens strategy-proofness. Let R ∈ DN

and i ∈ N . We ask how agent i’s welfare, as measured by Re
i , is affected as he reports increasingly

bigger lies. If a rule is e-strategy-proof, his welfare is maximized when he reports Ri. We do not

know if he is better off with a smaller lie than with a larger lie. Our result below says that an

e-strategy-proof rule should respond monotonically to the degree of lying.

To state this formally, let R0 ∈ D. Define an order ≥R0 over D as follows: for each pair

R′0, R
′′
0 ∈ R(A), R′0 ≥R0 R

′′
0 if there is a path from R0 to R′′0 in D without restoration containing R′0.

The asymmetric order >R0 associated with ≥R0 is defined in the obvious way. If R0 is the truth

and R′0 >R0 R′′0, then R′0 is a smaller lie than R′′0 in the following sense: in order to obtain R′′0

from R′0, we need to switch several pairs of objects whose rankings are adjacent; each switching

is a lie according to R0 and is added to existing lies. It is easy to check that ≥R0 is reflexive,

anti-symmetric, and transitive, so that (D,≥R0) is a partially ordered set. The following property

requires that for each i ∈ N , when lies are measured by ≥Ri
, agent i’s welfare, as measured by Re

i ,

weakly decrease as he reports increasingly bigger lies.
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e-Lie monotonicity: For each R ∈ DN and each i ∈ N , the function ϕi(·, R−i) : (D,≥Ri
) →

(∆A,Re
i ) is monotonic; i.e., for each pairR′i, R

′′
i ∈ D such thatR′i ≥Ri

R′′i , ϕi(R
′
i, R−i)R

e
i ϕi(R

′′
i , R−i).

Example 4. Illustrating lie monotonicity. Let A ≡ {1, 2, 3, 4} and refer to Figure 2. Consider

the universal domain R(A). Let R ∈ R(A)N and i ∈ N . Suppose that Ri ≡ 1234. Consider a

path {1234, 1243, 1423, 1432, 4132, 4312, 4321} (at the top of the figure) from 1234 to 4321 inR(A).

Since the path is without restoration, it is completely ordered by ≥Ri
. Let e ∈ {sd, dl, ul}. Suppose

that agent i reports preference relations in the path, sequentially, starting from 1234. Then e-lie

monotonicity requires that agent i’s welfare, as measured by Re
i , weakly decrease. In the case of

the sd-extension, this, in particular, implies comparability of all welfare levels attained along the

path. 4

In general, e-lie monotonicity is stronger than e-strategy-proofness. But for each e ∈ {sd, dl, ul},
under various domain assumptions, the two are equivalent.

Theorem 2. Let D be a connected domain.

(1) If D satisfies the non-restoration property, then sd-strategy-proofness is equivalent to sd-lie

monotonicity.

(2) If D satisfies the POF path property, then dl-strategy-proofness is equivalent to dl-lie

monotonicity.

(3) If D satisfies the LOF path property, then ul-strategy-proofness is equivalent to ul-lie

monotonicity.

Proof. We only prove part (1); a similar argument applies to parts (2) and (3). Let ϕ be sd-

strategy-proof. Let R ∈ DN and i ∈ N . Let R′i, R
′′
i ∈ D be such that R′i ≥Ri

R′′i . We may assume

that R′i 6= R′′i , so that R′i >Ri
R′′i . Then there is be a path {R0

i , R
1
i , · · · , Rm

i , · · · , Rh
i } from Ri to

R′′i in D without restoration containing R′i such that Rm
i = R′i. For each h̃ ∈ {0, 1, · · · , h}, let

πh̃i ≡ ϕi(R
h̃
i , R−i).

Consider πmi and πm+1
i . Since Rm

i and Rm+1
i are adjacent, there are exactly two objects k, k′ ∈ A

such that k Pm
i k′ and k′ Pm+1

i k. Since the path {R0
i , R

1
i , · · · , Rm

i , · · · , Rh
i } is without restoration,

it follows that k Pi k
′ and k′ P ′′i k. Since D is connected and satisfies the non-restoration property,

the characterization of sd-strategy-proofness in Remark 2 implies that either (i) πmi = πm+1
i ; or (ii)

πmik > πm+1
ik , πmik′ < πm+1

ik′ , and for each ` ∈ A\{k, k′}, πmi` = πm+1
i` . Thus, πmi R

sd
i π

m+1
i .

It is clear that for each h̃ ∈ {m + 1, · · · , h}, the previous argument can be adapted to πh̃i and

πh̃+1
i , showing that πh̃i R

sd
i π

h̃+1
i . Thus, πmi R

sd
i π

h
i .

Remark 3. Haeringer and Halaburda (2014) show that (i) for deterministic rules, e-strategy-

proofness is equivalent to e-lie monotonicity on any domain; and (ii) when probabilistic rules
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are allowed, a weakening of the non-restoration property, ensures the equivalence of sd-strategy-

proofness and sd-lie monotonicity. However, even the non-restoration property does not generalize

to the other extensions (see Example 5 below). The advantage of our approach is that the equiva-

lence of sd-strategy-proofness and sd-lie monotonicity follows as a corollary to the characterization

of e-strategy-proofness in Remark 2. 4

Example 5. Insufficiency of the non-restoration property for the dl- and ul-extensions. Let

N ≡ {1, 2, 3}, A ≡ {1, 2, 3}, and D ≡ {123, 213, 231, 321}. Note that D is connected, and

satisfies the non-restoration property but not the POF path property. Define a rule ϕ as fol-

lows. For each R−1 ∈ DN\{1}, let ϕ1(123, R−1) = (0.3, 0.4, 0.3); ϕ1(213, R−1) = (0.2, 0.5, 0.3);

ϕ1(231, R−1) = (0.2, 0.5, 0.3); ϕ1(321, R−1) = (0.3, 0.3, 0.4). Also, for each R ∈ DN , ϕ2(R) =

ϕ3(R) = 1
2

[(1, 1, 1)− ϕ1(R)]. Then ϕ is dl-strategy-proof. Let R1 ≡ 123. Then 231 >R1 321, but

for any R−1 ∈ DN\{1}, ϕ1(321, R−1)P dl
1 ϕ1(231, R−1). Thus, ϕ is not dl-lie monotonic.

Next, let D̂ ≡ {123, 132, 312, 321}. Then D̂ is connected, and satisfies the non-restoration

property but not the LOF path property. Define a rule ϕ̂ that is similar to ϕ except for the

following. For each R−1 ∈ DN\{1}, let ϕ̂1(123, R−1) = (0.3, 0.4, 0.3); ϕ̂1(132, R−1) = (0.3, 0.3, 0.4);

ϕ̂1(312, R−1) = (0.3, 0.3, 0.4); ϕ̂1(321, R−1) = (0.2, 0.5, 0.3). Then ϕ̂ is ul-strategy-proof. Let

R1 ≡ 123. Then 312 >R1 321, but for any R−1 ∈ DN\{1}, ϕ1(321, R−1)P dl
1 ϕ1(312, R−1). Thus, ϕ

is not ul-lie monotonic. 4

Theorem 1 allows us to “decompose” sd-strategy-proofness into two substantially weaker strate-

gic requirements. When there are just three objects, it follows by definition that sd-strategy-

proofness is equivalent to the combination of dl-strategy-proofness and ul-strategy-proofness. On

the other hand, with three or more objects, we cannot deduce the equivalence directly from the

definition. However, the characterization of e-strategy-proofness in Remark 2 reveals that the

equivalence still holds. We omit a simple proof of this result.

Theorem 3. Let D be a connected domain satisfying the POF and LOF path properties. Then

sd-strategy-proofness is equivalent to the combination of dl-strategy-proofness and ul-strategy-

proofness.

To see why this result is unexpected, let α ∈ (0, 1). Consider an agent with vNM preferences

(1, α, α2, · · · , αn−1), which attach utility 1 to his most preferred object, utility α to his second most

preferred object, and so on. As α → 0+, his preferences get closer to the preferences obtained

by the dl-extension, and dl-strategy-proofness requires that no agent with such extreme vNM

preferences gain by lying. A symmetric argument applies to ul-strategy-proofness. Consider an

agent with vNM preferences (−αn−1, · · · ,−α2,−α,−1). As α → 0+, his preferences get closer
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to the preferences obtained by the ul-extension, and ul-strategy-proofness requires that no agent

with such extreme vNM preferences gain by lying. Thus, when dl- and ul-strategy-proofness

are imposed, we require immunity to manipulation by agents with those two types of extreme

preferences. This is significantly weaker than sd-strategy-proofness. The latter requires that no

agent with any preferences over lotteries—vNM type or not—gain by lying.

Theorem 3 relies on the characterization of e-strategy-proofness, which in turn relies on the

equivalence of e-adjacent strategy-proofness and e-strategy-proofness. On the domains where the

latter equivalence no longer holds, Theorem 3 also fails. The following example illustrates this

point.

Example 6. The combination of dl-strategy-proofness and ul-strategy-proofness may not imply

sd-strategy-proofness. Let N ≡ {1, 2, 3, 4}, A ≡ {1, 2, 3, 4}, and D ≡ {1234, 4321}. Note that

D does not satisfy connectedness, which is necessary for the equivalence of e-adjacent strategy-

proofness and e-strategy-proofness for each e ∈ {sd, dl, ul}. Define a rule ϕ as follows. For each

R−1 ∈ DN\{1}, let ϕ1(1234, R−1) = (0.2, 0.2, 0.6, 0) and ϕ1(4321, R−1) = (0, 0.6, 0.2, 0.2). Also, for

each R ∈ DN and each i ∈ N\{1}, ϕi(R) = 1
4

[(1, 1, 1, 1)− ϕ1(R)]. Clearly, ϕ is dl- and ul-strategy-

proof. But for anyR−1 ∈ DN\{1}, it is not the case that ϕ1(1234, R−1) (1234)sd ϕ1(4321, R−1). Thus,

ϕ is not sd-strategy-proof. 4

Finally, we consider another weakening of strategy-proofness studied in the literature. When

checking e-strategy-proofness, if agent i with true preference relation Ri reports R′i, we require that

ϕi(R)Re
i ϕi(R

′
i, R−i). If Re

i is not a complete relation, the latter requirement may be violated for

two reasons: (i) ϕi(R
′
i, R−i)P

e
i ϕi(R); or (ii) ϕi(R) and ϕi(R

′
i, R−i) are not comparable according

to Re
i . A number of authors study the following property that only excludes (i) (e.g., Bogomolnaia

and Moulin, 2001; Kojima, 2009; Aziz, Brandl, and Brandt, 2014).

e-Weak strategy-proofness: For eachR ∈ DN , each i ∈ N , and eachR′i ∈ D, if ϕi(R
′
i, R−i)R

e
i ϕi(R),

then ϕi(R) Iei ϕi(R
′
i, R−i).

Let e and ê be extensions such that e ⊆ ê. Then by definition, ê-weak strategy-proofness implies

e-weak strategy-proofness. Since sd ( dl and sd ( ul, we obtain the following observation.

Proposition 1. For each e ∈ {dl, ul}, the following logical relations hold: sd-strategy-proofness

=⇒ e-strategy-proofness = e-weak strategy-proofness =⇒ sd-weak -strategy-proofness.

5 Efficiency and No-envy

Our next axiom is efficiency. Given an economy R ∈ R(A)N and assignments π, π′ ∈ Π, π e-

Pareto dominates π′ for R if (i) for each i ∈ N , πiR
e
i π
′
i; and (ii) for some i ∈ N , πi P

e
i π
′
i. An
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assignment is e-efficient for R if no other assignment e-Pareto dominates it for R. The following

axiom requires that for each economy, a rule select an e-efficient assignment.

e-Efficiency: For each R ∈ R(A)N , ϕ(R) is e-efficient for R.

Now we examine how efficiency notions based on different extensions are related. Let e and

ê be extensions such that e ⊆ ê. By definition, ê-efficiency implies e-efficiency. Applying this

observation to the fact that sd ( dl and sd ( ul, it follows that sd-efficiency is weaker than

dl-efficiency and ul-efficiency. However, our result below shows that in fact, the three notions are

equivalent. We prove the equivalence by showing that the three notions are characterized by the

same condition on a binary relation over A.

For each R ∈ R(A)N and each π ∈ Π, define a binary relation τ (R,π) over A as follows: for

each pair k, ` ∈ A, k τ(R, π) ` if there is i ∈ N such that k Pi ` and πi` > 0. The relation τ(R, π)

is cyclic if there are k1, · · · , km ∈ A such that k1 τ(R, π) k2 τ(R, π) · · · τ(R, π) km τ(R, π) k1; and

τ(R, π) is acyclic if it is not cyclic. Bogomolnaia and Moulin (2001) show that sd-efficiency is

equivalent to the acyclicity of τ(·, ·). However, this characterization is not limited to sd-efficiency.

Theorem 4. Let e ∈ {sd, dl, ul}. For each R ∈ R(A)N and each π ∈ Π, π is e-efficient for R if

and only if τ(R, π) is acyclic. Thus, sd-efficiency, dl-efficiency, and ul-efficiency are equivalent.

Proof. We omit the simple proof of the “only if” part. To prove the “if” part, let e ∈ {sd, dl, ul}.
Let R ∈ R(A)N and π ∈ Π. Assume that τ ≡ τ(R, π) is acyclic. Suppose, by contradiction, that

there is π′ ∈ Π such that for each i ∈ N , π′iR
e
i πi, and for some i1 ∈ N , π′i1 P

e
i1
πi1 . We distinguish

two cases (if e = sd, then the argument in either case suffices).

Case 1: e = dl.

By the definition of the dl-extension, there are k1, k2 ∈ A such that k2 Pi1 k1, πi1k1 > π′i1k1 ,

and πi1k2 < π′i1k2 . Thus, πi1k1 > 0, so that k2 τ k1. Now because πi1k2 < π′i1k2 , by feasibility,

there is i2 ∈ N such that πi2k2 > π′i2k2 . This implies, in particular, that πi2 6= π′i2 . Since Rdl
i2

is

anti-symmetric, π′i2 P
dl
i2
πi2 . Again, by the definition of the dl-extension, there is k3 ∈ A such that

k3 Pi2 k2 and πi2k3 < π′i2k3 . Thus, because πi2k2 > 0, k3 τ k2. Continuing this process, by finiteness

of A, we can construct a cycle of τ , a contradiction.

Case 2: e = ul.

By the definition of the ul-extension, there are k1, k2 ∈ A such that k1 Pi1 k2, πi1k1 < π′i1k1 ,

and πi1k2 > π′i1k2 . Thus, πi1k2 > 0, so that k1 τ k2. Now because πi1k2 > π′i1k2 , by feasibility,

there is i2 ∈ N such that πi2k2 < π′i2k2 . This implies, in particular, that πi2 6= π′i2 . Since Rul
i2

is

anti-symmetric, π′i2 P
ul
i2
πi2 . Again, by the definition of the ul-extension, there is k3 ∈ A such that

k2 Pi2 k3 and πi2k3 > π′i2k3 . Thus, πi2k3 > 0, so that k2 τ k3. Continuing this process, by finiteness

of A, we can construct a cycle of τ , a contradiction.
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Several papers study sd-efficiency. McLennan (2002) establishes the “ordinal welfare theorem”:

an assignment π is sd-efficient for an economy R if and only if there is a profile of vNM utility

functions u ≡ (ui)i∈N such that (i) for each i ∈ N , ui is consistent with Ri; and (ii) π is Pareto

efficient for u. Abdulkadiroğlu and Sönmez (2003a) characterize sd-efficiency by a dominance

notion defined over sets of deterministic assignments. Liu and Pycia (2012) prove a result that

relate efficiency for deterministic assignments with sd-efficiency in the limit: each sequence of rules

consisting of uniform randomizations over efficient deterministic rules is asymptotically sd-efficient.

Since sd-, dl-, and ul-efficiency are equivalent, these results also apply to dl- and ul-efficiency.

Next is a fairness axiom that originates in Tinbergen (1953) and Foley (1967). It says that no

agent should prefer someone else’s lottery to his own.

e-No-envy: For each R ∈ R(A)N and each pair i, j ∈ N , ϕi(R)Re
i ϕj(R).

As is the case for e-strategy-proofness, when Re
i is not complete, e-no-envy may be violated

because lotteries are not comparable. The following axiom relaxes e-no-envy by allowing for such

cases: no agent prefers someone else’s lottery to his own.

e-Weak no-envy: For eachR ∈ R(A)N and each pair i, j ∈ N , if ϕj(R)Re
i ϕi(R), then ϕi(R) Iei ϕj(R).

Next, we study logical relations among various notions of no-envy. Let e and ê be extensions

such that e ⊆ ê. Then by definition, e-no-envy implies ê-no-envy and ê-weak no-envy implies

e-weak no-envy. Thus, we obtain the following.

Proposition 2. For each e ∈ {dl, ul}, the following logical relations hold:

sd-no-envy =⇒ e-no-envy = e-weak no-envy =⇒ e-weak no-envy.

6 The Generalized Serial and Random Priority Rules

In this section, we define the serial and random priority rules, introduce a family of rules that

generalize the serial rule, and assess them in terms of efficiency, no-envy, and strategy-proofness.

The serial rule (Bogomolnaia and Moulin, 2001), denoted S, is defined by a simultaneous con-

sumption algorithm, which works as follows. Each object is treated as a continuum of measure 1,

consisting of “(probability) shares” of the object. Shares of the objects are distributed over an

imaginary time horizon. At time t = 0, each agent starts consuming shares of his most preferred

object at unit speed. When an object is “exhausted”, i.e., all of its shares are distributed, each

agent who has consumed the object and whose total consumption is less than 1 moves on to his

next most preferred object and consumes its shares until it is exhausted, and so on. The algorithm

terminates when each agent’s consumption reaches 1. Collecting the information on each agent’s

consumption of all objects, we obtain an assignment. The serial rule selects this assignment.
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Next is the random priority rule. First, fix a priority order over the agents b : N → {1, · · · , n}
(for each pair i, j ∈ N , if b(i) < b(j), then agent i has a higher priority than agent j). The

sequential priority rule associated with priority order b, denoted SP b, assigns objects as

follows: first, the agent with the highest priority chooses his most preferred object; then the agent

with the second highest priority chooses his most preferred object among those available to him,

and so on. Since n! priority orders are possible, there are n! sequential priority rules. The random

priority rule, denoted RP , is an average of the sequential priority rules. That is, letting B be

the set of all priority orders, for each R ∈ R(A)N , RP (R) ≡ 1
n!

∑
b∈B SP

b(R).

Two properties of the serial rule are notable: in allocating objects, the names of agents do not

matter—anonymity—and neither do the names of objects—neutrality. But a mechanism designer

may wish to discard neutrality and favor particular preferences, without violating anonymity.

Consider, for instance, the problem of allocating on-campus housing units. Let us assume that

each housing unit is either a single or double room. If single rooms are more popular, the designer

may want to promote double rooms by assigning them, with a high probability, to students who

prefer them. Such asymmetric treatment of students is based on preferences, not identity. The

serial rule cannot serve this purpose because it is neutral. Thus, we generalize it by allowing the

speed at which probability shares are distributed to vary across objects.

An (allocation) speed function is a mapping σ : A × R+ → R++ such that for each k ∈ A,

(i) σ(k, ·) is measurable; and (ii) for each t ∈ R+, there is t̄ < ∞ satisfying
´ t̄
t
σ(k, τ) dτ = 1.

Let Σ be the set of all such functions. Let σ ∈ Σ. We define the generalized serial rule

associated with σ, denoted Sσ, by the generalized simultaneous consumption algorithm

associated with σ. To illustrate it, we again treat each object as a continuum of measure 1,

consisting of shares of the object. At time t = 0, each agent goes to his most preferred object.

For each (k, t) ∈ A × R+, at time t, shares of object k are allocated at speed σ(k, t) to those

agents who consume object k. Each agent consumes his most preferred object until either his total

consumption of shares reaches 1 or his most preferred object is exhausted. In the former case,

the agent is removed; and in the latter, the object is removed (the two cases may happen at the

same time). Then we continue the consumption process with the remaining agents and objects.

Each remaining agent moves on to the object he most prefers among those remaining. The process

terminates when each agent’s consumption reaches 1. Note that for each (k, t) ∈ A × R+, the

speed σ(k, t) of object k at time t is independent of the identity of the agents.

To define the algorithm formally, for each R ∈ R(A)N , each non-empty M ⊆ N , each non-

empty B ⊆ A, and each k ∈ B, let N∗(R,M,B,k) ≡ {i ∈ M : for each ` ∈ B, k Ri `}. Let

N0 ≡ N , A0 ≡ A, t0 ≡ 0, and π0 ≡ (0)i∈N,k∈A. For each s ∈ N, given (N s−1, As−1, ts−1, πs−1),

define (N s, As, ts, πs) recursively as follows. For each i ∈ N s−1, denoting by k the object agent i
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most prefers in As−1, let

ts(i) ≡ inf

{
t ∈ R+ :

ˆ t

ts−1

σ(k, τ) dτ +
∑
`∈A

πs−1
i` = 1

}
.

For each k ∈ As−1, let

ts(k) ≡ inf

{
t ∈ R+ : |N∗(R,N s−1, As−1, k)| ·

ˆ t

ts−1

σ(k, τ) dτ +
∑
i∈N

πs−1
ik = 1

}

if N∗(R,N s−1, As−1, k) 6= ∅; and ts(k) ≡ ∞ otherwise. Let ts ≡ minh∈Ns−1∪As−1 ts(h); N s ≡
N s−1\{i ∈ N s−1 : ts(i) = ts}; As ≡ As−1\{k ∈ As−1 : ts(k) = ts}; and πs ≡ (πsik)i∈N,k∈A, where for

each i ∈ N and each k ∈ A,

πsik ≡

π
s−1
ik +

´ ts
ts−1 σ(k, t) dt if i ∈ N∗(R,N s−1, As−1, k);

πs−1
ik otherwise.

By condition (ii) in the definition of speed functions, it follows that for each s ∈ N, ts <∞. Also,

for each s ∈ N, N s−1 ⊇ N s and As−1 ⊇ As, with at least one of the inclusions holding strictly.

Thus, there is ŝ ∈ N such that N ŝ = ∅ and Aŝ = ∅. Then πŝ ∈ Π, and Sσ chooses πŝ for R; i.e.,

Sσ(R) = πŝ.

Now we assess the family of generalized serial rules and the random priority rule based on the

axioms in Sections 4-5. The first criterion is efficiency. While the random priority rule is not

sd-efficient, for each σ ∈ Σ, the generalized serial rule associated with σ is sd-efficient. Further,

since sd-, dl-, and ul-efficiency are equivalent, we can state the (in)efficiency of these rules in more

general terms.

Theorem 5. (1) For each e ∈ {sd, dl, ul} and each σ ∈ Σ, the generalized serial rule associated

with σ is e-efficient.

(2) For each e ∈ {sd, dl, ul}, the random priority rule is not e-efficient.

Proof. We only prove part (1); part (2) follows from Theorem 4 and the fact that the random

priority rule is not sd-efficient (Bogomolnaia and Moulin, 2001). Let e ∈ {sd, dl, ul} and σ ∈
Σ. Let R ∈ R(A)N and π ≡ Sσ(R). By Theorem 4, it suffices to show that τ ≡ τ(R, π) is

acyclic. Suppose, by contradiction, that τ is cyclic; i.e., there are k1, · · · , km ∈ A such that

k1 τ k2 τ · · · τ km τ k1. For each h ∈ {1, · · · ,m}, there is ih ∈ N such that kh Pih kh+1 and πihkh+1
>

0 (with the convention that km+1 = k1). Now consider the generalized simultaneous consumption

algorithm associated with σ, applied to R. For each h ∈ {1, · · · ,m}, let sh+1 be the first step s

22



in the algorithm in which agent ih consumes object kh+1 (i.e., smallest s such that πsihkh+1
> 0).

Let h ∈ {1, · · · ,m}. Note that step sh+1 begins with the objects in Ash+1−1 and the agents in

N sh+1−1. Since kh Pih kh+1 and agent ih does not consume object kh in step sh+1, it follows that

kh /∈ Ash+1−1. Thus, sh < sh+1. Then s1 < s2 < · · · < sm < s1, a contradiction.

Remark 4. While our model is a fixed population framework, we can state the inefficiency of the

random priority rule in stronger terms by allowing n, the common number of agents and objects,

to approach infinity. Combined with part (2) of Theorem 5, Manea (2009, Theorem 1) yields the

following: for each e ∈ {sd, dl, ul}, the fraction of economies for which the random priority rule

selects an e-efficient assignment converges to zero as n→∞. 4

Next is no-envy. The serial rule satisfies sd-no-envy (Bogomolnaia and Moulin, 2001). Since

for each e ∈ {dl, ul}, sd-no-envy implies e-no-envy, the rule satisfies the strongest no-envy concept.

On the other hand, the generalized serial rules violate sd-no-envy in general (see Example 7 below),

and the same is true for the random priority rule. The strongest they satisfy is dl-no-envy.

Theorem 6. (1) For each σ ∈ Σ, the generalized serial rule associated with σ satisfies dl-no-envy.

(2) The random priority rule satisfies dl-no-envy.

Proof. Part (1). Let σ ∈ Σ, R ∈ R(A)N , and i, j ∈ N with i 6= j. Assume, without loss of

generality, that 1Pi 2Pi · · · Pi n. Let π ≡ Sσ(R). To show that πiR
dl
i πj, consider the generalized

simultaneous consumption algorithm associated with σ, applied to R. Let s1 be the step in which

object 1 is exhausted; i.e., s1 is such that 1 ∈ As1−1\As1 .18

Now we show that πi1 ≥ πj1. First, for each s ≤ s1 − 1, i ∈ N∗(R,N s, As, 1). Also, there is

t̂ ∈ [0, ts1 ] such that agent j consumes object 1 during the interval [t̂, ts1). Thus,

πs1i1 =

ˆ ts1

0

σ(1, t) dt ≥
ˆ ts1

t̂

σ(1, t) dt = πs1j1. (1)

Moreover, because object 1 is exhausted in Step s1, πi1 = πs1i1 and πj1 = πs1j1, so that πi1 ≥ πj1.

If πi1 > πj1, then πi P
dl
i πj. Assume, henceforth, that πi1 = πj1. Since for each t ∈ R+,

σ(1, t) > 0, Inequality (1) implies that in fact, t̂ = 0, so that for each k ∈ A, 1Rj k. Now let s2 be

the step in which the objects in {1, 2} are exhausted; i.e., s2 is such that As2−1 ∩ {1, 2} 6= ∅ and

As2 ∩ {1, 2} = ∅.
To show that πi2 ≥ πj2, note that s1 ≤ s2. If s1 = s2, then πi2 = πj2 = 0. If s1 < s2, then for

each s ∈ {s1, s1 + 1, · · · , s2 − 1}, i ∈ N∗(R,N s, As, 2). Also, there is t′ ∈ [ts1 , ts2 ] such that agent

18Note that Step s1 begins with the objects in As1−1 and the agents in Ns1−1.
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j consumes object 2 during the interval [t′, ts2). Thus,

πs2i2 =

ˆ ts2

ts1
σ(2, t) dt ≥

ˆ ts2

t′
σ(2, t) dt = πs2j2. (2)

Moreover, because object 2 is exhausted in Step s2, πi2 = πs2i2 and πj2 = πs2j2, so that πi2 ≥ πj2.

If πi2 > πj2, then πi P
dl
i πj. Otherwise, we can repeat the above argument to eventually obtain

that πiR
dl
i πj.

Part (2). Let R ∈ R(A)N and i, j ∈ N with i 6= j. Assume, without loss of generality,

that 1Pi 2Pi · · · Pi n. Let π ≡ RP (R). Let m ≡ n!
2

, and enumerate the set of all priority orders

over N as follows: B = {b1, b
′
1, b2, b

′
2, · · · , bm, b′m}, where for each h ∈ {1, · · · ,m}, (i) bh and b′h

differ only on the priorities of agents i and j; and (ii) bh(i) < bh(j) and b′h(i) > b′h(j). Note that

πi = 1
2m

∑
h∈{1,··· ,m} SP

bh
i (R) + SP

b′h
i (R) and πj = 1

2m

∑
h∈{1,··· ,m} SP

bh
j (R) + SP

b′h
j (R).

First, we show that πi1 ≥ πj1. It suffices to show that for each h ∈ {1, · · · ,m},

SP bh
i1 (R) + SP

b′h
i1 (R) ≥ SP bh

j1 (R) + SP
b′h
j1 (R). (3)

Let h ∈ {1, · · · ,m}. By the definition of the sequential priority rules, SP bh
i1 (R) ≥ SP

b′h
j1 (R) and

SP
b′h
i1 (R) ≥ SP bh

j1 (R). Thus, Inequality (3) follows.

If πi1 > πj1, then πi P
dl
i πj. Thus, assume, henceforth, that πi1 = πj1. Before showing that

πi2 ≥ πj2, we first show that for each k ∈ A, 1Rj k. Since πi1 = πj1, for each h ∈ {1, · · · ,m},
Inequality (3) holds with equality. This means that for each h ∈ {1, · · · ,m}, SP bh

i1 (R) = SP
b′h
j1 (R)

and SP
b′h
i1 (R) = SP bh

j1 (R). Thus, for each k ∈ A, 1Rj k.

Next, we show that πi2 ≥ πj2. Since πi1 = πj1, it suffices to show that for each h ∈ {1, · · · ,m},

∑
k∈{1,2}

SP bh
ik (R) +

∑
k∈{1,2}

SP
b′h
ik (R) ≥

∑
k∈{1,2}

SP bh
jk (R) +

∑
k∈{1,2}

SP
b′h
jk (R). (4)

Let h ∈ {1, · · · ,m}. Recall that that for each k ∈ A, 1Rj k. Then by the definition of the sequential

priority rules,
∑

k∈{1,2} SP
bh
ik (R) ≥

∑
k∈{1,2} SP

b′h
jk (R) and

∑
k∈{1,2} SP

b′h
ik (R) ≥

∑
k∈{1,2} SP

bh
jk (R).

Thus, Inequality (4) follows.

If πi2 > πj2, then πi P
dl
i πj. If πi2 = πj2, we can repeat the above argument to show that

πi3 ≥ πj3. We omit the details.

Bogomolnaia and Moulin (2001) note that the random priority rule satisfies sd-weak no-envy,

but not sd-no-envy. Theorem 6 says that it satisfies a stronger property, dl-no-envy. This also

implies that the random priority rule violates sd-no-envy because it violates ul-no-envy.
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Example 7. A generalized serial rule may violate sd-no-envy. Let N ≡ {1, 2, 3} and A ≡ {1, 2, 3}.
Let ε ∈ (0, 1

2
) and let σ ∈ Σ be such that for each t ∈ R+, σ(1, t) = ε and σ(2, t) = σ(3, t) = 1.

To show that Sσ violates sd-no-envy, consider R ∈ R(A)N such that (i) 1P1 2P1 3; and (ii) for

each i ∈ {2, 3}, 2Pi 1Pi 3. Let π ≡ Sσ(R). Then π1 =
(

1+2ε
3
, 0, 2−2ε

3

)
and π2 = π3 =

(
1−ε

3
, 1

2
, 1+2ε

6

)
.

Since π11 + π12 < π21 + π22, it is not the case that π1R
sd
1 π2. 4

In terms of strategy-proofness, the random priority rule outperforms all the generalized serial

rules. The former is sd-strategy-proof (Bogomolnaia and Moulin, 2001), and hence dl- and ul-

strategy-proof. By contrast, the serial rule is only dl-strategy-proof and in general, the generalized

serial rules are not dl-strategy-proof (see Example 8 below).19

Theorem 7. (1) The serial rule is dl-strategy-proof, and hence dl-lie monotonic.20

(2) For each e ∈ {sd, dl, ul}, the random priority rule is e-strategy-proof, and hence e-lie

monotonic.

While the proof of part (1) in Theorem 7 is relegated to Appendix B, we convey the main

intuition informally. By Theorem 1, it is enough to verify that the serial rule is dl-adjacent

strategy-proof. Suppose that agent i with true preference relation Ri, say, reports a preference

relation R′i adjacent to Ri while all the other agents announce R−i. Let k, ` ∈ A be such that k Pi `

and ` P ′i k. Now consider the simultaneous consumption algorithm, applied to R and (R′i, R−i).

When agent i changes his announcement from Ri to R′i, the probability that he receives object k

cannot go up. And if that probability is unaffected, so is the whole lottery he receives. Thus, the

serial rule is dl-adjacent strategy-proof.

Bogomolnaia and Moulin (2001) show that the serial rule is sd-weak strategy-proof but not

sd-strategy-proof. Theorem 7 shows that indeed, it satisfies a stronger property, dl-strategy-

proofness. Moreover, since sd-strategy-proofness is equivalent to the combination of dl- and ul-

strategy-proofness, it follows that the serial rule violates sd-strategy-proofness because it violates

ul-strategy-proofness.

Example 8. A generalized serial rule may not be dl-strategy-proof. Let N ≡ {1, · · · , 5} and

A ≡ {1, · · · , 5}. Let σ ∈ Σ be such that (i) for each k ∈ {1, 3, 4, 5} and each t ∈ R+, σ(k, t) = 1;

and (ii) for each t ∈ R+, σ(2, t) = 1
3
. Let R ∈ R(A)N be the economy specified in Figure 3 (the

unspecified part of R1 and R2 can be completed in an arbitrary way). Let π ≡ Sσ(R). It is easy to

compute that π3 = (0, 1
3
, 1

6
, 1

2
, 0). Now consider agent 3. Let R′3 ∈ R(A) be the preference relation

specified in Figure 3. Let π′ ≡ Sσ(R′3, R−3). Simple calculation shows that π′3 = (0, 1
3
, 0, 1

2
, 1

6
), so

that π′3 P
dl
3 π3. Thus, Sσ is not dl-strategy-proof. 4

19I thank Jay Sethuraman for providing an example where a generalized serial rule is not dl-strategy-proof.
20Schulman and Vazirani (2012), independent of ours, also prove that the serial rule is dl-strategy-proof.
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R1 R2 R3 R4 R5

1 1 2 2 2
4 5 4 5 5
· · 5 3 3
· · 3 4 4
· · 1 1 1

R′3
2
5
4
3
1

Figure 3: A generalized serial rule may not be dl-strategy-proof (Example 8). Let N ≡ {1, · · · , 5} and

A ≡ {1, · · · , 5}. Let σ ∈ Σ be such that (i) for each k ∈ {1, 3, 4, 5} and each t ∈ R+, σ(k, t) = 1; and (ii)

for each t ∈ R+, σ(2, t) = 1
3 . Let R ∈ R(A)N and R′3 ∈ R(A) be as specified above. Let π ≡ Sσ(R) and

π′ ≡ Sσ(R′3, R−3). Since π′3 P
dl
3 π3, Sσ is not dl-strategy-proof .

We have seen that the serial rule satisfies dl-efficiency, dl-no-envy, and dl-strategy-proofness.

Saban and Sethuraman (2013) show, by a counter-example, that the serial rule is not the only rule

with those properties.

7 Concluding Remarks

The growing literature on probabilistic assignment takes the ordinal approach based on the sd-

extension. Although the use of the sd-extension is well justified, taking it as the only way of

extending preferences over objects to preferences over lotteries limits our analysis of assignment

problems. In an attempt to complement the current practice, we introduce the dl- and ul-extensions

and re-examine standard properties of assignment rules from the perspective of all three extensions.

Some of our results are interesting in their own right; e.g., the equivalence of e-strategy-

proofness, e-adjacent strategy-proofness, and e-lie monotonicity for each e ∈ {sd, dl, ul}, and the

equivalence of sd-, dl-, and ul-efficiency. But they also show that existing results (Carroll, 2012;

Sato, 2013a; Haeringer and Halaburda, 2014; McLennan, 2002; Abdulkadiroğlu and Sönmez, 2003a;

Liu and Pycia, 2012) do not rely on specifics of the sd-extension and are, in fact, part of a more

general phenomenon. We hope that our extension approach helps uncover and address issues that

are overlooked when only one extension is considered.

A Appendix: Sufficiency of Adjacent Strategy-proofness

This appendix provides a proof of Theorem 1. First, we introduce an auxiliary axiom, which we

call e-within-m strategy-proofness, where m ∈ N. It requires that no agent benefit from reporting

a preference relation lying within distance m (according to metric d(·, ·)) from his true preference

relation.
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e-Within-m strategy-proofness: For each R ∈ DN , each i ∈ N , and each R′i ∈ D such that

d(Ri, R
′
i) ≤ m, ϕi(R)Re

i ϕi(R
′
i, R−i).

Clearly, e-adjacent strategy-proofness and e-strategy-proofness are special cases of e-within-m

strategy-proofness. In three lemmas below, we show that for each e ∈ {sd, dl, ul} and each m ∈ N,

under the respective domain assumptions, e-within-m strategy-proofness implies e-within-(m + 1)

strategy-proofness. Then it follows that e-adjacent strategy-proofness implies e-strategy-proofness.

We first prove the implication for the sd-extension.

Lemma 1. Let D be a connected domain satisfying the non-restoration property. Then for each

m ∈ N, sd-within-m strategy-proofness implies sd-within-(m+ 1) strategy-proofness.

Proof. Let D be as in the lemma. Let ϕ be an sd-within-m strategy-proof rule defined on DN .

Let R ∈ DN and i ∈ N . Let R′i ∈ D be such that d(Ri, R
′
i) ≤ m + 1. Let πi ≡ ϕi(R) and

π′i ≡ ϕi(R
′
i, R−i). If d(Ri, R

′
i) ≤ m, then by sd-within-m strategy-proofness, πiR

sd
i π

′
i. Thus,

assume, henceforth, that d(Ri, R
′
i) = m + 1. Suppose, without loss of generality, that Ri is such

that 1Pi 2Pi · · · Pi n. By the assumptions on D, there is a path {R0
i , R

1
i , · · · , Rm

i , R
m+1
i } from Ri

to R′i in D without restoration. Let R̂i ≡ Rm
i and π̂i ≡ ϕi(R̂i, R−i). Since R̂i and R′i are adjacent,

there are exactly two objects k1, k2 ∈ A such that k1 P̂i k2 and k2 P
′
i k1. Moreover, since the path

{R0
i , R

1
i , · · · , Rm

i , R
m+1
i } is without restoration, k1 Pi k2.

Since d(Ri, R̂i) = m, by sd-within-m strategy-proofness, πiR
sd
i π̂i; i.e., for each ` ∈ A,

∑
h∈{1,··· ,`} πih ≥∑

h∈{1,··· ,`} π̂ih. Also, by sd-within-1 strategy-proofness, π̂i R̂
sd
i π

′
i and π′i (R′i)

sd π̂i. This means that

for each ` ∈ A\{k1, k2}, π̂i` = π′i`, π̂ik1 ≥ π′ik1 , and π̂ik2 ≤ π′ik2 . To show that πiR
sd
i π

′
i, we check

several inequalities as follows.

First, for each ` ∈ A such that ` Pi k1, π̂i1 = π′i1, · · · , π̂i` = π′i`, so that
∑

h∈{1,··· ,`} πih ≥∑
h∈{1,··· ,`} π̂ih =

∑
h∈{1,··· ,`} π

′
ih.

Also, since π̂ik1 ≥ π′ik1 ,
∑

h∈{1,··· ,k1} πih ≥
∑

h∈{1,··· ,k1} π̂ih ≥
∑

h∈{1,··· ,k1} π
′
ih.

For each ` ∈ A such that k1 Pi ` Pi k2,
∑

h∈{1,··· ,`} πih ≥
∑

h∈{1,··· ,`} π̂ih =
∑

h∈{1,··· ,k1} π̂ih +∑
h∈{k1+1,··· ,`} π̂ih ≥

∑
h∈{1,··· ,k1} π

′
ih +

∑
h∈{k1+1,··· ,`} π

′
ih =

∑
h∈{1,··· ,`} π

′
ih.

Also, since π̂ik1 + π̂ik2 = π′ik1 + π′ik2 ,
∑

h∈{1,··· ,k2} πih ≥
∑

h∈{1,··· ,k2} π̂ih =
∑

h∈{1,··· ,k2}\{k1,k2} π̂ih +

π̂ik1 + π̂ik2 =
∑

h∈{1,··· ,k2}\{k1,k2} π
′
ih + π′ik1 + π′ik2 =

∑
h∈{1,··· ,k2} π

′
ih.

For each ` ∈ A such that k2 Pi `,
∑

h∈{1,··· ,`} πih ≥
∑

h∈{1,··· ,`} π̂ih =
∑

h∈{1,··· ,`} π
′
ih. Thus, we

conclude that πiR
sd
i π

′
i.

Next, we prove the implication for the dl-extension.

Lemma 2. Let D be a connected domain satisfying the POF path property. Then for each m ∈ N,

dl-within-m strategy-proofness implies dl-within-(m+ 1) strategy-proofness.
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Proof. Let D be as in the lemma. Let m ∈ N. Let ϕ be a dl-within-m strategy-proof rule.

Let R ∈ DN and i ∈ N . Let R′i ∈ D be such that d(Ri, R
′
i) ≤ m + 1. Let πi ≡ ϕi(R) and

π′i ≡ ϕi(R
′
i, R−i). If d(Ri, R

′
i) ≤ m, then by dl-within-m strategy-proofness, πiR

dl
i π
′
i. Thus,

assume, henceforth, that d(Ri, R
′
i) = m + 1. Suppose, without loss of generality, that Ri is such

that 1Pi 2Pi · · · Pi n and that R′i is such that k1 P
′
i k2 P

′
i · · · P ′i kn. We distinguish two cases.

Case 1: k1 6= 1.

Since D satisfies the POF path property, there is R̂i ∈ D such that (i) d(Ri, R̂i) = 1; and (ii)

the ranking of object k1 is higher according to R̂i than according to Ri. Let π̂i ≡ ϕi(R̂i, R−i).

Since m ≥ 1, by dl-within-m strategy-proofness, πiR
dl
i π̂i and π̂i R̂

dl
i πi, so that

either (i) πi=π̂i (5)

or (ii) for each ` ∈ {1, · · · , k1 − 2}, πi` = π̂i`;

πi,k1−1 > π̂i,k1−1; and πik1 < π̂ik1 .

Further, since d(R̂i, R
′
i) = m, again by dl-within-m strategy-proofness, π̂i R̂

dl
i π
′
i and π′i (R

′
i)
dl π̂i.

If π̂i = π′i, then by πiR
dl
i π̂i, πiR

dl
i π
′
i. Thus, assume, henceforth, that π̂i 6= π′i, so that π̂i P̂

dl
i π′i.

Now there are four subcases.

Case 1.1: There is `∗ ∈ {1, · · · , k1 − 2} such that (i) for each ` ∈ {1, · · · , `∗ − 1}, π̂i` = π′i`;

and (ii) π̂i`∗ > π′i`∗.

Case 1.2: For each ` ∈ {1, · · · , k1 − 2}, π̂i` = π′i` and π̂ik1 > π′ik1.

Case 1.3: For each ` ∈ {1, · · · , k1 − 2, k1}, π̂i` = π′i` and π̂i,k1−1 > π′i,k1−1.

Case 1.4: There is `∗ ∈ {k1 + 1, · · · , n} such that (i) for each ` ∈ {1, · · · , `∗ − 1}, π̂i` = π′i`;

and (ii) π̂i`∗ > π′i`∗.

In Cases 1.1, 1.3, and 1.4, Statement (5) implies that πi P
dl
i π′i. In Case 1.2, it follows that

π̂i (P
′
i )
dl π′i, in contradiction to π′i (R

′
i)
dl π̂i. (Note that if k1 = 2, then Case 1.1 does not apply.) In

sum, πiR
dl
i π
′
i, as desired.

Case 2: There is h ∈ {2, · · · , n} such that (i) for each h̃ ∈ {1, · · · , h − 1}, kh̃ = h̃; and (ii)

kh 6= h.

The argument is essentially the same as that in Case 1; only minor changes in notation are

needed. The proof is omitted.

Finally, we prove the implication for the ul-extension.

Lemma 3. Let D be a connected domain satisfying the LOF path property. Then for each m ∈ N,

ul-within-m strategy-proofness implies ul-within-(m+ 1) strategy-proofness.
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Proof. Let D be as in the lemma. Let m ∈ N. Let ϕ be a ul-within-m strategy-proof rule.

Let R ∈ DN and i ∈ N . Let R′i ∈ D be such that d(Ri, R
′
i) ≤ m + 1. Let πi ≡ ϕi(R) and

π′i ≡ ϕi(R
′
i, R−i). If d(Ri, R

′
i) ≤ m, then by ul-within-m strategy-proofness, πiR

ul
i π

′
i. Thus,

assume, henceforth, that d(Ri, R
′
i) = m + 1. Suppose, without loss of generality, that Ri is such

that 1Pi 2Pi · · · Pi n and that R′i is such that k1 P
′
i k2 P

′
i · · · P ′i kn. We distinguish two cases.

Case 1: kn 6= n.

Since D satisfies the LOF path property, there is R̂i ∈ D be such that (i) d(Ri, R̂i) = 1; and

(ii) the ranking of object kn is lower according to R̂i than according to Ri. Let π̂i ≡ ϕi(R̂i, R−i).

Since m ≥ 1, by ul-within-m strategy-proofness, πiR
ul
i π̂i and π̂i R̂

ul
i πi, so that

either (i) πi=π̂i (6)

or (ii) for each ` ∈ {n, n− 1, · · · , kn + 2}, πi` = π̂i`;

πi,kn+1 < π̂i,kn+1; and πikn > π̂ikn .

Further, since d(R̂i, R
′
i) = m, again by ul-within-m strategy-proofness, π̂i R̂

ul
i π

′
i and π′i (R

′
i)
ul π̂i.

If π̂i = π′i, then by πiR
ul
i π̂i, πiR

ul
i π

′
i. Thus, assume, henceforth, that π̂i 6= π′i, so that π̂i P̂

ul
i π′i.

Now there are four subcases.

Case 1.1: There is `∗ ∈ {n, n− 1, · · · , kn + 2} such that (i) for each ` ∈ {n, n− 1, · · · , `∗+ 1},
π̂i` = π′i`; and (ii) π̂i`∗ < π′i`∗.

Case 1.2: For each ` ∈ {n, n− 1, · · · , kn + 2}, π̂i` = π′i` and π̂ikn < π′ikn.

Case 1.3: For each ` ∈ {n, n− 1, · · · , kn + 2, kn}, π̂i` = π′i` and π̂i,kn+1 < π′i,kn+1.

Case 1.4: There is `∗ ∈ {kn−1, kn−2, · · · , 1} such that (i) for each ` ∈ {n, n−1, · · · , `∗+1},
π̂i` = π′i`; and (ii) π̂i`∗ < π′i`∗.

In Cases 1.1, 1.3, and 1.4, Statement (6) implies that πi P
ul
i π′i. In Case 1.2, it follows that

π̂i (P
′
i )
ul π′i, in contradiction to π′i (R

′
i)
ul π̂i. (Note that if kn = n−1, then Case 1.1 does not apply.)

In sum, πiR
ul
i π

′
i, as desired.

Case 2: There is h ∈ {n, · · · , 2} such that (i) for each h̃ ∈ {n, n− 1, · · · , h+ 1}, kh̃ = h̃; and (ii)

kh 6= h.

The argument is essentially the same as that in Case 1; only minor changes in notation are

needed. The proof is omitted.
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B Appendix: dl-strategy-proofness of the Serial Rule

In this appendix, we prove part (1) of Theorem 7. By Theorem 1, it suffices to show that the

serial rule, denoted S, is dl-adjacent strategy-proof. Let R ∈ R(A)N and i ∈ N . Let R′i ∈ R(A) be

adjacent to Ri. Without loss of generality, assume that 1Pi 2Pi · · · Pi n. Let k ∈ A be such that

(k + 1)P ′i k. Let π ≡ S(R) and π′ ≡ S(R′i, R−i). Suppose, by contradiction, that π′i P
dl
i πi.

Consider the simultaneous consumption algorithm applied to the economy R. We use the

following notation throughout the proof.21 For each (`, t) ∈ A × R+, let N(`, t) be the set of

agents who consume object ` at time t; i.e., for each ` ∈ A and each t ∈ R+ such that t ∈ [ts−1, ts)

for some s ∈ N, N(`, t) ≡ N∗(R,N s−1, As−1, `). Note that N(`, t) may be empty. Also, for each

` ∈ A, let t(`) be the time at which object ` is exhausted; i.e., t(`) ≡ sup{t ∈ R+ : N(`, t) 6= ∅}.
Let t0 ≡ max`∈{1,··· ,k−1} t(`) if k 6= 1; and t0 ≡ 0 otherwise. Define N ′(`, t), t′(`), and t′0 similarly

for the economy (R′i, R−i).

It is easy to see that for each ` ∈ {1, · · · , k− 1}, πi` = π′i` and t0 = t′0. Now we proceed in four

steps.

Step 1: t(k) ≤ t′(k).

In the algorithm that determines π, agent i consumes object k during the interval [t0, t(k)), so

that πik = t(k) − t0. On the other hand, in the algorithm that determines π′, agent i consumes

object k during a subinterval of [t0, t
′(k)). Thus, if t(k) > t′(k),

π′ik ≤ t′(k)− t0 < t(k)− t0 = πik,

contradicting that π′i P
dl
i πi.

Step 2: For each t ∈ [t0, t(k)), N(k, t)\{i} = N ′(k, t)\{i}.
We only show that for each t ∈ [t0, t(k)), N(k, t)\{i} ⊆ N ′(k, t)\{i}; the reverse inclusion

can be proved similarly. Suppose, by contradiction, that there are t̂ ∈ [t0, t(k)), j ∈ N\{i}, and

ˆ̀∈ A\{k} such that j ∈ N(k, t̂) ∩N ′(ˆ̀, t̂). We proceed in three steps.

Step 2.1: Let B ≡ {` ∈ A\{k} : t(`) < t′(`)} and h ≡ arg min`∈B t(`). Then B 6= ∅ and

t(h) < t(k).

Since t̂ < t(k) ≤ t′(k) and j ∈ N ′(ˆ̀, t̂), ˆ̀Pj k and t̂ < t′(ˆ̀). Also, since j ∈ N(k, t̂), t(ˆ̀) ≤ t̂.

Thus, ˆ̀∈ B, so that B 6= ∅. Further, since t(h) ≤ t(ˆ̀) ≤ t̂ < t(k), t(h) < t(k).

Step 2.2: There are t̄ ∈ [t0, t(h)) and j′ ∈ N such that j′ ∈ N(h, t̄) ∩N ′(h, t̄)c.
21Some of the notations are borrowed from Bogomolnaia and Moulin (2001).
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Suppose, by contradiction, that for each t ∈ [t0, t(h)), N(h, t) ⊆ N ′(h, t). Since t(h) < t′(h),

1 =

ˆ t′(h)

0

|N ′(h, t)| dt

=

ˆ t0

0

|N ′(h, t)| dt+

ˆ t(h)

t0

|N ′(h, t)| dt+

ˆ t′(h)

t(h)

|N ′(h, t)| dt

>

ˆ t0

0

|N(h, t)| dt+

ˆ t(h)

t0

|N(h, t)| dt

=

ˆ t(h)

0

|N(h, t)| dt

= 1,

where the inequality follows from the fact that there is t̃ ∈ [t(h), t′(h)) such that for each t ∈
[t̃, t′(h)), N ′(h, t) 6= ∅. This is a contradiction.

Step 2.3: Let h′ ∈ A be such that j′ ∈ N ′(h′, t̄). Then h′ ∈ B and t(h′) < t(h), contradicting

our choice of h.

By Steps 2.1 and 2.2, t̄ < t(h) < t(k). Also, in the algorithm that determines π, agent i

consumes object k during [t0, t(k)). Thus, j′ 6= i. Since t̄ < t(h) < t′(h) and j′ ∈ N ′(h′, t̄), h′ Pj′ h
and t̄ < t′(h′). Since j′ ∈ N(h, t̄), the fact that h′ Pj′ h implies that t(h′) ≤ t̄. Thus, h′ ∈ B.

Moreover, t(h′) ≤ t̄ < t(h).

Step 3: (i) t(k) = t′(k); (ii) πik = π′ik; and (iii) in the algorithm that determines π′, agent i

consumes object k during the interval [t0, t
′(k)) = [t0, t(k)).

To show (i), suppose, by contradiction, t(k) 6= t′(k). By Step 1, t(k) < t′(k). Note that for

each t ∈ [0, t0), N(k, t) = N ′(k, t). Thus,

1− πik =

ˆ t(k)

0

|N(k, t)\{i}| dt

=

ˆ t0

0

|N(k, t)\{i}| dt+

ˆ t(k)

t0

|N(k, t)\{i}| dt

=

ˆ t0

0

|N ′(k, t)\{i}| dt+

ˆ t(k)

t0

|N ′(k, t)\{i}| dt

<

ˆ t0

0

|N ′(k, t)\{i}| dt+

ˆ t(k)

t0

|N ′(k, t)\{i}| dt+

ˆ t′(k)

t(k)

|N ′(k, t)\{i}| dt

=

ˆ t′(k)

0

|N ′(k, t)\{i}| dt

= 1− π′ik,

where the third equality follows from Step 2 and the inequality from the fact that there is t̃ ∈
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[t(k), t′(k)) such that for each t ∈ [t̃, t′(k)), N ′(k, t)\{i} 6= ∅. Thus, πik > π′ik, contradicting that

π′i P
dl
i πi.

To show (ii) and (iii), recall that in the algorithm that determines π′, agent i consumes object

k during a subinterval of [t0, t
′(k)). Since t(k) = t′(k) and π′ik ≥ πik, agent i, in fact, consumes

object k during the interval [t0, t
′(k)) = [t0, t(k)). Thus, π′ik = t′(k)− t0 = πik.

Step 4: Concluding.

If t(k) ≤ t0, then object k is not available at time t0 in each of the two algorithms that determine

π and π′, respectively. Thus, the two algorithms coincide. If t(k) > t0, then by (iii) in Step 3,

t′(k + 1) ≤ t0 and object k + 1 is not available at time t0 in each of the two algorithms. Thus, the

two algorithms again coincide. In either case, π = π′, in contradiction to π′i P
dl
i πi.
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