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ABSTRACT 
Transcoding web pages for ease of use for small screen device users 
and for disabled users have been researched extensively. However, 
there has been very little research on transcoding web pages based 
on understanding and predicting users’ experiences. In this paper, 
we discuss the concept of experience­based transcoding, called “ex­
periential transcoding”, and present our initial work on identifying 
patterns in eye­tracking data to guide transcoding of web pages for 
improving the experience of blind and situationally impaired users. 

Keywords 
Transcoding, Eyetracking, UX, Mobile Web, Visual Disability, Sit­
uational Impairment 

Categories and Subject Descriptors 
H.1.2 [User/Machine Systems]: Human information processing.; 
H.5.4 [Hypertext/Hypermedia]: Navigation, User issues. 

1. INTRODUCTION 
The World Wide Web (web) is not anymore ‘Desktop only’. It 

can accessed by different devices with different requirements and 
constraints. This enriches the web but brings a lot of burden on web 
designers. Typically, web pages are designed for visual interaction 
under specific conditions, which means it is difficult to access in 
alternative forms [8, 16]. One approach to address this problem is 
transcoding which reengineers web pages such that they are easy 
to access by small screen devices and by assistive technologies [2]. 
There has been significant research on transcoding but so far the 
focus has been on using the content as input to transcode web 
pages. In this communication paper, we expand on the concept of 
experience­based transcoding, called “experiential transcoding”, 
which we first rationalised in in our previous SASWAT1project [4] 
and later contextualised [7]. Experiential transcoding differs from 
plain content transcoding because it is user centred and includes 
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techniques that transcode web pages based on understanding and 
predicting users’ experience. One approach to understand users’ 
experience is to use eyetracking data. Eye tracking has widely 
been used to investigate cognitive processes for over 30 years [12], 
but comparatively speaking, monitoring people’s eye movements 
during web use is a relatively new area [17]. While reading, the 
eye does not generally move smoothly but it makes continuous 
movements called saccades. Between the saccades fixations occur 
where the eye is relatively immobile and those fixations show the 
area where attention is being allocated. Scanpaths are repetitive se­
quences of fixations and saccades that occur upon a visual stimulus. 
In our previous work, we have investigated fixations and saccades 
to understand how people use visual elements of web pages [17], 
how they allocate their attention to dynamic content [11], and how 
they process simple and complex pages [3]. These studies gener­
ated enormous amount of data and in our current project, called 
eMine2, we are developing an algorithm for identifying people’s 
scanpaths and relate those scanpaths to visual elements of web 
pages. By relating scanpaths to the underlying source code of 
web pages, we are aiming to achieve “experiential transcoding” of 
web pages such that they are easier to access in constrained en­
vironments for both small screen device users and disabled users 
who use assistive technologies to access the web. In this paper, 
we present our preliminary work on identifying common scanpaths 
and explain how those scanpaths can be used for achieving experi­
ential transcoding. 

2. RELATED WORK 
Transcoding is the manipulation of content in various ways to 

make it more suitable for alternative presentation, such as on small 
screen devices and audio presentation. Transcoding can be achieved 
by using different approaches, such as by using heuristics, users’ 
preferences, external annotations or via proxy [2]. Transcoding 
methods include adding a skip link, generating summaries of the 
content, generating thumbnail images of web pages, ranking and 
reordering the content, segmenting content into smaller fragments 
and removing irrelevant content [2]. Although existing research 
shows that transcoding techniques improve disabled and mobile 
web users’ experience on the web [18], it is also clear that a good 
transcoding technique depends on a good understanding of struc­
ture, content and context of use [17]. Unfortunately, not many of 
these studies try to understand how web pages are used in reality 
to do transcoding. We believe eye­tracking studies provide a good 
way of achieving that. 

Eye tracking has widely been used to investigate cognitive pro­
cesses for over 20 years [12], but eye tracking during web use is 
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a relatively new area [9]. The most obvious applications of eye­
tracking are in improving the standard design and layout of web 
pages, and evaluating their usability [13]. Studies have also ex­
amined the saliency of items on a page under varying conditions, 
how eye movements vary according to information scent and how 
looking for a menu is influenced by page complexity and prior ex­
pectations [10]. In our previous work, we have investigated fix­
ations and saccades, which are considered as static metrics [14], 
to understand how people use visual elements of web pages [17], 
how they allocate their attention to dynamic content [11], how they 
process simple and complex pages [3]. Alternative dynamic met­
ric for analysing eye tracking data is scanpath analysis [14]. Al­
though there are a number of studies on scanpath analysis, these 
studies focus on “String­edit” algorithm which uses web pages as 
images [14] and none of these studies investigated the relationship 
between scanpaths, visual elements of web pages and the underly­
ing source code. Without relating the scanpath to the underlying 
source code, it is very limited what you can achieve with the eye 
tracking data. 

3. EYETRACKING APPROACH 
Our aim is to address a gap in the literature and develop an al­

gorithm to mine the eye tracking data to identify scanpaths and 
relate them to visual elements of web pages and the underlying 
source code, so that web pages can be transcoded to provide bet­
ter user experience to disabled and mobile web users. This kind of 
transcoding will be an example of “experiential transcoding”. 

3.1 Segmentation 
Eye tracking data analysis is typically performed by creating ar­

eas of interests on web pages (AoI). These are then used to under­
stand how people’s eyes traverse a web page. Typically these AoIs 
are specified manually by the person who analyses the eyetracking 
data. However, as we have suggested in our previous work [17], 
web pages are designed in such a way that they include visual ele­
ments to guide the user in traversing and reading the content. To au­
tomate the process of identifying the visual elements, we have ex­
tended and improved the well known web page segmentation algo­
rithm called VIPS [1], and developed it on the Accessibility Tools 
Framework (ACTF) platform3. This extended algorithm takes a 
web page and uses both the visual presentation and the underly­
ing source code to divide a web page into a number of segments, 
for example Figure 1 shows an automatically segmented web page. 
Here, segment B is the header, segment D is the menu, segments 
A, C and F are part of main content, and segment G is the footer. 

3.2 Eyetracking in terms of Visual Elements 
Once we automatically segment a web page to identify visual 

elements, we can take an eyetracking data and relate it to these 
segments. This would allow us to mine the interesting patterns in 
eyetracking that which would allow us to understand and predict 
how people would use a web page. 

Figure 1 has been used in another eyetracking study [5] to in­
vestigate how people interact with dynamic content. Here we re­
purpose that eyetracking data and investigate it to see how we can 
use this eyetracking data set to understand and predict the users’ 
experience. Twelve people participated in this eyetracking study 
who were students/university employees between the ages of 18­
45 and Figure 2 shows the heatmap of the collected eyetracking 
data. The task on this page was to locate the latest news and click 
on the special offers. Out of these 12 participants, there were some 

3http://www.eclipse.org/actf/ 

Figure 1: Example Segmented Web Page. 

Scanpath 
S1: ABCBDCACACBEBDEBE 
S2: CAEBEBDEBEBEDEDCECEDECACDC 
S3: CABFACDCDEDAEDFDADFAEDEDEDEDEDACDCDEDC 
S4: CACDCDCACFDEBECACDEBDEBEBEBEBECEDECECD 
S5: DACADEDEDEDEDEDC 
S6: DCDCABEDCD 
S7: BDCEBCDCDCDEDEDCD 
S8: CACDECECD 
S9: BCECDCDCDEDECDC 
S10: CACDADCBECDCB 

Table 1: Sample Scanpaths on Figure 1 

problems in eye­tracking recordings for two participants since they 
were distracted, therefore we eliminated their data from our further 
study. Table 1 shows the scanpaths of these participants in terms 
of the visual elements given in Figure 1. In order to also support 
the overlying of eyetracking data onto given visual elements on a 
web page, we extended our VIPS algorithm implementation on the 
ACTF platform. Once a web page is automatically segmented, one 
can export existing eyetracking data set on that particular page to 
see the scanpaths of those participants in terms of the visual ele­
ments that are automatically identified. As can be seen from Ta­
ble 1 people have different strategies to complete the same task, 
and they follow slightly different paths to achieve the same task. 
For example, participant 3 and 4 followed a longer path in terms 
of the number of visual elements visited to complete the given task 
compared to participant 6 and 8. 

3.3 Patterns in Scanpaths 
In order to properly compare the scanpaths, their similarities and 

Figure 2: Heat Map of an Example Web Page. 

http://www.eclipse.org/actf/


differences, there exist algorithms in the literature [12]. Most of 
these studies are based on the algorithm known as “String­Edit” 
that compares two strings of data and finds out if they are similar 
or not. However, these algorithms mainly compare two scanpaths 
as given as string inputs and finds if they are similar. Furthermore, 
these algorithms mainly interpret input as images and there is no 
further understand of the underlying source code. However, in or­
der to be able to use the identified patterns in transcoding, we need 
to be able to relate scanpaths to the underlying source code. Our 
approach, however, explained in the previous section allows us to 
generate scanpaths in terms of visual elements of web pages. 

When we look at the literature, there is also not much research 
that takes more than two scanpaths and tries to understand how 
people traverse a web page, and tries to finds common patterns in 
scanpaths – Dotplots and T­Pattern are two examples [6]. However, 
when we look at these example algorithms, they all suffer from the 
following limitations: 

•	 They are reductionist. When multiple scanpaths are com­
pared, the existing algorithms are very reductionist. When 
the number of scanpaths increase, the common scanpaths get 
smaller and not very useful. For example, for the data set 
in Table 1, Dotplots algorithm generates “D” as the common 
scanpath. This is actually valid conclusion as all the partici­
pants were asked to locate the “special offers” which is part 
of the menu in visual element D. Recently, there has been 
also some work on improving Dotplots to address the issue 
of being reductionist but further work needs to be conducted 
on this issue. 

•	 They tend to ignore the complexities of underlying cognitive 
processes: when one follows a path to achieve a task, there 
is a reasoning that affects their decision, and none of these 
algorithms capture that. 

•	 All of these algorithms accept simple string as inputs. How­
ever, when we work with web pages it is not so straightfor­
ward to divide a web page into AoIs, for instance will the 
page be divided based on the visual elements? Will the page 
be divided according to the task? etc. 

•	 Eye trackers record a lot of data. It is also important to have 
a systematic approach to eliminate the noisy data from the 
eyetracking data. None of the existing algorithms address 
the issue of how to identify noisy data. 

Our current work aims to address these limitations and issues, how­
ever, in this paper we only focus on the first problem ­ being reduc­
tionist. We are developing an algorithm that takes a number of 
scanpaths and returns a pattern that is common in all scanpaths – 
that means we are trying to identify a route in terms of visual ele­
ments followed by our participants. 

Algorithm 1 shows our proposed algorithm which takes a set of 
scanpaths and return a scanpath which is common in all the given 
scanpaths. If there is only one scanpath, it returns that one as the 
common scanpath, if there is more than one, then it tries to find 
the most similar two scanpaths in the given list. It does this by 
using the “Levenshtein Distance” which is a traditional string­edit 
algorithm [12]. Then it removes these two scanpaths from the given 
list of scanpaths and introduces their common scanpath to the list 
of scanpaths given originally. This continuos until there is only one 
scanpath. This process is illustrated in Figure 3. When we start the 
algorithm there are 10 scanpaths, then in the first iteration the most 
common scanpaths are S2 and S4, therefore we apply the Longest 
Common Subsequence (LCS) to these two scanpaths and generate 
a common one called S24. S2 and S4 are then removed from the 
list and S24 is introduced to the list of scanpaths. 

For all ten scanpaths in Table 1, our algorithm returns “CDED” 

Figure 3: eMine Algorithm applied on scanpaths in Table 1. 

as the common scanpath which is illustrated in Figure 1 by arrows. 
It shows that people start to look at the first item of the content, then 
they looked at the menu, the latest news part and then they looked 
at the menu. 

Algorithm 1 Find Common Scanpath 
Input: Scanpath List 
Output: Scanpath 
1: if the size of Scanpath List is equal to 1 then 
2:	 return the scanpath in Scanpath List 
3: end if 
4: while the size of Scanpath List is not equal to 1 do 
5:	 Find the two most similar scanpaths in Scanpath List with 

Levenshtein Distance 
6:	 Find the common scanpath by using Longest Common Sub­

sequence 
7:	 Remove the similar scanpaths from the Scanpath List 
8:	 Add the common scanpath to the Scanpath List 
9: end while 

10: return the scanpath in Scanpath List 

3.4 Initial Informative Validation 
If we revisit the task that the participants were asked to complete 

in the original study (see Section 3.2), we see that the path gen­
erated by our algorithm is quite logical [5]. The path very nicely 
matches with what people asked to complete. In the literature there 
is also an approach that looks at the probability of AoIs following 
each other in a set of scanpaths, called a transition matrix 2 [15]. 
When we generate such a transition matrix, we also see that it sup­
ports this path. In a transition matrix each cell has three rows where 
the second row shows the row probabilities and the third row illus­
trates the column probabilities. Row probabilities allow identifying 
the next AoI of the particular AoI and Column probabilities allow 
identifying the previous AoI of the particular AoI. For example, 
according to the transition matrix, if the people look AoI ’D’, it 
is most likely that they will look AoI ’E’ (46.16 %) after AoI ’D’ 
and they have already looked AoI ’C’ (42.6 %) just before AoI ’D’. 
However, further studies with more participants and pages need to 
be conducted to validate the proposed approach. 

3.5 Experiential Transcoding 
Algorithm 3 has also been developed on the ACTF platform, 

given a web page and a set of eyetracking data, it generates a com­



A B C D E F 
A 0 

0.0% 
0.0% 

3 
15.0% 
15.0% 

11 
55.01% 
23.92% 

3 
15.0% 
5.56% 

3 
15.0% 
6.53% 

0 
0.0% 
0.0% 

B 0 
0.0% 
0.0% 

0 
0.0% 
0.0% 

3 
14.29% 
6.53% 

5 
23.81% 
9.26% 

12 
57.15% 
26.09% 

1 
4.77% 
25.0% 

C 12 
25.54% 
63.16% 

4 
8.52% 
20.0% 

0 
0.00% 
0.00% 

23 
48.94% 
42.6% 

7 
14.9% 
15.22% 

1 
2.13% 
25.0% 

D 5 
9.62% 
26.32% 

0 
0.0% 
0.0% 

21 
40.39% 
45.66% 

0 
0.0% 
0.0% 

24 
46.16% 
42.18% 

2 
3.85% 
50.0% 

E 0 
0.0% 
0.0% 

13 
28.89% 
65.0% 

11 
24.45% 
23.92% 

21 
46.67% 
38.89% 

0 
0.0% 
0.0% 

0 
0.0% 
0.0% 

F 2 
50.0% 
10.53% 

0 
0.0% 
0.0% 

0 
0.0% 
0.0% 

2 
50.0% 
3.71% 

0 
0.0% 
0.0% 

0 
0.0% 
0.0% 

Table 2: Transition Matrix 

mon scanpath in terms of visual elements of a web page. This 
common scanpath can be used to present the content on that page 
in alternative forms. For instance, one can only show the visual 
elements in the common scanpath or guide the reader through that 
scanpath which would behave like a macro. These techniques show 
how such a common scanpath can be used to transcode web pages. 
This is a very specific example of “experiential transcoding”. 

4. DISCUSSION 
Our work on identifying a common scanpath in terms of visual 

elements of web pages is still under development, however we have 
presented it here as an example to “experiential transcoding”. Fur­
ther work is needed to investigate the following: 

What are the possible experiential transcoding techniques? Our 
work presented here showed a concrete example of how eyetrack­
ing data can potentially be used to drive experiential transcoding, 
but further studies need to be conducted to investigate the tech­
niques for experiential transcoding. 

Other than eyetracking data, what could be the possible driving 
input for experiential transcoding? For experiential transcoding, 
we need to be able to understand and predict users’ needs and re­
quirements, in our work, we explain how we propose to use eye­
tracking data for that but further research needs to be conducted to 
investigate the kind of inputs that can be used to guide experiential 
transcoding, for instance, can we use log data on servers? Can we 
use users’ interaction pattern for prediction and transcoding? 

How can we generalise experiential transcoding? By nature ex­
periential transcoding is going to be specific to specific user’s needs 
and requirements but further research need to be conducted to in­
vestigate the ways and techniques to generalise experiential transcod­
ing across users. 

5. SUMMARY 
This paper introduced the concept of experience­based transcod­

ing which we call ‘experiential transcoding’, and presented our pre­
liminary work on identifying patterns in eye­tracking data to guide 
transcoding of web pages for improving users’ experience in con­
straint environments. 

6. ACKNOWLEDGEMENTS 
The project is supported by the Scientific and Technological Re­
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