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Abstract: An efficient methodology has been developed to quantify water energetics by analysis 

of explicit solvent molecular simulations of organic and biomolecular systems. The approach, 

grid cell theory (GCT), relies on a discretization of the cell theory methodology on a three-

dimensional grid to spatially resolve the density, enthalpy and entropy of water molecules in the 

vicinity of solute(s) of interest. Entropies of hydration are found to converge more efficiently 

than enthalpies of hydration. GCT predictions of free energies of hydration on a dataset of small 

molecules are strongly correlated with thermodynamic integration predictions. Agreement with 

experiment is comparable for both approaches. A key advantage of GCT is its ability to provide, 
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from a single simulation, insightful graphical analyses of spatially resolved components of the 

enthalpies and entropies of hydration.  

1. Introduction 

 The accurate description of hydration and associated energetics is key for adequate 

molecular modeling of a broad range of fundamental chemical processes, ranging from 

chemical/enzymatic reactions, ligand binding to protein folding.
1
 After decades of intense 

research, water remains a difficult liquid to model quantitatively and there is still debate about 

the behavior of water structure and dynamic near solutes, interfaces, or in confined 

environments.
2-6

 Methodologies such as thermodynamic integration or free energy perturbation 

can account for solvent effects in computed free energy changes,
7
 but enthalpic and entropic 

components are less easily accessible.
8
One can use a finite difference approximation to compute 

an entropy change from free energy changes computed at different temperatures, but the 

statistical uncertainties in the computed entropies is frequently much higher than for the 

computed free energies, to illustrate Kubo et al estimated entropies of hydration for a series of 

small molecules that were ca. 10 fold less precise than the free energies computed by 

thermodynamic integration.
9
 Alternatively, neglecting a pressure-volume term, one can derive 

entropy changes by subtracting from a computed free energy change the difference in the 

average total potential energy of the systems simulated in the two thermodynamic states of 

interest.
6
 Because fluctuations in total potential energy increase with the number of simulated 

particles, the procedure does not scale favorably with increased box sizes. In addition, hydration 

free energies computed with alchemical methods typically do not provide details about 

contributions from different solvent regionsNew methodologies are warranted to provide missing 

details that are not readily obtained from perturbation theories and to progress understanding of 
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molecular recognition in aqueous conditions. It is desirable to use theory and computation to 

help interpret for instance biophysical measurements of enthalpies and entropies.
10-11

 The 

computation of entropies and enthalpies is also important to validate potential energy functions, 

as evidenced by a recent study of Baron and Molinero on the thermodynamic signature of ligand 

binding to model cavities.
12

 Progress on this front is expected to expand the scope and 

opportunities for molecular modeling in pharmaceutical research,
13

 or nanoscale materials.
14

    

Several methodologies have been recently proposed to compute free energies, enthalpies and 

entropies of water molecules in different environments through for instance state probabilities,
15

 

or thermodynamic integration.
16-17

  One such methodology, GIST (grid inhomogeneous solvation 

theory), has been proposed by Nguyen et al. to produce detailed analyses of hydration 

thermodynamics.
18

 GIST is based on a discretization of the inhomogeneous fluid solvation 

theory (IFST) method developed by Lazaridis and co-workers.
19-21

 Various implementations of 

IFST,
22-24

 including the Watermap program of the company Schrödinger, have proven popular to 

compute the thermodynamic properties of water molecules in protein binding sites. Recently, 

Raman and Mackerell have developed a protocol that combines Grand Canonical Monte Carlo 

sampling and GIST analyses to compute water properties near proteins.
25

 Huggins and Payne 

have recently reported a GIST study of the hydration thermodynamics of set small molecules 

using a custom implementation. The results produced by GIST were encouraging, but also 

indicated a number of issues, such as the need to post-process a large number of snapshots to 

converge reasonable entropies of hydration.
22

 Further methodological work is desirable to 

facilitate routine analyses of hydration thermodynamics. Our alternative approach relies on the 

cell theory methodology. The application of cell theory to model the thermodynamic properties 

of water and small molecules has been pioneered by Henchman and co-workers.
26-30

 These 
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results have suggested that the methodology could be an intriguing alternative to IFST and 

relative strengths and weaknesses should be further explored. This issue is addressed by the 

present report which describes the extension of the cell theory methodology by discretization on 

a three dimensional grid. Parameters for bulk water are derived, and a detailed analysis of the 

convergence behavior of the enthalpic and entropic components of grid cell theory (GCT) is 

undertaken. The computed free energies of hydration for a dataset of small molecules are then 

compared with thermodynamic integration calculations and experimental data. Finally, free 

energies, enthalpies and entropies of hydration are spatially resolved to provide insightful 

graphical analyses of the contributions of different water regions to hydration thermodynamics. 

  

2. Theory and Methods 

2.1 Cell Theory.  

The enthalpy of hydration at temperature T for the transfer of one solute X from a gas phase 

concentration c
0

g such that it has an equivalent mole fraction x
0

w = Vwc
0

x(g)  in a solution of Nw 

water molecules is given by Eq 1. Vw is the mean volume of a water molecule (ca. 30 Å
3
) Note 

that no pressure volume term is present for this equivalent mole fraction solvation process, 

unlike the frequently used constant concentration solvation process.
29

 

(1)       〈     〉  〈     〉  〈     〉  

where the symbols U denote the ensemble averages of the total potential energy of the solvated 

solute, bulk water, or gas phase solute recorded over the course of a molecular simulation. When 

the potential energy is computed with an additive pairwise force field, it is convenient to rewrite 

this equation in terms of intramolecular and intermolecular components.  
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where the last term is the mean bulk intermolecular energy of a water molecule. The water 

molecules are assumed to be rigid and intramolecular water energy terms have been omitted. 

The entropy of hydration shown in Eq 3 is decomposed in six contributions.  

(3)      
     

        
       

         
         

         
    

In cell theory, hindered translations of the solute are accounted with a three dimensional 

harmonic potential and the solute translational entropy is given by Eq 4.  

 (4)    
         {

 

  
∏

       ⁄

〈 
     
 

〉

 
   } 

e is the natural logarithm base, kB the Boltzmann constant, Vw is the volume available to a 

water molecule in the gas phase with the above standard state definition. <F
j
X(aq)> is the 

ensemble average of half the magnitude of the average force component felt by the solute in a 

frame of reference defined by the three principal axes j of the solute. 

A similar expression applies for the solute rotational entropy.  

(5)    
              {

 

  
∏   

        ⁄

〈 
     
 

〉

 
   }  

<τ
j
X(aq)> is the ensemble average of half the magnitude of the force constants for hindered 

rotations (torques) about the three principal axes. r
j
X is the radius of the solute along principal 

axis j to the edge of the solute van der Waals surface. The ratio of the product of the principal 

axes radii to the mean volume of a water molecule accounts for the number of orientational 

minima.  For some small weakly interacting solutes (e.g. methane) the harmonic approximation 

sometimes breaks down and adjacent orientational minima overlap, in which case Eq 5 may 

yield an increase in rotational entropy upon hydration. As this is not physically sound, the 

minimum entropy change computed with Eq 5 is set to 0 cal.mol
-1

.K
-1

. Previous implementations 

have attempted to evaluate rotational entropies only along axes that are more rotationally 
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hindered,
28

 but this approach is not followed here because it requires a-priori knowledge about 

the solute of interest. The breakdown of the harmonic approximation for the evaluation of the 

rotational entropy change is also less likely for more complex typical drug-like small molecules.  

The solute internal entropy is given by Eq 6 and is the ratio of the Gibbs entropies of the 

probability distribution functions of the r Cartesian internal coordinates that define the solute 

conformation in solution and in the gas phase. 

(6)    
       ∫

                    

                    
 

The orientational entropy of the Nw water molecules solvating the solute X is given by Eq 7:  

(7)      
          {

〈     
   〉

     
   } 

Ω
ori

w(l) is the average number of orientations in bulk water and is a function of the water model 

and simulation conditions. <Ω
ori

w(X)> is the ensemble average of the average number of 

orientations of the Nw water molecules, i.e. Eq 8. 

(8) ⟨     
   ⟩  ⟨

 

  
∑     

     
   ⟩   

Following previous work, a generalized Pauling's residual ice entropy model is used to 

compute Ω
ori

w,i for each water molecule i.
29, 31

  Eq 9 is used by default, unless the oxygen atom of 

water i is within the coordination shell of solute polar atom in which case Eq 10 applies.  

(9)     
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Na,i is the number of hydrogen bond acceptors (i.e.  oxygen atoms of other water molecules 

and solute polar atoms) within the coordination shell of water i. For the purpose of defining such 

coordination shells, a radius of 3.4 Å centered on the water oxygen atom is used and solute atom 
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types are defined.  N
bulk

w is the coordination number of bulk water. Its value depends on the 

water model used and the simulation conditions. N
eff

a,i is the effective coordination number of 

water i. This term accounts for the different number of orientations available to a water molecule 

near a solute with respect to the bulk environment. To compute the effective coordination 

number, Na,i is decomposed into contributions from the number of solute acceptor atoms (NX,i), 

the number of water oxygen atoms that are within the first coordination shell of any solute 

acceptor atom (Nws,i), and the number of remaining water oxygen atoms (Nwb,i) . 

(11)                       

Next, the ratios of each type of acceptors that are hydrogen bonded to water i is defined.  

(12)    
  

      

    
       

   
       

     
       

   
       

     
  

And the effective coordination number is given by Eq 13: 

(13)     
   

 
                      

        
     

      

   
 

Eqs 12-13 require the definition of hydrogen-bonding interactions. Following previous work, a 

force-based definition is used.
28

 For classical water models such as TIP4P that do not have 

Lennard-Jones radii on the hydrogen atoms of water this amounts to forming a hydrogen bond 

with the acceptor atom A with the largest value of qA/r
2

AH, where rAH is the separation between 

atoms H and A and qA the atomic partial charge of atom A. 

The vibrational and librational water entropies are given by Eqs 14 and 15, where <F 
j
w(X)>,  

<τ
j
w(X)>, are the ensemble averages of the average half magnitudes of the forces and torques 

measured along and about the principal axes of the Nw water molecules solvating X. F
j
w(l) and 

τ
j
w(l) are the average forces and torques of bulk water and depend on the water model and the 

simulation conditions.  
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(14)      
          {∏
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(15)      
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2.2 Grid Cell Theory.  

In grid cell theory the water components of the enthalpies and entropies of hydration are 

spatially resolved on a three dimensional grid positioned to cover a volume of space s around a 

solute X. The grid may be non-uniform and unevenly spaced, but for simplicity a cubic evenly 

spaced grid is used here. To speed up convergence and to facilitate the analysis of the grid 

properties, the solute is constrained to adopt a single conformation r. As an alternative, 

positional harmonic restraints on the solute heavy atoms can be used, in which case a narrow 

range of conformations similar to r is allowed. If multiple conformations of X are of interest, one 

could perform separate calculations on each conformation. The use of constraints or restraints for 

X has two major benefits. Firstly, it speeds up convergence of the calculations as only rigid body 

translations and rotations of water molecules need to be sampled. Secondly, it facilitates 

graphical analysis of the computed grids. It is possible to perform GCT analyses on 

unconstrained/unrestrained solutes, but this was not attempted in this study. 

Because the solute is rigid, the solute intramolecular energy terms cancel out from Eq 2 and 

the contribution of a volume of space s to the enthalpy of hydration is given by Eq 16: 

(16)         
  ⟨

 

 
       (    )

     ⟩  ⟨∑ (
 

 
     (    )

           
     )

  
 

   ⟩        
     

  

N
s
w is the number of water molecules present within s. Note that the intermolecular 

interactions of particles in s with particles within and outside of s are taken into account. 
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Similarly the change in solute internal entropy cancels out and the contribution of the volume of 

space s to the entropy of hydration is given by Eqs 17a and 17b: 

(17a)         
          

             
         

   
 

(17b)    
       

         
         

     
 

The volume s is discretized into Ns volume elements of volume V(k) and cell parameters are 

computed as ensemble averages for each voxel according to Eqs 18-23: 
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(23)      ⟨∑
    

      

  
 

   ⟩ 

where I(k) is an indicator function that is equal to 1 if the coordinates of the oxygen atom of 

water molecule i are within the volume covered by k and 0 otherwise. (k) is the ratio of water 

density in voxel k relative to bulk density ρb. ρb is function of the water model and the simulation 

conditions used. The denominator in Eqs 18-22 is used to normalise the voxel parameters to 

yield cell parameters per water molecule.  

The average number of water molecules within voxel k and space s are, respectively:  
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(24a)                

(24b)       ∑      
  
    

(25)      ∑     
  

⁄  
    

The solute and solvent hydration enthalpies of s are then given by Eqs 26-27. For some 

analyses it is convenient to use normalized quantities given by Eq 26a-27a, which yield enthalpic 

components per water molecule within s. Analysis of normalized quantities is useful to compare 

the properties of a water molecule in different environments. 

(26)       
  ∑            

    
  
    

(26a)       
          

        

(27)    
  ∑         

    
  
    

(27a)    
       

         

The average water orientational number, forces and torques for s are given by Eqs 28-30: 

(28)   
              

 

     
∑      

  
     

        

(29)   
     

 

     
∑      

  
     

     

(30)   
     

 

     
∑      

  
     

     

Note that the orientational number of water within s cannot be lower than 1. The water 

orientational, vibrational and librational entropies of s are given by Eqs 31-33: 

(31)         
               {

  
      

     
   } 

(32)         
               {∏

     
 

  
    

 
   } 
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(33)         
               {∏

     
 

  
    

 
   } 

Similarly, where desirable, per water entropy changes per water molecule within s can be 

alternatively computed. It is also convenient to define with Eq 34 the contribution of water to the 

free energy of hydration a solute X. 

(34)         
          

      
   

 

The solute translational and rotational entropies are not discretized on a grid, but can be 

computed according to Eqs 4-5. 

It is important to reflect that the above analysis is motivated by the wish to spatially resolve 

thermodynamic components of the hydration process. The usefulness of components analysis has 

been debated on several occasions. Formally, there is no unique way to partition a free energy 

into a sum of individual contributions because of coupling between individual contributions.
32

  

Nevertheless components analysis of individual contributions has been shown in several cases to 

yield meaningful interpretation of thermodynamic processes.
33-34

 Huggins has analysed the 

excess entropy of liquid water using an entropy expansion based on the inhomogeneous fluid 

solvation theory formalism and concluded that a 2nd order expansion reproduced the full excess 

entropy of liquid water to within 20%.
35

 By contrast, thermodynamic quantities are additive in 

the mean-field approximation made in cell theory which assumes that there exists an effective 

potential that only depends on the coordinate of that potential. The curvature of the potential is 

inferred from the force along that coordinate which explicitly represents the interactions of each 

molecule with all its neighbours. Because of the connection with the force, cell theory 

parameters can be directly linked to specific solvent motions and have thus a physical 

interpretation (e.g. how hindered are translations/rotations of a water molecule in a given region 

of space). Previous work has shown that this decomposition yields the excess entropy of liquid 
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water to within ca. 10% of experimental data.
27

  While the present spatial decomposition is not 

unique, as demonstrated in the results section, the ability of the model to provide from 

summation of its components thermodynamic parameters that correlate well with thermodynamic 

integration and with experimental data suggests that a component analysis within the framework 

of cell theory is meaningful.    

 

 2.4 Preparation of molecular models  

The methodology was tested with a range of systems of increasing complexity including a 

water box of 804 water molecules, and a dataset of small molecules (neon, xenon, chloride, 

sodium, methane, ethane, n-butane, isobutene, benzene, methanol, acetamide and N-

methylacetamide). The TIP4P-Ew water model was used throughout.
36

 The noble gas parameters 

were taken from Bondi,
37

 and Guillot and Guissani,
38

  the ion parameters from Joung and 

Cheatham.
39

 The other small molecules were parameterized using the GAFF force field,
40

 and 

AM1-BCC charges,
41

 as implemented in the AMBER11 software suite.
42

 

Unless otherwise mentioned, each small molecule was solvated in the waterbox of 804 TIP4P-

Ew water molecules using the program leap. The resulting models were energy minimized and 

equilibrated under NPT conditions at 1 atm and 298 K. A velocity-verlet integrator and a time 

step of 2 fs was used. Temperature control was achieved with a Langevin thermostat and 

coupling constant of 5 ps
-1

,
43

 whereas pressure control was achieved with a Berendsen barostat 

and coupling constant of 2 ps
-1

.
44

 The SHAKE method with a tolerance of 0.00001 Å was applied 

to constrain intramolecular degrees of freedoms in water molecules and bonds involving 

hydrogen atoms in solutes.
45-46

 Electrostatic interactions were handled with the particle mesh 

Ewald method,
47-48

 and a cutoff of 10 Å. Lennard-Jones interactions were truncated after 10 Å.   
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Simulations were run with the program sander until the box density was judged stable, which 

typically required ca. 100 ps. Harmonic positional restraints of force constant 10 kcal.mol
-1

.Å
2
 

were applied to the solute heavy atoms throughout so that each solute retained its initial 

conformation and remained centered in the box. 

 

2.5 Molecular Dynamics simulations.  

Production molecular simulations were performed with the software Sire/OpenMM. In the 

present study, this program results from the runtime linking of the general purpose molecular 

simulation package Sire revision 1786,
49

 with the GPU Molecular dynamics library OpenMM 

revision 3537.
50

 Simulations were performed at 1 atm and 298 K using an atom-based 

Generalised Reaction Field non-bonded cutoff of 10 Å for the electrostatic interactions,
51

 and an 

atom based non-bonded cutoff of 10 Å for the Lennard-Jones interactions. Small molecules or 

model ligands were restrained to their input conformation using harmonic positional restraints 

with a force constant of 10 kcal.mol
-1

.Å
2
 on the solute heavy atoms. A velocity-verlet integrator 

was used with a timestep of 2 fs. Temperature control was achieved with an Andersen thermostat 

and a coupling constant of 10 ps
-1

.
52

 Pressure control was achieved by attempting isotropic box 

edge scaling Monte Carlo moves every 25 time-steps. The intramolecular degrees of freedom of 

water molecules and bonds involving hydrogen atoms in the solutes were constrained using the 

OpenMM default error tolerance settings. 

Unless otherwise stated, each system was simulated three times for 50 ns using the same 

starting conformation but a different random velocity assignment. Snapshots were stored every 1 

ps in a DCD file format for subsequent analyses. Snapshots collected during the first 1 ns of each 

simulation were not considered in subsequent analyses.  
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2.6 Nautilus analyses.  

The grid cell theory method described in section 2.2 was implemented in the trajectory 

analysis software Nautilus. Nautilus presently consists in a set of python scripts that link with the 

python libraries of Sire, Numpy
53

 and MDanalysis.
54

 A Nautilus analysis typically consists in the 

following workflow:  

● Conversion of a molecular dynamics trajectory into a collection of cell files. Each solvent 

cell file stores the forces, torques, orientational number, energies and oxygen atom coordinates 

for every water molecule present within a defined volume of space s1. Each solute’s forces, 

torques, radii and host-guest interaction energies are stored in separate cell files.  

● Conversion of the solvent cell files into grid cell files. The data from a user-defined set of 

cell files is discretized on a volume of space s2 at a desired density. Note that s2 can be a subset 

of s1 if desired. The main output is a grid cell file that lists the average forces, torques, 

orientational number, energies and densities of water for each voxel k. Additionally, a set of grid 

cell files listing components of the solvent entropies and enthalpies for each voxel k are output in 

pdb and dx file formats for visualization of the results using the software VMD.
55

  

● Evaluation of the thermodynamic properties of water. The properties of a user-defined 

arbitrary volume of space s3 (that can be a subset of s2) are computed by parsing the grid forces 

file. 

● Evaluation of the thermodynamic properties of the restrained solute. If enthalpies and 

entropies of hydration are desired, solute cell files are processed to compute solutes translational 

and orientational entropies.  

 

2.7 Thermodynamic integration calculations 
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Absolute free energies of hydration were computed using a single topology coupling 

paradigm,
56

 as implemented in the simulation package Sire/OpenMM (Sire revision 1994, 

OpenMM 5.1). To facilitate comparison with GCT results, the same potential energy function, 

including solute restraints, was used throughout. Hydration free energies were computed using a 

two stage protocol. Each step was performed using 21 evenly spaced values of the coupling 

parameter 0.00, 0.05, … , 0.95, 1.00). Free energy gradients were evaluated using a finite-

difference thermodynamic integration (FDTI) approach with  set to 0.001.
57

 Free energy 

changes were obtained by numerical integration of the free energy gradients using a polynomial 

regression scheme.
58

 The free energy change for turning off the solutes atomic partial charges in 

vacuum was first computed (Gvac_coul_off). The free energy change for turning off the Lennard-

Jones parameters of the discharged solutes in vacuum was then computed (Gvac_LJ_off). The 

solutes were then transferred to a waterbox of 804 TIP4P-Ew water molecules and the free 

energy change for turning on the Lennard-Jones interactions was computed (Gsolv_LJ_on). 

Finally, the free energy change for restoring the solutes atomic partial charges in solution was 

computed (Gsolv_coul_on). The hydration free energy was then given as: 

(33)                                                               

In order to avoid numerical instabilities, soft-core potential energy functions were used for 

transformations of the Lennard-Jones parameters.
59-60

 An implementation identical to Michel et 

al. was used.
61

 The softening parameter was set to =3.0 except for waterbox simulations of 

ethane, benzene, isobutane, n-butane and N-methylacetamide where  was set to 4.0 to avoid 

abrupt changes in free energy gradients when the Lennard-Jones interactions of the solutes is 

restored in the waterbox. The waterbox FDTI simulations used the same input files as for the 



 16 

GCT simulations. The vacuum simulations used the same input solute conformation as in the 

waterbox simulations.  Each  value was simulated for 1 ns (waterbox) or 100 ps (vacuum). To 

enable solvent re-equilibration upon changes in , statistics from the first 100 ps of the waterbox 

simulations were discarded. The overall sampling time for the FDTI protocol was thus 42 ns 

waterbox and 4.2 ns vacuum. This is broadly comparable to the sampling time of a 50 ns GCT 

simulation as in the current Sire/OpenMM implementation, the FDTI energy function is ca. 40% 

more expensive to evaluate than the default MD energy function (the vacuum simulations have a 

negligible computing time). The FDTI simulations can however be run in parallel.  Each 

hydration free energy calculation was repeated three times using different random velocity 

assignments and the mean and standard errors were computed. All calculations were performed 

on a cluster of Tesla M2090 nodes using the OpenMM OpenCL platform in mixed precision 

mode. 

 

 

3. Results and Discussion 

3.1 Bulk water  

Nautilus analyses require the evaluation of reference parameters for water in bulk conditions. 

Table 1 lists the reference bulk parameters used in this study. These were derived from the 

average forces, torques, orientational numbers, density and intermolecular energy per water 

molecule recorded over three separate 50 ns simulations of the 804 water molecules box. The 

results compare well to previously reported cell theory parameters for TIP4P-Ew,
27

 though small 

differences are seen due to the use of a reaction field instead of particle mesh Ewald for the 

treatment of long-range electrostatic interactions. Excess enthalpies were corrected from the 

intermolecular energy with the dielectric depolarisation correction term.
36

  Excess entropies were 



 17 

computed with Eq 7 of ref
27

 and compared with experimental data in Table 1. Agreement with 

the density and enthalpy of bulk water is good, whereas the entropy is overestimated by 10%.  

A major goal of the present study is the ability to spatially resolve water properties.  Grids 

made of voxels with sub-angstrom spacing enable fine spatial resolution but also require a larger 

number of snapshots to converge properties to an acceptable degree of precision because each 

trajectory snapshot will contain on average fewer water molecules within each voxel k. Figure 1 

shows the convergence of the enthalpies and entropies of water for evenly distributed regions s 

of space that altogether define a cube of volume of 4096 Å
3
 centered at the center of the box. 

Because the simulated system is isotropic, in the limit of sufficient sampling, the cell parameters 

of each region s should match the reference bulk parameters and the excess enthalpies and 

entropies should all converge to zero. In practice, deviations are observed due to sampling errors. 

The distributions are approximately Gaussian and become more sharply peaked as the number of 

snapshots used for averaging increases. As expected decreasing the grid resolution decreases the 

spread of the distributions. The enthalpy distribution is not exactly centered on zero because the 

mean water intermolecular energy from the specific run used to produce Figure 1A deviates 

slightly from the reference bulk value. The entropy distribution on the other hand is almost 

exactly centered on zero. No systematic discretization errors are apparent. As long as sufficient 

statistics have been collected for each region, the results will converge to bulk properties, 

regardless of the grid resolution. The entropy is consistently better converged than the enthalpy, 

for instance with a 1 Å spacing and 50 ns averaging time, the standard deviation of for H
w

s is 

30% larger than for -TS
w
 (= 0.045 kcal.mol

-1
 and  = 0.035 kcal.mol

-1
 respectively).  

Figure 2 illustrates the enthalpy and entropy of water within cubic regions s of increasing edge 

lengths. Again, all results should converge to zero, but deviations will occur in practice owing to 
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finite sampling errors. As expected, the uncertainty in the computed thermodynamic properties 

increases with the volume monitored by s. The enthalpy diverges more rapidly than the entropy 

components. The convergence behavior of the enthalpy and entropy components can be 

rationalized by inspecting Table 1 and Eqs 26 and 30-32. As the volume of space covered by s 

increases, the number of water molecules Nw contributing to the enthalpy/entropy increases, and 

small random deviations of the averaged forces, torques and energies will contribute an 

increasingly significant enthalpy/entropy change. The enthalpy diverges more rapidly because 

more sampling is required to converge the mean per water intermolecular energy and there is 

greater uncertainty in the value of the reference bulk parameter. For bulk water, a cube of edge 

length 12 Å and three simulations of 50 ns yield converged predictions to within ±0.2 and ±0.05 

kcal.mol
-1

 for the enthalpy and entropy respectively.  The convergence behavior is likely to be 

system dependent; protein binding sites will typically cover a smaller volume and contain fewer 

water molecules, which should facilitate convergence. On the other hand greater correlation 

times are expected for water molecules in the vicinity of biomolecular surfaces. Nevertheless, the 

present results indicate that for quantitative studies, sampling errors introduce a practical upper 

limit to the volume of space s that can be reliably monitored with GCT.  

 

3.2 Small molecules 

Enthalpies, entropies and free energies of hydration were first computed for a dataset of four 

monoatomic solutes. For such simple solutes, the properties of water molecules can be 

conveniently monitored as a function of the distance of the water oxygen atom to the center of 

the solute.  In addition, the lack of intramolecular degrees of freedom and therefore contributions 

from solute conformational changes facilitates comparison with experimental data. Because there 
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is debate about the extent of solute perturbations on water structure,
5, 62

 a detailed analysis of the 

computed enthalpies and entropies of hydration as a function of the volume monitored was 

undertaken to establish how far away from a solute one should monitor solvent properties to 

observe convergence.  

Figure 3 presents the value of the water enthalpy and entropy components as the radius of the 

spherical region of space s centered on the center of the solute is increased from 3 to 14 Å. For 

these systems the box edge lengths fluctuate around 30 Å, so larger region radii would include 

some water molecules twice. The solute-solvent enthalpy term       
 is well converged and fully 

accounted for radii greater than the 10 Å non-bonded cutoff used in the simulations. On the other 

hand, the solvent-solvent enthalpy term    
  is noisier, and the standard error of the mean is ± 

0.3 kcal.mol
-1

 for a radius of 10 Å, and increases rapidly beyond this value.  For the neutral 

solutes this term appears to be reasonably flat beyond 10 Å, but it drifts upwards or downwards 

for chloride and sodium respectively. Similar trends are observed for the entropy components 

though they are typically more reproducible. The orientational entropy appears noisier than the 

other terms. In addition the vibrational and librational entropy components show also a 

systematic, albeit less pronounced, drift beyond 10 Å radii. Comparison with IFST studies of 

small molecule hydration is of interest. Huggins and Payne reported that, with a monitoring 

region of a 12 Å radius centered on the solutes of interest, about 5 million snapshots were needed 

to converge entropies to within one decimal, whereas only about 20,000 snapshots were needed 

to converge enthalpies to the same level of precision.
22

. Alternative IFST implementations that 

use a nearest-neighbor method instead of histograms to estimate entropies may be more 

efficient.
22

 A more rigorous comparison would require analysis of the same trajectories of 
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identical systems. Nevertheless, it appears that the GCT water entropy estimates, obtained here 

by post-processing 150,000 snapshots, converge faster than the IFST entropy estimates.  

The origin of the systematic drifts in the enthalpy or entropy components was explored 

further by repeating simulations of sodium in boxes of larger size. The results depicted in Figure 

4 show that the computed properties for radii up to 6-8 Å are well reproducible. Beyond that the 

components diverge with no trends with respect to box size, but systematic drifts remain. This 

indicates that the drifts cannot be explained by finite-size effects. Instead, their origin can be 

linked to uncertainties in the values of the reference bulk parameters. Figure 5 depicts the 

sensitivity of the GCT results to variations of one standard error in the computed reference 

parameters. As the number of water molecules increases with the cube of the radial distance to 

the solute, any small systematic error in the reference properties of a bulk water molecule will 

eventually cause large variations in the computed enthalpy/entropy components. The water-water 

enthalpy is particularly sensitive, which corroborates the results depicted in Figure 3.  With an 8 

Å radius there is an uncertainty of ca. 1 kcal.mol
-1

 in Hw, whereas the variability of the entropy 

components is only about 0.2 kcal.mol
-1

 with a 10 Å radius. Thus, if a large volume of space s is 

monitored, systematic errors should be expected for computed absolute enthalpies and entropies 

of hydration but less so for relative enthalpies and entropies of hydration evaluated over the same 

volumes where this effect largely  cancels out. As an additional test, the sensitivity of the 

computed properties to the grid density was assessed by performing analyses of the sodium 

simulations using a grid spacing of 0.5 Å or 2 Å. Little dependence on the grid spacing was 

observed (Figure S2).Thus, for Nautilus analyses selection of an adequate voxel size should be 

primarily dictated by the desired trade-off between spatial resolution and trajectory size. For 

studies of biomolecular systems, it appears reasonable to expect that a grid spacing of 0.5 or 1 Å 
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will be  adequate, with a spacing of 0.5 Å each voxel covers a volume of 0.125 Å
3
, which 

approximately amounts to 1/80
th

 of the volume of a water molecule.    

 The present results indicate that simulations on the order of 50 ns enable 

reasonably well reproducible predictions of relative enthalpies and entropies of hydration by 

considering spherical regions centered on the solute of radius ca. 8 – 10 Å. If greater volume 

must be considered longer simulations should be performed. Note that the sampling errors grow 

with the number of water molecules considered rather than the volume monitored. A sphere of 

10 Å radius centered on sodium includes about 140 water molecules which is much greater than 

the number of water molecules within a typical protein binding site. Thus converged analyses of 

water properties within a typical protein binding site do not appear unpractical. 

Inspection of the GCT enthalpy and entropy components in Figure 3 provides insights 

into hydration of the monoatomic solutes. The enthalpy of hydration of xenon (Fig 3B) is more 

negative than neon (Fig 3A) because the former exhibit stronger Lennard-Jones interactions with 

water, which is only partly offset by a loss in water interactions. Water in the vicinity of the two 

solutes show negligible changes in vibrational and librational entropies, but there is a significant 

difference in orientational entropy because the larger, more hydrophobic xenon atom reduces 

more hydrogen-bonding arrangements of first and second shell water molecules. Chloride (Fig 

3C) has a slightly less negative solute-water enthalpy component than sodium (Fig 3D) but also a 

less negative positive water-water enthalpy component, so overall the enthalpy of hydration of 

sodium is more negative than chloride. For both ions the water orientational entropy component 

differ the most for first-shell water molecules because sodium cannot accept hydrogen-bonds, 

but the changes in orientational entropy over larger volumes converge to similar values for the 

two ions. The water vibrational entropy component is higher for sodium than chloride, whereas 
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the librational entropy component is small in both cases. The difference in vibrational entropy 

likely reflects the stronger interactions of water with sodium for this force field as evidenced by 

the enthalpy components in Fig 3C/3D.  

Next, Nautilus analyses were performed for an additional set of 8 neutral small molecules 

of varying polarity. To maintain a reasonable statistical error and obtain reproducible results, 

water molecules within a 10 Å radius of the center of the solutes were considered to compute 

water enthalpy and entropy components. The full solute-water enthalpy term was used, however, 

as it is well converged and reproducible. In addition, solute translational and rotational entropies 

were evaluated using Eqs 4 and 5. FDTI was also used to compute the hydration free energy of 

this set of small molecules using the same software and energy function to minimize variations 

due to differences in protocols. Figure 6A shows the correlation between free energies of 

hydration computed with FDTI and experimental data for the set of neutral molecules. The 

results, with a correlation coefficient of 0.99 and mean unsigned error of 0.98 kcal.mol
-1

, are 

similar to those reported in the literature using similar force fields and methodologies.
63-64

 Note 

that the two ions, chloride and sodium, are not plotted in Fig 6A. Their computed free energies of 

hydration are –63.3±0.1 and –63.7±0.1 kcal.mol
-1

 respectively, which differ considerably from 

the experimental data of Schmid et al.
65

. This is expected, as the results here have not been 

corrected for systematic errors due to the use of a periodic-boundary conditions and a reaction-

field treatment of long-ranged electrostatic interactions. 

Figure 6B shows the correlation between the free energies of hydration computed with 

the two methodologies. The GCT results are strongly correlated with the FDTI results, with a 

correlation coefficient of 0.97 and a mean unsigned error of 0.92 kcal.mol
-1

. No systematic drifts 

are apparent. The statistical error of the GCT calculations is higher than the FDTI predictions, as 
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evidenced by their larger error bars in Fig 6B. The reasons for this difference is that FDTI 

directly yields free energies of hydration by evaluation of solute-solvent potential energy 

ensemble averages, whereas GCT free energies are obtained by summing enthalpies and 

entropies of hydration that each depend on slowly converging water-water energy terms. Note 

that it is possible to evaluate entropies and enthalpies of hydration by thermodynamic 

integration, but the required ensemble averages also contain noisy water-water terms of opposite 

magnitude that exactly compensate when the free energy of hydration is evaluated.
8
  

Fig 7A shows the correlation of the GCT computed free energies of hydration with 

experimental data for the neutral molecules. The correlation coefficient is 0.98 and the mean 

unsigned error is 0.82 kcal.mol
-1

. These results are slightly more accurate than the FDTI 

predictions, although the differences are likely not significant given the size of the dataset. As 

noted previously, the statistical error is larger, and FDTI appears better suited for the evaluation 

of free energies of hydration for this dataset. However, the Nautilus analyses also provide 

enthalpies and entropies of hydration, which are plotted against experimental data in Figure 7B 

and 7C. Some compensation in systematic errors is apparent because the mean unsigned error for 

both quantities is ca. 1.3 kcal.mol
-1

, higher than for the free energies of hydration. The 

correlation between enthalpies of hydration and experiment is high (R
2
 = 0.98), but noticeably 

lower for the entropies of hydration (R
2
 = 0.66). The decreased correlation with entropies of 

hydration is partly due to the smaller energetic range of the measured entropies (ca. 7 kcal.mol
-1

 

versus 18 kcal.mol
-1

 for the enthalpies), but some outliers are apparent. The accuracy of the 

results can be compared to a recent GIST study of Huggins and Payne on the hydration 

thermodynamics of 6 small molecules. Although the dataset differs and contained fewer small 

molecules, similar agreement with enthalpies of hydration were reported by Huggins and 
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Payne,
22

 whereas the GIST entropies of hydration were better correlated with experiment (R
2
 

0.77). 

Table 2 compares calculated and measured enthalpies, entropies and free energies of 

hydration for the dataset of neutral and charged solutes. The free energies of hydration of neon 

and xenon are slightly underestimated, and greater discrepancies are noted for the enthalpies and 

entropies of hydration. This is in agreement with previous observations and suggests that the 

temperature dependence of the hydration of non-polar solutes is not well captured with the 

present force field.
29

 The effect is, however, systematic and the relative free energies, entropies 

and enthalpies of hydration are in good agreement with experiment. Assessment of the computed 

properties for chloride and sodium is more challenging because finite-size and cutoff errors are 

large for charged compounds. This issue has been explored in great details by Hunenberger and 

co-workers.
66-69

 Correction terms are available for hydration free energies computed using 

alchemical methods, but more work is needed to derive suitable correction terms for enthalpies 

and entropies of hydration computed using GCT. With the present protocol, sodium is better 

hydrated than chloride by about 4 kcal mol
-1

. This is not in agreement with the experimental data 

of Schmid et al. listed in the table,
65

 although there is considerable uncertainty in the 

experimental data owing to the difficulty of measuring the hydration thermodynamics of the 

proton.
68

  

As for the other non-polar solutes ethane, isobutane and n-butane, their free energies of 

hydration appear to be systematically slightly underestimated. The magnitudes of the 

enthalpies/entropies are also underestimated, suggesting again that the force field does not 

capture well the temperature dependence of hydrophobic hydration. Additionally for isobutane, 

the largest outlier in the neutral molecules dataset, it is likely that the solute rotational entropy in 
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solution is overestimated as it interacts weakly with water and, because of low computed torques, 

Eq 5 yields a null change in librational entropy.  

The enthalpies and entropies of hydration of benzene are well reproduced by GCT. The 

entropy of hydration of methanol is in good agreement with experiment, but the enthalpy is 

underestimated and overall methanol is not sufficiently well hydrated. This is likely an issue with 

the AM1-BCC GAFF forcefield parameters used in the present study. The free energy of 

hydration of methanol computed with this forcefield and using different alchemical protocols has 

been found to be too positive by ca. 1-1.5 kcal.mol
-1

.
63-64

 This discrepancy with experimental 

data could be addressed by further polarizing the –OH bond. Repeating the calculations after 

increasing the charge on the hydroxyl hydrogen atom by 0.05 e and decreasing the charge on the 

hydroxyl oxygen atom by 0.05 e yields         
    = -10.1 kcal.mol

-1
,           

   
= 5.3 kcal.mol

-

1
, and         

   
= -4.8 kcal.mol

-1
, all in excellent agreement with experiment. Similarly, the 

entropy of hydration of the more polar solutes, acetamide and N-methylacetamide, is well 

reproduced by GCT. The free energy of hydration is higher than experiment by 0.7-1.5 kcal/mol-

1 because the enthalpies of hydration are not sufficiently negative. As for methanol, further 

polarization of the C-O or N-H bonds could address this discrepancy.    

 Overall, the GCT predicted enthalpies and entropies of hydration are reasonably well 

correlated with experimental data, although shortcomings in  the force field used or the 

methodology itself are apparent, suggesting there is room for further improvement of the 

methodology. However, a major advantage of GCT is arguably in the ability to visualize the 

contribution of different solvent regions to the thermodynamics of hydration. Spatial 

decomposition enables the identification of solvent regions that contribute 

favourably/unfavourably to the free energy of hydration. Additionally, the breakdown into 
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enthalpic and entropic components provides insights into the nature of the intermolecular 

interactions of water molecules.    Figure 8 depicts water’s components to the free energy, 

enthalpy and entropy of hydration of three small molecules, N-methylacetamide (NMA), 

methanol and benzene. To finely resolve small energetic differences between neighboring voxels 

5,000,000 snapshots were collected from ten independent 50 ns simulations to produce grid cell 

files with cubic voxels of edge length 0.5 Å. The resulting contours are generally smooth, except 

when drawn at values close to zero -or one for the relative density- due to sampling errors. 

Additionally, harmonic restraints were applied to every solute atom to avoid rotations of methyl 

hydrogen atoms, or the polar hydrogen atom of methanol, which would blur the properties of 

nearby water molecules. For these small solutes the resulting computed properties are similar to 

within statistical error to the results reported in Table 2.   

For NMA (Fig 8A), the region that contributes the most to the free energy of hydration is 

located in a hemisphere around the amide oxygen atom. Water molecules in this region donate a 

hydrogen-bond to the amide oxygen atom. Interestingly, configurations with a linear angle 

between a water molecule oxygen atom, the amide oxygen atom, and the amide carbon atom, are 

slightly less favored. A smaller but significant contribution arises from a separate region where 

water molecules can accept a hydrogen-bond from the amide polar hydrogen. A third weakly 

stabilizing region is apparent in the vicinity of the methyl group bonded to the amide nitrogen 

atom. Water molecules in this region can favorably orient hydrogen atoms near the amide 

oxygen and nitrogen atoms, whilst minimizing electrostatic repulsion with the amide polar 

hydrogen. Regions located above and below the amide bond plane contribute unfavorably to the 

free energy of hydration because of unfavorable enthalpic and entropic contributions. Similar 

unstable regions have been identified with a GIST analysis by Huggins and Payne.
22

 Water 
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structuring around high density regions is also seen to cause depletions in water density further 

away from the solute, particularly near the region where water molecules can accept a hydrogen-

bond from the solute. Water in high-density regions contributes the most to solvent entropy loss. 

Lesser entropy loss is observed near the solute methyl groups, and small gains in entropy are 

observed in the second hydration shell for water molecules located close to the first shell water 

molecules that are accepting or donating hydrogen bonds to the solute.  

For methanol (Fig 8B) two distinct regions that contribute favorably to the free energy of 

hydration are apparent, covering positions where water molecules can donate or accept hydrogen 

bonds. The water hydrogen-bond donating region covers a larger volume than the water 

hydrogen bond accepting region because methanol accepts more hydrogen bonds than it donates, 

but stronger enthalpic interactions are observed in the smaller hydrogen-bond accepting region. 

This is partly compensated by greater vibrational and orientational entropy loss within the water 

hydrogen-bond accepting region. As for NMA, both regions contribute favorably to the enthalpy 

of hydration and unfavorably to the entropy of hydration, but the isocontours drawn at the same 

isovalues are smaller. Small favorable entropic contributions and unfavorable enthalpic 

contributions in the second shell are apparent. The situation differs for regions near the methyl 

group and perpendicular to the C-O-H plane where enthalpy and entropy both contribute 

unfavorably to the hydration free energy. The region immediately above the hydroxyl group has 

a small favorable entropic component and an unfavorable enthalpic component. All together this 

contributes largely to the approximately 5 kcal.mol
-1 

more negative hydration free energy of 

NMA over methanol. As for NMA, the location of high water density regions (s > 2.7) 

correlate well with regions that contribute favorably to the free energy of hydration. A complete 

match is not fully apparent in Fig 8 because the contours have been drawn at different values. 
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High local water density is not necessarily associated with a favorable contribution to the free 

energy of hydration, for instance regions located near the methyl group of of methanol show 

significant density deviations from bulk (s > 1.5) but contribute unfavorably to the free energy 

of hydration (Figure S3).    

For benzene (Fig 8C) it is apparent that the favorable free energy of hydration arises from two 

small regions above and below the -cloud. Water molecules in these regions are weakly 

donating hydrogen-bonds to the solute. In addition, two secondary doughnut shaped regions 

provide additional stabilizing enthalpic contributions. Water molecules in these regions tend to 

donate hydrogen-bonds to the water molecule(s) interacting with the -cloud. Water in the plane 

of the ring contributes unfavorably to hydration, with greater loss in free energy in regions 

between two neighboring solute hydrogen atoms. This arises because of an unfavorable enthalpic 

contribution, as well as a greater orientational entropy loss because water in these regions has 

fewer hydrogen bond acceptors within its coordination shell. Second hydration shell water 

molecules located above and below the plane of the benzene ring contribute slightly unfavorably 

and favorably to the enthalpy and entropy of hydration respectively, with the entropy gain due to 

a favorable orientational entropy component.  The effect largely cancels out and there is no 

significant contribution to the free energy of hydration from this region. 

Overall, the results depicted in Fig 8 suggest that GCT provides a rich graphical description of 

hydration thermodynamics that yield insights into the location and nature of 

stabilizing/destabilizing solvent interactions.   

    

4. Conclusions 
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Overall, grid cell theory shows promising potential for molecular modeling studies of the 

hydration of organic and biomolecules. If free energies of hydration are of sole interest, 

alternative methodologies such as thermodynamic integration appear more competitive owing to 

the slower convergence of the water-water terms in GCT. However a Nautilus analysis yields 

enthalpies and entropies of hydration, and makes it possible to visualize water’s components for 

graphical analyses of hydration thermodynamics. For quantitative analyses, relative enthalpies 

and entropies of hydration appear easier to predict as uncertainties in the values of the reference 

bulk parameters will have less impact on the computed properties.  

The most similar alternative to GCT is the GIST method proposed by Nguyen et al.
18

 Both 

approaches should provide similar enthalpies of hydration because they each rely on averaged 

interaction energies. The most significant differences are found in the evaluation of entropies. 

GIST relies on an entropy expansion with multi-particles correlation functions truncated at first 

or second order for computational tractability.
18

 Errors arise because of the neglect of entropic 

contributions from higher-order correlations. Cell theory implicitly captures higher-order 

correlations in the cell parameters, but makes a harmonic approximation to describe vibrational 

and librational entropies, whereas orientational entropy is captured with a generalized Pauling’s 

residual entropy model. Both approaches appear to give results of comparable accuracy for 

hydration free energies. However GCT may have a number of practical advantages: the 

methodology appears less sensitive to the resolution of the grid and the solvent entropic 

components converge more rapidly than the enthalpic components. This may be a consequence 

of the functional form of the cell theory equations, i.e. entropies are derived from logarithms of 

ratios, whereas enthalpies from differences of interaction energies.  This should facilitate routine 

applications owing to the decreased number of snapshots that must be post-processed after a MD 
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simulation. The computing time needed to perform a Nautilus analysis is function of the size of 

the system simulated and the grid region. To illustrate, a typical analysis of 50,000 snapshots of a 

solvated small molecule in a cubic volume of 21,952 Å
3
 currently requires ca. 40 CPU hours 

with the present implementation of the trajectory analysis software Nautilus. These can be 

trivially parallelized over hundreds of processors by processing trajectory snapshots 

concurrently.  Further optimization is possible by rewriting the software in a low-level 

programming language. Alternatively, grid properties could be computed “on the fly” during a 

MD simulation.  

Further work is desirable to assess the robustness and accuracy of GCT predictions with other 

solute/solvent force fields combinations. Huggins has shown that IFST predictions of the free 

energy of hydration sites can vary by up to 4 kcal.mol
-1

 between TIP4P-2005 and TIP5P-

Ewald.
70

 Rigorous comparison of GCT and IFST by analysis of the same computed trajectories 

with identical energy functions on larger datasets should also prove instructive to further assess 

the merits of each approach and devise improved approaches to estimate solvent entropies. 

Henchman and Cochram have recently reported a detailed analysis of different coordination 

environments for bulk water.
8
 Their results suggest that more detailed consideration of 

distributions of hydrogen-bonding patterns may lead to improve estimations of solvent 

orientational entropies. The present results have been obtained for solutes restrained in a given 

conformation. In principle GCT analyses can be performed on flexible solutes, but in cases 

where significant flexibility is observed, the simple grid averaging procedure used here may not 

yield components that can be easily visualized. If different conformational states have already 

been established, one could always perform separate analyses on conformation-specific grids.
71

 

Alternatively, protocols that combine dynamical updating of the grid properties with a sliding 
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time-window may prove useful. Additional research is desirable to explore efficient protocols to 

resolve coupling between solvent and solute degrees of freedom. 

Overall the major strength of the approach arguably lies in its ability to spatially resolve 

enthalpy and entropy into physically intuitive components, either as a stand-alone analysis or, for 

instance, to guide the interpretation of free energy changes computed by alchemical methods. 

The present results warrant further application of Grid Cell Theory to host/guest recognition 

problems and to solvent mapping studies of organic and biomolecular systems.   
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Table 1. The reference bulk parameters and computed thermodynamic values of liquid 

water at 298 K.                

Parameters and properties TIP4P-Ew Experiment
a
 

     
     (kcal mol

-1
) -11.025(9) - 

     
 (10

-10
 N)

 1.587(1) - 

     
 (10

-10
 N)

 1.735(1) - 

     
 (10

-10
 N)

 1.334(1) - 

     
 (10

-20
 N m

-1
) 1.061(1) - 

     
 (10

-20
 N m

-1
) 1.194(1) - 

     
 (10

-20
 N m

-1
) 1.453(1) -  

     
    3.305(4) - 

  
     4.883(2) - 

ρb (kg m
-3

) 995.4(2) 997.1 

   (kcal mol
-1

)
b -9.98(1) -9.92 

   (cal K
-1 

mol
-1

)
c -15.42(5) -14.05 

a) Ref
72

 for ρb,   , and     b) Includes a dielectric depolarisation correction term of 1.044 

kcal mol
-1

.
36

  c) Computed using Eq 7 from ref 
27

. The dash (-) signifies not available. 
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Figure 1. The distribution of A) water enthalpies ∆H
s
w and B) water entropies -T∆S

s,w
w in bulk 

water. Each distribution was computed by dividing a cubic volume 4096 Å
3
 centered at the 

center of a box of 804 TIP4P-Ew molecules into evenly distributed regions of space s covering 

each 0.125 Å
3
 (top left), 1 Å

3
 (top right), 8 Å

3
 (bottom left) and 64 Å

3
 (bottom right) 

respectively.  The red, blue, green and magenta color indicate distributions computed from a 

simulation of 2 ns, 5 ns, 10 ns and 50 ns duration respectively. The first ns was discarded and 

snapshots were analysed every 1 ps. The legend indicates the estimated standard deviation for 

each distribution using the full dataset. 
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Figure 2. The convergence of the water A) enthalpies ∆H
s
w and B) entropy components red 

          
    

 (red),           
     

 (black),           
     

 (green) in bulk water as a function of the size 

of the monitored region s. Each data point is the mean of three 50 ns simulations and the error 

bars show the standard error of the mean.  
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Figure 3. The convergence of hydration enthalpy and entropy components as a function of the 

size of s for (A) Neon, (B) Xenon, (C) Chloride, (D) Sodium.  All solutes were solvated in a 

waterbox of 804 water molecules. The x-axis depicts the radius of a spherical region s centered 

on the solute.  The y-axis indicates components of the enthalpy and entropy of hydration. Left 

panel: black (   
 ), red (      

 ).Right panel: red (        
    

), black (        
     

), green (        
     

). 

The error bars indicate the standard error of the mean obtained from three independent 

simulations.  
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Figure 4.  The effect of box-size on the enthalpy and entropy components of the free energy of 

hydration of sodium. The solid; dashed and dotted; dashed; and dotted lines depict results for a 

box with approximate average half-edge lengths of 15 Å, 17.5 Å, 20 Å and 25 Å respectively. 

Error bars, which are comparable to those seen in Figure 4 have been omitted for clarity. Other 

symbols are as in Figure 3.  
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Figure 5.  The effect of uncertainties in the reference bulk parameters on the enthalpy and 

entropy components of the free energy of hydration of sodium. The solid lines depict results 

obtained using the parameters listed in Table 1, and the dashed and dotted lines with parameters 

modified by ± 1 standard error respectively. Error bars, which are comparable to those seen in 

Figure 3 have been omitted for clarity. Other symbols are as in Figure 3.  
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Figure 6. The accuracy of the thermodynamic integration predictions and correlation with Grid 

Cell Theory results. A) Correlation between Finite Difference Thermodynamic integration free 

energies and experimental data. B) Correlation between Grid Cell Theory and Finite Difference 

Thermodynamic integration free energies. The error bars indicate the standard error of the mean 

obtained from three independent simulations. 
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Figure 7. The correlation of the Grid Cell Theory computed hydration thermodynamics with 

experimental data. A) Correlation between computed free energies of hydration and experimental 

data. B) Correlation between computed enthalpies of hydration and experimental data. C) 

Correlation between computed entropies of hydration and experimental data. The error bars 

indicate the standard error of the mean obtained from three independent simulations.   
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Table 2. The computed and measured hydration enthalpies, entropies and free energies of a 

set of small molecules.
a
 

                           Computed                   Experimental
b 

         
 

           
   

         
   

              
       

    

Neon 
0.62(33) 1.43(39) 2.05(68) -0.31 2.97 2.66 

Xenon 
-2.40(35) 3.05(16) 0.65(49) -3.80 5.14 1.34 

Chloride -68.36(15) 3.10(17) -65.26(04) -93.69 4.59 -89.10 

Sodium 
-73.61(29) 4.27(40) -69.34(31) -93.45 4.86 -88.59 

Methane -0.53(24) 3.06(18) 2.53(25) -2.75 4.75 2.01 

Ethane -2.65(25) 3.96(20) 1.31(38) -4.13 5.96 1.83 

Isobutane -4.02(17) 4.87(08) 0.86(24) -4.83 7.15 2.32 

N-butane -3.61(12)                 5.27(17) 1.75(06) -5.62            7.69 2.07 

Benzene -7.29(42) 6.57(06) -0.72(47) -7.00 6.13 -0.87 

Methanol -8.53(18) 5.10(06) -3.43(24) -10.04 4.94 -5.10 

Acetamide 
-15.01(35) 6.79(18) -8.22(27) -16.87 7.17 -9.70 

N-methylacetamide 
-17.09(05) 7.76(26) -9.33(31) -17.61 7.54 -10.07 

             

a) All data is in kcal mol
-1

 b) Experimental data from ref
73

 for neon, xenon, Ref
65

 for chloride, 

sodium. Ref
74

 (     ) and Ref
75

 (     
 ) for acetamide and N-methylacetamide, Ref

76
 for 

other solutes. Ref
76

 gives enthalpies for a constant pressure solvation process px and these were 

converted using            
      . When missing, entropies were derived from the 

difference of the Gibbs free energies with the enthalpies. 
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Figure 8. The spatial resolution of hydration thermodynamics around A) N-methylacetamide, B) 

methanol, C) benzene. For each solute, voxel contributions to    
  ,         

 ,     
   

 and 

     are shown from left to right. The blue isocontours indicate regions where water is less 

stable or has a lower density than in bulk. The red isocontours indicate regions where water is 

more stable or has a higher density than in bulk.  The isocontours units are in kcal.mol
-1

.Å
-3

 

except relative density which is unitless.  All density isocontours were drawn with the same 

isovalues     : 2.7 (dark red); 0.4 (light blue). Other isovalues were:  A) N-methylacetamide. 

   
 : -0.1 (dark red); -0.0016 (light red); 0.02 (light blue).          

  : -0.1 (dark red); -0.03 

(light red); 0.01 (light blue).      
   

: -0.003 (dark red); 0.01 (light blue); 0.02 (dark blue);. B) 

Methanol.    
 : -0.1 (dark red); -0.007 (light red); 0.05 (light blue).          

  : -0.1 (dark red); -

0.02 (light red); 0.0025 (light blue).      
   

: -0.002 (dark red); 0.006 (light blue); 0.05 (dark 
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blue).  C) Benzene.    
 : -0.1 (dark red); -0.009 (light red); 0.015 (light blue); 0.02 (dark blue). 

         
  : -0.1 (dark red); -0.019 (light red); 0.0025 (light blue); 0.008 (dark blue).      

   
: -

0.0027 (dark red); 0.015 (light blue); 0.02 (dark blue). 
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