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Abstract To what extent does semantic information play a
functional role in visual word recognition? Theories of word
recognition vary in the importance assigned to semantic
information in visual lexical decision, with past research
suggesting that the nature of the foils is a crucial determi-
nant of semantic reliance. Here, we explored the conditions
under which semantic variables influence lexical decision.
Normal readers performed visual lexical decision tasks in
which imageability and semantic priming were manipulated,
with nonword foils varying systematically in their ortho-
graphic and phonological similarity to the real words. The
effects of imageability and semantic priming increased in
magnitude as nonword foils became progressively more
wordlike. These findings provide a clear illustration of the
flexible use of semantic information to support normal visual
word recognition.
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The fundamental purpose of the written word is to communi-
cate meaning, but the necessity of semantic information for
visual word recognition has been hotly debated in the neuro-
psychological literature (Blazely, Coltheart, & Casey, 2005;
cf. Dilkina, McClelland, & Plaut, 2010; Rogers, Lambon

Ralph, Hodges, & Patterson, 2004). For localist models
that incorporate an independent level of structural lexical
representations (e.g., Coltheart, Rastle, Perry, Ziegler, &
Langdon, 2001), semantic information is not required to
recognize a word, whereas for connectionist models that
include only distributed orthographic representations (e.g.,
Harm & Seidenberg, 2004), semantic information becomes
necessary to support accurate word recognition under certain
circumstances. Word recognition has been typically examined
using lexical decision tasks in which participants are required
to discriminate between real words and nonword foils. Using
this task, a word has been recognized when a familiar letter
string can be accurately differentiated from a novel one. The
difficulty of this discrimination will vary according to the
nature of the nonword foils used, becoming harder the more
similar they are to words in terms of their orthographic and
phonological properties. Due to the absence of structural
lexical representations, it is a clear prediction of connectionist
models that semantic effects must increase as the discrimina-
tion between words and foils becomes increasingly difficult to
achieve on the basis of orthographic and phonological form.
We tested this prediction here by examining the size of
semantic effects across a parametric increase in discrimination
difficulty achieved bymaking the nonword foils progressively
more similar to words.

For localist models, such as DRC (Coltheart et al., 2001),
lexical decision is made on the basis of activation of
entries within the orthographic input lexicon. Although
the corollary of this independent level of structural lexical
representations is that semantic information is not necessary
to recognize words, cascaded and interactive processing
permits activation from the semantic system to feed back
to the orthographic input lexicon via bidirectional excitatory
and inhibitory connections (Coltheart et al., 2001, p. 214),
producing meaning-level effects. As nonword foils become

Electronic supplementary material The online version of this article
(doi:10.3758/s13423-011-0213-7) contains supplementary material,
which is available to authorized users.

G. A. L. Evans :M. A. Lambon Ralph :A. M. Woollams (*)
Neuroscience and Aphasia Research Unit, School of Psychological
Sciences, Zochonis Building, University of Manchester,
Brunswick Street,
Manchester M13 9PL, England, UK
e-mail: anna.woollams@manchester.ac.uk

Psychon Bull Rev (2012) 19:325–331
DOI 10.3758/s13423-011-0213-7

http://dx.doi.org/10.3758/s13423-011-0213-7


more wordlike in terms of their orthographic composition,
they produce more activation of similar words in the ortho-
graphic input lexicon. When they are also homophonic with a
known word, they increase activation of the orthographic
input lexicon further through activation of their phonological
form from the nonlexical route feeding back via the
phonological output lexicon (Coltheart et al., 2001, pp. 230–
231). In each case, as the foils become more similar to the
words, the discrimination becomes more difficult, meaning
that a higher level of activation of a lexical entry is required
for a “word” decision in order to avoid false alarms. This
therefore delays the decision and increases the opportu-
nity for feedback from semantics. Hence, localist models
can accommodate an increase in semantic effects across
foil type.

Within connectionist models, semantic information plays
a crucial role in lexical decision if discriminations cannot be
made using form-based information (Plaut, 1997; Seidenberg
& McClelland, 1990) due to their use of distributed ortho-
graphic representations. Several possible mechanisms may
account for semantic influences within connectionist models,
depending on the assumed locus of the lexical decision.
Harm and Seidenberg (2004) suggested that lexical decision
could be based on the degree to which the external input
matches the internally activated orthographic representation,
which may be influenced by feedback from semantics
(see also Pexman & Lupker, 1999; Van Orden, Pennington, &
Stone, 1990). As orthographic and phonological overlap
between words and foils increases, the internally generated
orthographic representation for a foil becomes more similar to
a known word (Harm & Seidenberg, 2004, p. 709). A more
conservative criterion requiring a closer match between
representations must, therefore, be adopted to avoid false
alarms, delaying decision and allowing greater opportunity for
semantic feedback to influence orthographic activation, as per
localist models.

An alternative to an orthographic basis for lexical deci-
sion has been proposed in the context of other connectionist
models, where the decision is instead made on the basis of
activation across all levels of the word recognition system.
By this view, semantic activation will be weighted more
heavily in the metric as discrimination difficulty increases
and neither orthographic nor phonological information is
sufficient to avoid false alarms (Dilkina et al., 2010; Plaut,
1997; Seidenberg & McClelland, 1990). Other accounts
have designated semantics as the locus of lexical decision
when legal foils are used (Borowsky & Besner, 1993;
Plaut & Booth, 2000). Since these proposals suggest that
semantic activation feeds directly into the decision pro-
cess, feedback mechanisms are therefore not required to
explain the presence of semantic effects.

Previous investigations of foil type manipulations upon
semantic effects in lexical decision have produced

inconsistent results. One dimension used as a marker of
semantic involvement in real-word decisions is imageabil-
ity, which refers to the degree to which a word’s referent
evokes a mental image (e.g., HARP vs. HOPE). Another is
semantic priming, where the benefit of presenting a target
(e.g., DOG) with a related (e.g., cat), as opposed to an
unrelated (e.g., cup), prime is assessed (Neely, 1991). Past
research has indicated that imageability effects are not reli-
able with unpronounceable foils but are significant with
pseudoword and pseudohomophone foils (James, 1975),
although the difference in effect size between the latter
two conditions was not examined. A significant increase in
the size of the semantic priming effect when shifting from
consonant string to pseudoword foils has been reported
(Shulman & Davidson, 1977), and while some have
reported a similar increase for the change from pseudoword
to pseudohomophone foils (Joordens & Becker, 1997),
others have failed to observe any significant change (Lupker
& Pexman, 2010) or have even reported a reduction (Milota
Widau, McMickell, Juola, & Simpson, 1997; Yap, Tse, &
Balota, 2009), contrary to what would be expected accord-
ing to a connectionist account.

Clarification of the effect of foil type manipulations
upon semantic influences in lexical decision is therefore
clearly required, particularly with regard to whether semantic
contributions increase across legal pseudoword and pseudo-
homophone foils. The goal of the present study was to
conduct, for the first time, a parallel manipulation of the
intraword dimension of imageability and the interword
dimension of semantic priming, using the same parametric
variation of discrimination difficulty across consonant
string, pseudoword, and pseudohomophone foils, whereby
there is a progressive increase in the orthographic and
phonological similarity of the nonword foils to the real
words. To the extent that connectionist models provide a
viable account of visual word recognition, a significant
increase in the magnitude of both semantic effects across
foil types should be observed.

Method

Design

Each participant performed two lexical decision blocks,
each of which contained a within-participants manipu-
lation of the semantic markers of imageability and
semantic priming. Order of block completion was coun-
terbalanced between participants. Participants performed
lexical decisions in the context of consonant string,
pseudoword, or pseudohomophone foils; hence, foil
type was manipulated between participants. While foil
manipulations were critical to ensure the parametric
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increase in decision difficulty, the key effects of interest
were the magnitude of the semantic effects observed
across the foil types.

Participants

Seventy-two undergraduate students participated. All
reported that they had no identified reading disorders and
that English was their first language.

Stimuli

Imageability Each participant was presented with 80 real
words and 80 nonword foils. The 80 real words were mono-
syllabic, three- to five-letter, low-frequency English words.
Imageability ratings taken from the Cortese and Fugett
(2004) database were used to select 40 low-imageability
words (e.g., OWE), and 40 high-imageability words (e.g.,
FUR), matched pairwise on letter length. Three types of foil
stimuli were created: pseudohomophones, pseudowords,
and consonant strings. Eighty orthographically legal
pseudohomophones were created, 40 of which had low-
imageability basewords (e.g., FEA [from FEE]) and 40
of which had high-imageability basewords (e.g., ZEW
[from ZOO]). For each pseudohomophone a letter was
replaced to create 80 orthographically legal, pronounce-
able pseudoword foils (e.g., FET), and vowels were
replaced with consonants to create 80 orthographically
illegal, unpronounceable consonant strings (e.g., FJK).

High- and low-imageability items had mean ratings of
6.11 (SD 0 0.47) and 2.72 (SD 0 0.41), respectively, and did
not differ significantly in terms of frequency, neighborhood
size, or bigram frequency (see Table 1 in Supplementary
Materials). As was expected, the consonant strings did differ
from the words on neighborhood size and bigram frequency,
F(1, 78) 0 133.04, p < .001, and F(1, 78) 0 80.05, p < .001,
respectively, but the pseudoword and pseudohomophone foils
were comparable to the words on these dimensions (see Table
2 in Supplementary Materials). A full listing of imageability
stimuli is provided in Tables 3, 4, and 5 in Supplementary
Materials.

Semantic priming Each participant was presented with an
additional 80 real words and 80 nonword foils, plus 160
primes, none of which were featured in the imageability set.
The 80 real words were monosyllabic, three- to five-letter,
low-frequency English words. Related primes for the 80
real-word targets were selected using the Maki (2008)
database. The real-word targets were split into two lists
and the related primes (e.g., wood–LOG) were shuffled
to create unrelated items (e.g., oven–LIP). This resulted
in two versions of the task for each foil type, the presentation
of which was counterbalanced across participants. Again,

three foil types were created: pseudohomophones, pseudo-
words, and consonant strings. Eighty orthographically legal
pseudohomophones were created, and 80 prime words related
to the pseudohomophone baseword were selected from the
database. Again the pseudohomophones were split into two
lists, and the related primes (e.g., key–LOK [from LOCK])
were shuffled to create unrelated items (e.g., car–DET [from
DEBT]). Eighty orthographically legal pseudoword foils and
80 orthographically illegal, unpronounceable consonant
strings were created in the same way as for the imageability
set and were presented with the corresponding primes (e.g.,
key–BOK, key–BPK).

The two lists of target words did not differ significantly on
imageability, frequency, neighborhood size, or bigram fre-
quency (see Table 6 in Supplementary Materials). As was
expected, the consonant strings did differ from the words on
neighborhood size and bigram frequency, F(1, 78) 0 175.33,
p < .001, and F(1, 78) 0 32.63, p < .001, respectively, but the
pseudoword and pseudohomophone foils were comparable to
the words on these dimensions (see in Table 7 in Supplemen-
tary Materials). A full listing of semantic priming stimuli is
provided in Tables 8, 9 and 10 in Supplementary Materials.

Procedure

Participants performed a yes/no lexical decision task.
Stimuli were presented using DMDX (Forster & Forster,
2003), and responses were made using a button box. Letter
strings were presented in white uppercase 26-point font on a
black background. On each trial, a fixation cross was pre-
sented in the center of the screen for 500 ms before a letter
string was shown and remained visible until a response was
made. Participants performed a block of 20 practice trials,
followed by 160 experimental trials presented in a single
block in a random order that was generated anew for each
participant. For the semantic priming task, a prime word was
presented in lowercase in the center of the screen for 500 ms
immediately prior to presentation of the uppercase letter
string.

Results

Correct reaction times and percentages of errors for
nonword foil and real-word responses were analyzed,
with responses over 3,500 ms removed from the analysis
(<0.05% trials in total).

Imageability

The effectiveness of the foil type manipulation can be seen
in the rejection times and false alarm rates for the foils:
562 ms/1.30% for consonant strings rose to 812 ms/6.46%
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for pseudowords and again to 1,038 ms/12.14% for pseu-
dohomophones. ANOVAs treating foil type as a between-
participants (F1) and within-items (F2) factor confirmed that
as foils became increasingly wordlike, nonword responses
became significantly slower [F1(2, 69) 0 34.30, p < .001,
η2 0 .50; F2(2, 158) 0 460.84, p < .001, η2 0 .85;
minF’(2, 79) 0 31.92, p < .001] and less accurate
[F1(2, 69) 0 17.20, p < .001, η2 0 .33; F2(2, 158) 0 29.93,
p < .001, η2 0 .23; minF’(2, 150) 0 10.92, p < .001].

The reaction time and error data for real words presented
in Fig. 1 also reflect the increase in discrimination difficulty
due to foil type. The 2 (within participants/within items:
imageability) × 3 (between participants/within items: foil
type) ANOVAs performed on real-word responses confirmed
a significant imageability effect in reaction times [F1(1, 69) 0
56.31, p < .001, η2 0 .45; F2(1, 39) 0 19.21, p < .001, η2 0 .33;
minF’(1, 66) 0 14.32, p < .001] and errors [F1(1, 69) 0 78.96,
p < .001, η2 0 .53; F2(1, 39) 0 13.38, p < .001, η2 0 .26;
minF’(1, 52) 0 11.44, p < .001]. As nonword foils became
more wordlike, responses were slower [F1(2, 69) 0 13.55,
p < .001, η2 0 .28; F2(2, 78) 0 171.94, p < .001, η2 0 .82;

minF’(2, 80) 0 12.56, p < .001] and less accurate [F1(2, 69) 0
8.22, p < .01, η2 0 .19; F2(2, 78) 0 12.77, p < .001, η2 0 .24;
minF’(2, 136) 0 5.00, p < .01]. Critically, as nonword foils
became more wordlike, the size of the imageability effect
increased in reaction times [F1(2, 69) 0 10.84, p < .001,
η2 0 .24; F2(2, 78) 0 14.64, p < .001, η2 0 .27; minF’(2, 141) 0
6.23, p < .01] and errors [F1(2, 69) 0 9.89, p < .001, η2 0 .22;
F2(2, 78) 0 7.80, p < .001, η2 0 .17; minF’(2, 147) 0 4.36,
p < .05]. Specifically, the 16-ms and 1.77% imageability
effect with consonant strings rose significantly to a 59-ms
and 7.81% effect with pseudowords [t1(46) 0 2.28, p < .05;
t2(39) 0 3.13, p < .01; t1(46) 0 4.10, p < .001; t2(39) 0 3.61,
p < .001] and significantly increased again to a 111-ms
effect with pseudohomophones [t1(46) 0 2.23, p < .05;
t2(39) 0 2.72, p < .01], although the increase to 8.44%
did not prove reliable.

Semantic priming

Again, the effectiveness of the foil type manipulation can be
seen in the rejection times and false alarm rates for the foils:
557 ms/1.98% for consonant strings rose to 718 ms/6.30%
for pseudowords and again to 902 ms/6.72% for pseudoho-
mophones. ANOVAs treating foil type as a between-
participants (F1) and within-items (F2) factor confirmed that
as foils became increasingly wordlike, nonword responses
became significantly slower [F1(2, 69) 0 31.06, p < .001,
η2 0 .47; F2(2, 158) 0 377.22, p < .001, η2 0 .83;
minF’(2, 81) 0 28.70, p < .001] and less accurate
[F1(2, 69) 0 6.72, p < .01, η2 0 .16; F2(2, 158) 0 9.97,
p < .001, η2 0 .11; minF’(2, 150) 0 4.01, p < .05].

The reaction time and error data for real words presented
in Fig. 2 also evidences the increase in discrimination
difficulty due to foil type. Two (within participants/within
items: priming) × 3 (between participants/within items:
foil type) ANOVAs performed on real-word responses
confirmed significant priming effects in reaction times
[F1(1, 69) 0 35.11, p < .001, η2 0 .34; F2(1, 79) 0 26.61,
p < .001, η2 0 .25; minF’(1, 147) 0 15.14, p < .001] and
errors [F1(1, 69) 0 17.76, p < .001, η2 0 .21; F2(1, 79) 0 11.18,
p < .001, η2 0 .12; minF’(1, 144) 0 6.86, p < .01]. Real-word
responses in the context of increasingly wordlike nonword
foils were slower [F1(2, 69) 0 7.99, p < .01, η2 0 .19;
F2(2, 158) 0 133.38, p < .001, η2 0 .63; minF’(2, 77) 0 7.54,
p < .01] and less accurate [F1(2, 69) 0 3.97, p < .05, η2 0 .10;
F2(2, 158) 0 4.89, p < .01, η2 0 .06; minF’(2, 176) 0 2.19,
p < .11]. Crucially, as nonwords became increasingly
wordlike, the magnitude of the semantic priming effect
increased in reaction times [F1(2, 69) 0 6.83, p < .01, η2 0 .17;
F2(2, 158) 0 6.69, p < .01, η2 0 .08; minF’(2, 194) 0 3.38,
p < .05] and errors [F1(2, 69) 0 4.92, p < .01, η2 0 .13;
F2(2, 158) 0 4.67, p < .01, η2 0 .06; minF’(2, 196) 0 2.40,
p < .09]. Specifically, the 8-ms and 0.10% priming effect with

Fig. 1 Mean reaction times (a) and errors (b) for words of high
imageability (e.g., FUR) and low imageability (e.g., OWE) in the
context of consonant strings (e.g., FJK), pseudowords (e.g., FET),
and pseudohomophones (e.g., FEA). Error bars represent ±1 SEM.
Asterisks denote significance level of within-subjects t-tests of the
imageability effect: *p < .05, **p < .01, ***p < .001
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consonant strings rose to a 32-ms and 3.02% effect with
pseudowords [t1(46) 0 1.81, p 0 .07; t2(79) 0 1.74, p 0 .08;
t1(35) 0 2.65, p < .05; t2(79) 0 −2.51, p < .05] and signifi-
cantly increased again to a 59-ms effect with pseudohomo-
phones [t1(46) 0 2.07, p < .05; t2(79) 0 2.00, p < .05], although
the increase to 3.23% did not prove reliable.

Discussion

The present results indicate, for the first time, a parallel
parametric increase in the magnitude of the semantic effects
of imageability and semantic priming as decision difficulty
and reaction times increased across consonant string, pseu-
doword, and pseudohomophone foil contexts. Put simply, as
decisions became harder and, therefore, slower, the advan-
tage for high- over low-imageability words and for related
over unrelated primes increased significantly. Although it
might be argued that semantic effects are minimized with
illegal foils, since the participants may base their decision on
a very shallow level of stimulus analysis, the increase in
both imageability and semantic priming effects also held
across the transition from pseudowords to pseudohomophones.

This result would seem to rule out models where legal
nonword foils invoke a simple categorical shift to a
semantic locus for decision and semantic priming is
envisaged to affect threshold consistently across processing
(Borowsky & Besner, 1993).

Several previous investigations have failed to find
increased effects of semantic priming in pseudohomophone,
relative to pseudoword, conditions, with this pattern observed
in studies using a between-participants manipulation such as
ours (Milota et al., 1997; Yap et al., 2009) and also those
adopting a within-participants approach (Lupker & Pexman,
2010). An examination of rejection times for pseudoword/
pseudohomophone foils across these previous studies reveals
that they all show a smaller increase than the 718 ms/902 ms
observed for the semantic priming foils used here (834 ms/
755 ms, Milota et al., 1997; 678 ms/709 ms, Yap et al., 2009;
681 ms/719 ms, Lupker & Pexman, 2010). Notably, our
pseudowords and pseudohomophones had considerably higher
orthographic neighborhood size and/or bigram frequency than
did those used previously. Although this was equally true for
the pseudowords and the pseudohomophones, it seems
likely that when pseudohomophones are of high ortho-
graphic familiarity, this allows more rapid activation of
their associated phonological code, which in turn would
make the rejection decision more difficult.

Given that we observed larger semantic effects with more
wordlike foils at longer decision latencies, our results fit
well within models of word recognition that assume an
orthographic level for lexical decision and allow for
feedback from the semantic level. Nevertheless, there
had yet to be any explicit simulation semantic influences
in visual lexical decision across foil type. For localist
models (Coltheart et al., 2001; Davis, 2010; Grainger &
Jacobs, 1996), our results clearly indicate the need for a
realistic implementation of the semantic system if they
are to accurately simulate the process of lexical decision.
For connectionist models that have incorporated some
implementation of the semantic system, our results highlight
the need to implement an explicit mechanism for making
lexical decision. This may be based on orthographic activation
that is sensitive to feedback from the semantic level (e.g.,
Harm & Seidenberg, 2004), or alternatively, it may take the
form of a flexible weighted metric of activation across all
levels that is determined by the properties of the nonword
foils (e.g., Plaut, 1997). Our empirical results provide a target
data set that can be used to assess the adequacy of future
computational simulations of lexical decision performance.

In the present study, larger semantic effects were seen
at longer response latencies. Yet several recent electro-
physiological investigations have suggested that semantic
processing actually initiates very rapidly during the course of
word recognition, with evidence of imageability and semantic
priming effects being observed during silent reading tasks

Fig. 2 Mean reaction times (a) and errors (b) for words preceded by
related primes (e.g., wood–LOG) and unrelated primes (e.g., oven–LIP)
in the context of consonant strings (e.g., key–BPK), pseudowords (e.g.,
key–BOK), and pseudohomophones (e.g., key–LOK). Error bars
represent ±1 SEM. Asterisks denote significance level of within-
subjects t-tests of the priming effect: *p < .05, **p < .01, ***p < .001
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within 150 ms of stimulus onset (Sysoeva, Ilyuchenok, &
Ivanitsky; 2007; Wirth et al., 2008). Such early semantic
processing has also been reported in ERPs during lexical
decision tasks. Using pronounceable pseudoword foils, Hauk,
Davis, Ford, Pulvermüller, and Marslen-Wilson (2006) found
evidence of orthographic influences at 100 ms after stimulus
onset, followed rapidly by semantic coherence effects at
160 ms. Similarly, using MEG and fMRI recording during
lexical decision with pronounceable katakana pseudoword
foils, Fujimaki et al. (2009) found evidence of orthographic
processing in ventral occipital-temporal regions at 100–
150 ms after stimulus onset, soon followed by evidence
of semantic processing at 200 ms within the left anterior
temporal area, which activated concurrently with phonologi-
cal processing in left posterior superior temporal regions.

Given how early semantic effects emerge in electro-
physiological measures, why then did we not find significant
semantic effects in behavior in the consonant string foil
conditions? In this regard, it is worth noting that there
has yet to be any electrophysiological study that considers
semantic influences upon lexical decision in the context of
different types of foils, since all those reported thus far have
used pronounceable pseudoword foils, and it was under these
conditions that we saw significant semantic influences in the
present study. It therefore remains to be seen whether such
early electrophysiological semantic effects will be observed in
the context of illegal foils.

In summary, our results provide a clear illustration of how
semantic activation can be used flexibly to support visual word
recognition across variations in task difficulty corresponding to
different foil contexts.Whether this flexibility is reflected at the
neural level remains to be determined, but recent neuroimaging
(Hon, Thompson, Siagla, & Duncan, 2009) suggests that re-
current feedback connections could permit task requirements
to modulate the influence of semantic activation upon the very
earliest stages of word recognition.
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