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Abstract. The multimodal nature of human communication has been well established. Yet few empirical studies have systematically
examined the widely held belief that this form of perception is facilitated in comparison to unimodal or bimodal perception. In the current
experiment we first explored the processing of unimodally presented facial expressions. Furthermore, auditory (prosodic and/or lexical-
semantic) information was presented together with the visual information to investigate the processing of bimodal (facial and prosodic
cues) and multimodal (facial, lexic, and prosodic cues) human communication. Participants engaged in an identity identification task,
while event-related potentials (ERPs) were being recorded to examine early processing mechanisms as reflected in the P200 and N300
component. While the former component has repeatedly been linked to physical property stimulus processing, the latter has been linked
to more evaluative “meaning-related” processing. A direct relationship between P200 and N300 amplitude and the number of information
channels present was found. The multimodal-channel condition elicited the smallest amplitude in the P200 and N300 components,
followed by an increased amplitude in each component for the bimodal-channel condition. The largest amplitude was observed for the
unimodal condition. These data suggest that multimodal information induces clear facilitation in comparison to unimodal or bimodal
information. The advantage of multimodal perception as reflected in the P200 and N300 components may thus reflect one of the mech-
anisms allowing for fast and accurate information processing in human communication.
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Introduction
Human communication entails the processing of different
information sources such as facial expressions, gestures,
tone of voice, or words. While each of these sources – or
information channels – can convey valuable information in
their own right, it is a widely held belief that the combina-
tion of information channels can lead to improved and more
successful communication. For instance, after delivering a
sad message on the phone, the bearer of the message would
often say “If I had only seen their face when they said they
were fine,” promoting the idea that the combined informa-
tion from multiple sources would in fact facilitate under-
standing of the situation. The question is: Does empirical
evidence support such an example, that is, do we really ob-
serve differences in neural correlates for multimodal and
unimodal information processing? To answer this question,
the present study investigated the time-course and neural
correlates of unimodal, bimodal, and multimodal stimulus
processing.

Typically, a setting in which more than one information
source becomes relevant is emotional communication
(see example above). For instance, we can convey our

state of mind – whether we feel angry, happy, or neutral
– by verbal (lexical-semantic) and nonverbal channels
(gestures, facial expressions, prosody). There is a broad
literature suggesting that so-called basic emotional (in-
cluding neutral) categories can be successfully recog-
nized by only one channel (e.g., face or prosody; see e.g.,
Borod et al., 2000; Ekman, 1992; Elfenbein & Ambada,
2002; Paulmann, Pell, & Kotz, 2008). In addition, there
is evidence suggesting that recognizing different emo-
tional categories is even more successful when the infor-
mation is multimodal (de Gelder & Vroomen, 2000; Krei-
felts, Ethofer, Grodd, Erb, & Wildgruber, 2007. This sug-
gests that multiple information sources facilitate the
forming of a unified representation of an event relative
to a single information source. Given the growing body
of literature on emotional communication, we chose to
investigate unimodal, bimodal, and multimodal informa-
tion processing with emotional (angry, happy) and neutral
stimuli. This allowed investigating both the different lev-
els of information processing and the possibility that
emotional stimuli are processed differently from neutral
stimuli when presented unimodal, bimodal, or multimo-
dally.
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Electrophysiological Investigations of
(Emotional) Vocal Expressions

To ensure successful human (emotional) communication,
incoming auditory information must be processed and in-
tegrated rapidly. ERPs have proven to be an excellent tool
to investigate the time-course of these processes. Specifi-
cally, two ERP components have been identified to reflect
early vocal expression processing, namely, the N100 and
P200. The auditory N100 component, a negative-going
ERP component   occurring   between   approximately
75–150 ms poststimulus onset is associated with the pro-
cessing of sensory information such as frequency and in-
tensity of a stimulus. This component does not vary as a
function of emotionality of a stimulus (Pourtois, de Gel-
der, Vroomen, Rossion, & Crommelinck, 2000). In con-
trast, the P200 is modulated by the emotional quality of a
stimulus. Specifically, emotional utterances can be distin-
guished from neutral utterances 200 ms after sentence on-
set irrespective of speaker voice (Paulmann & Kotz,
2008a; Paulmann, Schmidt, Pell, & Kotz, 2008). This is
true for utterances that do not contain emotional lexical-
semantic information (Paulmann, 2006). The ones that do
not contain lexical-semantic information offer the unique
possibility to investigate pure (emotional) prosodic pro-
cessing.

In addition, auditory (emotional) stimuli have also been
reported to elicit a negativity, the N300. For instance, Bos-
tanov and Kotchoubey (2004) investigated the recognition
of affective prosody using emotional exclamations as stim-
uli. The authors report an enhanced N300 for contextually
incongruous exclamations in contrast to congruous excla-
mations. In contrast to the P200 component, which has been
argued to reflect detection and processing of stimulus prop-
erties/features such as pitch (Pantev, Elbert, Ross, Eulitz, &
Terhardt, 1996), intensity (Picton, Woods, Barribeau-
Braun, & Healy, 1977), valence (Paulmann & Kotz, 2008a),
or arousal (Paulmann & Kotz, 2006), the N300 has been
linked to a more subsequent in-depth, “meaning-related”
evaluation of the stimulus (Bostanov & Kotchoubey, 2004;
Lebib et al., 2004; Wu & Coulson, 2007).

Electrophysiological Investigations of
(Emotional) Facial Expressions

According to recent research, the time-course of early facial
expression processing is comparable to the time-course of
early vocal expression processing. Facial expressions also
elicit an N100 response, again interpreted to reflect the pro-
cessing of physical components of a stimulus (Federmeier
& Kutas, 2002; Luck & Hillyard, 1994; Vogel & Luck,
2000). Also, similar to the auditory modality, earlier ERP
components (N100, P100) seem to be unaffected by the
emotionality of the stimuli, while slightly later occurring
components such as the P200 (Pizzagalli, Regard, & Leh-

man, 1999), the N200 (e.g., Campanella et al., 2002), and
the N230 (e.g., Balconi & Pozzoli, 2003) are generally
found to be responsive to the emotional features of a visual
stimulus. Like the early N100, the P200 is found at anterior
electrode-sites in the ERP and is associated with the extrac-
tion of basic visual features (Federmeier & Kutas, 2002).
Comparable to the auditory P200, the visual P200 has been
functionally linked to the emotional salience of a stimulus
(Schutter, de Haan, & van Honk, 2004).

In addition, the processing of visual stimuli is also re-
ported to elicit a later negative component, the anteriorly
distributed N300, which is typically associated with the
evaluation of the semantic content of a visual stimulus
(Hamm, Johnson, & Kirk, 2002). However, Carrietié and
colleagues also report the N300 reflecting the processing
of arousing stimulus properties (Carrietié, Iglesias, & Gar-
cía, 1997) as well as a differentiation according to the va-
lence of emotional stimuli (Carretié, Iglesias, García, &
Ballesteros, 1997). In the context of the perception of facial
emotional expressions, the N300 has been attributed to the
evaluation of the emotional content of a facial expression
(e.g., Carretié & Iglesias, 1995). Comparable to the audi-
tory literature, it has thus been suggested that the P200 is
indicative of detecting (emotional) stimulus properties,
while the N300 is associated with any subsequent evalua-
tion (Schutter et al., 2004).

Electrophysiological Investigations of
Multimodally Presented (Emotional)
Expressions

As previously outlined, visual and auditory emotional in-
formation alone provide a fairly reliable estimate of our
counterpart’s emotional state. Both modalities have been
linked to specific neural correlates reflecting both early
perceptual (P200, N200, N230) and, later, more cognitively
based processing (N300). However, we often perceive in-
formation from several modalities at the same time, argu-
ably leading to a more holistic perception of a stimulus.
Indeed, results of several studies suggest that coherent and
simultaneous presentation of multiple channels leads to fa-
cilitated information processing, reflected in shorter reac-
tion times (e.g., de Gelder, Vrommen, & Pourtois, 1999)
and increased accuracy during emotion classification (e.g.,
Kreifelts et al., 2007). Analogously, in the case of incoher-
ent information processing, interference effects are ob-
served, which generally manifest themselves in slower re-
action times and decreased accuracy in emotion classifica-
tion (for detailed reviews on multimodal perception see
Calvert, Brammer, & Iversen, 1998; Campbell, 2007;
Miller & D’Esposito, 2005).

Although still scarce, there is some electrophysiological
evidence suggesting that the integration of different modal-
ities, which may lead to faster and more accurate process-
ing, already occurs during very early processing stages and
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thus may be based on physical stimulus properties rather
than the concept evaluation of a multimodal stimulus (e.g.,
Giard & Peronnet, 1999; Pourtois et al., 2000). For exam-
ple, Stekelenburg and Vroomen (2007) observed an effect
of multimodality on the N100 and the P200 component
comparing speech and nonspeech. They report a decrease
in amplitude and latency for the presentation of congruent
auditory and visual stimuli (Experiment 1). In addition, a
study by van Wassenhove, Grant, and Poeppel (2005) in-
vestigated the time-course of neural correlates for auditory
and audio-visual speech and discovered reduced ampli-
tudes for early auditory components (N1/P2 complex) for
audio-visual speech in contrast to audio-only speech.

There is also some evidence for early channel integration
in the emotional literature. For instance, Pourtois et al.
(2000) compared the processing of sad and angry facial
expressions, paired with either prosodically matching or
mismatching utterances. The authors observed a larger am-
plitude of the auditory N100 component for congruent sad
and angry audiovisual stimuli in contrast to incongruent
audiovisual stimuli, suggesting an early valence independ-
ent integration of the two modalities. In fact, given that the
N100 is known to be a component primarily influenced by
physical attributes of the stimuli, one may hypothesize that
this early integration is only physically motivated. Similar
evidence for an early integration of emotional audiovisual
information was found by de Gelder, Böcker, Tuomainen,
Hensen, and Vroomen (1999), who observed a mismatch
negativity effect (MMN) around 180 ms after stimulus on-
set for the combination of angry voices with sad faces in
comparison to a combination of angry voices with angry
faces. This integration seems to be a mandatory process as
it is observed independent of attention (de Gelder et al.,
1999). Finally, in a recent study, Pourtois, Debatisse, Desp-
land, and de Gelder (2002) presented emotionally intoned
words with either congruent or incongruent emotional fa-
cial expressions. Their results revealed a shorter latency for
the P2b component for congruent in contrast to incongruent
pairs.

Taken together, all these studies provide evidence for an
early valence and emotional category independent integra-
tion of visual and auditory information. This early integra-
tion was found for both unattended (MMN studies) and at-
tended (N100, P2b) stimuli. Consequently, it is assumed
that this early integration may lead to faster and more ac-
curate processing of stimuli with more than one informa-
tion channel. A review of the studies above reveals that the
studies investigating very early integration phenomena (as
reflected in the N100) report increased amplitudes for con-
gruent stimuli in contrast to incongruent stimuli, while
studies investigating integration at a later point in time (af-
ter physical stimulus properties have been analyzed) report
amplitude reductions and shorter latencies for channel
congruent in contrast to channel incongruent stimuli (but
see Experiment 2 in Stekelenburg & Vroomen, 2007). The
authors report stronger P200 amplitude reduction effects
(as measured at CZ) for bimodal incongruent stimuli in

contrast to unimodal stimuli, than for bimodal congruent
stimuli in contrast to unimodal stimuli. Interestingly, laten-
cy differences are not observed, suggesting that interfer-
ence effects do not manifest themselves in latency differ-
ences.

It is worth noting that facilitation effects for multimodal
stimuli are also observed at slightly later stages of process-
ing (when arguably a more in-depth evaluation of the stim-
ulus has already taken place). For instance, Lebib and col-
leagues (2004) report that incongruently dubbed audiovi-
sual stimuli elicit a larger N300 component than
congruently dubbed stimuli. The increase in amplitude is
considered to reflect the difficulty in integrating the two
incoherent information sources. Similar evidence comes
from Wu and Coulson (2007), who report N300 amplitude
reductions in response to probes that were congruent to co-
speech gestures as opposed to probes that were only con-
gruent to the preceding speech stream but not the accom-
panying gesture. In short, multimodal information process-
ing in both emotional and neutral contexts seems to enact
a facilitation in comparison to unimodal information pro-
cessing, as reflected in behavioral (e.g., de Gelder & Vroo-
men, 2000; Kreifelts et al., 2007) and electrophysiological
studies (e.g., de Gelder et al., 1999; Lebib et al., 2004; Pour-
tois et al., 2000; Wu & Coulson, 2007).

The Present Investigation

While previous studies have clearly provided valuable in-
formation about the interplay of different channels and the
concept of integration in particular, we are still in need of
studies that investigate whether the time-course differs for
the neural correlates for unimodal, bimodal, and multimod-
al processing. This is particularly true for emotional com-
munication contexts, since an integration of different chan-
nels has sometimes been observed to occur before (N100;
Stekelenburg & Vroomen, 2007; van Wassenhove et al.,
2005) emotional stimulus characteristics (valence, arousal,
meaning) could have been evaluated (P200, N300; Lebib et
al., 2004; Paulmann & Kotz, 2006, 2008a; Wu & Coulson,
2007). Hence, the question arises whether unimodal, bi-
modal, and multimodal processing differs between emo-
tional and neutral communication at later stages (P200,
N300), a question addressed by the present study. To our
knowledge, previous studies have failed to provide insight
into this issue since they seldom present unimodal, bimod-
al, and multimodal stimuli simultaneously from different
emotional and neutral categories. The current study inves-
tigated the nature and the time-course of emotional and
neutral processing in multimodal, bimodal, and unimodal
conditions. In particular, we added communication chan-
nels stepwise in order to investigate how the addition of
modalities influences perception in emotional and neutral
communication settings. We investigated one-channel in-
formation processing by means of facial expressions, pri-
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marily because these stimuli have been argued to be more
easily identified and processed than auditory information
(e.g., Adolphs, 2002). In a second step, we presented pseu-
do-sentences (that is sentences that convey no lexical-se-
mantic information) in combination with the same pictures.
Hence, we provided information by two channels, that is,
via facial expressions and via prosody. As a last step, we
presented facial expressions with vocal expressions con-
taining lexical information. Information was thus presented
via a total of three channels: the facial, prosodic, and lexical
channel. If adding channels of congruent information caus-
es facilitation not only during offline processing (e.g., de
Gelder et al., 1999; Kreifelts et al., 2007), but also during
online processing, one would predict increased facilitation
with a rising number of information channels, which should
be indicated by a change in latency (the more channels, the
faster a stimulus is processed) and amplitude (the more
channels, the lower the amplitude) of associated compo-
nents, that is, the P200 (first perceptual processing; see Ste-
kelenburg & Vroomen, 2007; van Wassenhove et al., 2005)
and subsequent ERPs such as the N300 (evaluation pro-
cess). Finally, by presenting both emotional and neutral
stimuli, we were also able to investigate whether processing
information from multiple sources follows a different time-
course in emotional and nonemotional communication set-
tings. If so, one could expect emotional stimuli to be pro-
cessed more rapidly than nonemotional stimuli, since per-
ception of emotional stimuli are argued to engage a faster,
more direct processing route than of nonemotional stimuli
perception (e.g., LeDoux, 2000).

Participants and Methods

Participants

Twenty-four right-handed native speakers of German (12
female, mean age: 25.7, SD = 2.1) participated in the study,
though one participant had to be excluded due to excessive
movement artefacts. None of the participants reported any
hearing impairments, and all had normal or corrected-to-
normal vision. Participants gave their written informed
consent, and the experiment was approved by the Ethics
Committee. All participants were compensated financially
for their participation.

Stimulus Material

Portrayals were elicited from two native German speakers
(1 male, 1 female) who had experience in acting. Record-
ings were made with a digital camcorder connected to a
high quality clip-on microphone. During the recording ses-
sion, actors produced lexical or so-called pseudo-sentences
belonging to either a positive (happy), negative (angry), or
neutral category. Pseudo-sentences are sentences that con-

tain prosodic information in the absence of semantic con-
tent. Stimuli were prepared to fit one of three conditions
defined by the number of information channels: A unimod-
al condition in which only one channel of information was
present (face), a bimodal condition in which two channels
were present (prosody + face, and as a control, or filler con-
dition also prosody + lexic, though the latter did not enter
statistical analysis), and a multimodal condition which pre-
sented all three channels of information simultaneously
(prosody + lexic + face).

Unimodal Condition

Face stimuli were constructed by extracting still images
from the short videoclips. Five different black-and-white
photographs of different facial expressions were created,
amounting to a total of 30 pictures (5 male-angry, 5 male-
happy, 5 male-neutral, 5 female-angry, 5 female-happy, 5
female-neutral); see Figure 1 for examples. The expressions
were rated by 30 participants in a rating study. In the rating
study, facial expressions from six different emotions (an-
ger, disgust, fear, happy, pleasant surprise, sad) and neutral
were presented in a forced-choice paradigm. Emotional fa-
cial recognition in this study was clearly above chance (at
least 4× above chance) for all emotions. The mean percent-
age correct for angry expressions was 63.33% (SD = 12.3),
for happy the mean percentage correct was 93.83% (SD =
9.3), and the mean percentage correct for neutral was
89.83% (SD = 10.0).

Bimodal Condition

The prosody + face condition was created by simultaneous-
ly presenting prosodic stimuli and face stimuli (see above).
The prosodic stimuli were created by extracting 30 phono-
tactically and morpho-syntactically legal pseudo-sentences
without meaningful lexical-semantic information from the
recordings (example: Mon set die Brelle nogeferst and in-
gerafen), amounting to a total of 90 sentences (30 sentences
per category, 15 each spoken by the male and 15 each spo-
ken by the female speaker). These sentences were rated by
24 participants (12 female). Again, a forced-choice para-
digm was applied. The mean percentage correct for angry
was 94.2% (SD = 6.45), for happy the mean percentage cor-
rect was 69.4% (SD = 8.55), and the mean percentage cor-
rect for neutral was 96.9% (SD = 3.09). Further rating de-
tails can be found in Pell, Monetta, Paulmann, and Kotz
(2009).

In addition, we created a filler, or control, condition that
also contained two channels of information, namely, pro-
sodic and semantic information. These stimuli were con-
structed by extracting the audio track of the videos, in
which the actors produced lexical sentences (e.g., anger: Er
hat das Paar gereizt und aufgebracht [He has teased and
upset the couple]; happy: Sie hat die Trauung verkündet
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und gelächelt [She has announced the wedding and smiled];
neutral: Er hat die Pflanzen gegossen und beschnitten [He
has watered the plants and cut them]). Again, for each cat-
egory (happy, angry, neutral), 30 different sentences were

extracted, 15 spoken by a male and 15 spoken by a female
speaker, amounting to a total of 90 recordings. All sentenc-
es were syntactically similar (SVO) and the verbs as well
as nouns of the sentences were controlled for word letter
length, syllable length, word frequency, initial sounds, and
plosive consonants. The recordings were rated in a forced-
choice paradigm for emotional valence by 64 listeners (32
female). Angry sentences were recognized correctly at
97.7% (SD = 4.2), happy sentences at 79.9% (SD = 8.6)
correct and neutral sentences at 97.9% (SD = 3.0) (see
Paulmann, Pell, & Kotz, 2008, for rating details).

Multimodal Condition

The prosody + lexic + face stimuli consisted of the audio
track from the actors producing lexically meaningful sen-
tences belonging to one of the emotional categories or neu-
tral paired with the respective matching still images. See
Table 1 for details on acoustic properties of auditory stimuli
and Figure 1 for examples of facial stimuli.

Because each condition consisted of 90 stimuli, a total
of 360 stimuli were presented. Each pseudo-sentence was

Table 1. Acoustic features of auditory stimuli used in the
experiment. Pitch range (range f0) is given in Hz,
amplitude range in dB, and speech rate is given in
syllables spoken per second. Standard deviations
of measurements are in brackets

Emotion Range f0 Range amplitude Speech rate

Lexical
sentences

Anger 213.49
(43.53)

56.04 (3.28) 4.13 (0.4)

Happiness 213.31
(48.14)

53.32 (0.81) 4.27 (0.42)

Neutral 118.10
(45.89)

53.09 (0.8) 3.78 (0.41)

Pseudo-
sentences

Anger 203.43
(46.2)

49.68 (4.58) 4.04 (4.48)

Happiness 288.08
(44.68)

50.41 (4.95) 4.31 (4.35)

Neutral 157.25
(36.41)

44.03 (2.59) 3.47 (3.59)

Figure 1. Examples of the photo-
graphs that were used as visual stimu-
li.
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presented once, each lexical sentence twice (once in the
bimodal condition and once in the multimodal condition
and each picture was presented nine times altogether, three
times in the unimodal face condition, and three times each
in the bimodal face + prosody and multimodal face + pros-
ody + lexic conditions, paired with different but emotional
category matching sentences each time.

Procedure

After the preparation for EEG recording, the participants
were seated in an electrically shielded chamber at a distance
of 115 cm in front of a monitor. The visual stimuli were
presented in the center of the monitor, and the auditory
stimuli were presented via loudspeakers positioned directly
to the left and right side of the monitor. The 360 stimuli
were pseudorandomized and presented to the participants
split into 6 blocks of 60 stimuli each. After each stimulus,
the participant had to decide whether the person he or she
saw (or heard in the case of auditory stimuli) was male or
female by pressing the left or right button of a three-button
response panel. The gender of the person speaking and pre-
sented in the picture was always congruent. Half the partic-
ipants had to press the right button for female and the left
button for male, and the order was reversed for the other
half of the participants. Before the onset of each stimulus,
a fixation cross was presented in the center of the screen
for 1000 ms. Following the presentation of each stimulus,
a question mark appeared on the screen for 500 ms, prompt-
ing the participant to respond. After the response, an inter-
stimulus interval (ISI) of 2000 ms followed, before the next

stimulus was presented (see Figure 2 for a visualization of
a trial sequence). After each block, the participant paused
for a self-determined duration before proceeding (approx.
2–3 min).

ERP Recording and Data Analysis

ERP Recording

The electroencephalogram (EEG) was recorded from 64
Ag-AgCl electrodes mounted on a custom-made cap (Elec-
tro-Cap International, Eaton, OH, USA) according to the
modified expanded 10–20 system (Nomenclature of the
American Electroencephalographic Society, 1991). Signals
were recorded continuously with a bandpass between DC
and 70 Hz and digitized at a sampling rate of 250 Hz (Brain
Amp amplifier, Brain Products, Gilching, Germany). The
reference electrode was placed on the left mastoid. Bipolar
horizontal and vertical EOGs were recorded for artifact re-
jection purposes. Electrode resistance was kept below
10 KΩ. Data was rereferenced offline to linked mastoids.
The data was inspected visually in order to exclude trials
containing extreme artefacts and drifts, and all trials con-
taining EOG-artifacts above 30.00 μV were rejected auto-
matically. In total, approximately 25% of the data were re-
jected. Because of very strong artifacts, one participant had
to be excluded from the analysis. For further analysis, only
trials in which the participants responded correctly were
used. For all conditions the trials were averaged over a time
range of 200 ms before stimulus onset to 2000 ms after
stimulus onset.

Figure 2. Visualization of a trial sequence. After a fixation cross (present for 1 s), stimuli were presented for up to 2000 ms
before a fixation mark prompted participants for their answers.
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Data Analysis

The main aim of the identity identification task was to en-
sure that participants attended actively to the stimulus ma-
terial; therefore, no prior hypotheses were made with regard
to the effect that gender selection may have on multimodal
processing. Still, accuracy rates and reaction times (RTs;
correct responses only) were analyzed by means of a repeat-
ed measurements ANOVA using the within-subject factors
condition (COND: unimodal, bimodal, multimodal), and
emotion (EMO: happy, angry, and neutral).
For the ERP analysis, the electrodes were grouped accord-
ing to left and right hemisphere (left: AF7, AF3, F7, F5, F3,
FT7, FC5, FC3, TP7, CP5, CP3, P7, P5, P3, PO7, PO3;
right: AF8, AF4, F8, F6, F4, FT8, FC6, FC4, TP8, CP6,
CP4, P8, P6, P4, PO8, PO4), and anterior and posterior
region (anterior: AF7, AF3, F7, F5, F3, FT7, FC5, FC3,
AF8, AF4, F8, F6, F4, FT8, FC6, FC4; posterior: TP7, CP5,
CP3, P7, P5, P3, PO7, PO3, TP8, CP6, CP4, P8, P6, P4,
PO8, PO4). Based on visual inspection two time windows
were selected for analysis: 120 to 200 ms poststimulus
(P200 component), and 200 to 320 ms poststimulus (N300
component). The mean amplitude was computed for both
time windows. In addition, a peak-to-peak analysis was
conducted (see Steinhauer, Alter, & Friederici 1999). To
this end, the points in time for the peak analysis of the an-
teriorly distributed P200 and N300 components were deter-
mined at anterior electrode sites (for a list of electrodes see
above), and then the time-windows encompassing these
time points were chosen. To investigate the peak-to-peak
latency for the P200/N300 components, that is, the differ-
ence in peak latency for the two components, the following
time windows were chosen: 140 ms–170 ms and
170 ms–260 ms (see Steinhauer et al., 1999, for similar ap-
proach).

Comparable to the behavioral analysis, a repeated mea-
surements ANOVA was computed for all the conditions us-
ing the within-subject factors hemisphere (HEMI: left,
right), region (REG: anterior, posterior), condition (COND:
unimodal, bimodal, multimodal1), and emotion (EMO:
happy, angry, and neutral). For the peak-to-peak analysis,
the factor REG was not included since only frontal elec-
trode sites were chosen to be analyzed. Customized tests of
hypotheses (posthoc tests) were carried out using a modi-
fied Bonferroni procedure correction for multiple compar-
isons when appropriate (see Keppel, 1991). Therefore, in
these cases, the α level was set at p < .033 and not at p <
.05. Also, comparisons with more than one degree of free-
dom in the numerator were corrected for nonsphericity us-
ing the Greenhouse-Geisser correction (Greenhouse &
Geisser, 1959). The graphs displayed were filtered with a
7 Hz lowpass filter. In order to estimate the effect size, Ω2

was calculated. Ω2 is the coefficient of determination which

measures the part of variance in the dependent variable that
can be explained by the independent variable.

Statistical Analyses

Only significant interactions involving the critical factors
EMO and/or COND are reported in stepdown analyses.

Behavioral Analysis

The main analysis for RTs revealed a significant effect of
EMO, F(2, 44) = 5.55, p < .01, Ω2 = 0.17, suggesting dif-
ferent response times for the different emotions during the
identity identification process. Indeed, posthoc contrasts
revealed faster gender recognition for both happy,
F(2, 44) = 5.25, p < .05, Ω2 = 0.16, and angry, F(2, 44) =
11.30, p < .01, Ω2 = 0.31, stimuli in contrast to neutral stim-
uli. Gender selection was 12 ms faster for angry stimuli and
7 ms faster for happy stimuli in contrast to neutral stimuli.
No other effects were significant.

The analysis for accuracy rates revealed no significant
results, suggesting that gender recognition is not influenced
by the amount of channels (one, two, or three) in which the
information is presented and is also not influenced by the
valence of the stimuli (all p values > .37).

P200 Mean Amplitudes

In the early time window a significant effect of EMO,
F(2, 44) = 6.28, p < .01, Ω2 = 0.133, was found, revealing
a more pronounced amplitude rise for angry stimuli than
neutral stimuli, F(1, 22) = 9.71, p < .01, Ω2 = 0.159. In ad-
dition, EMO interacted with REG, F(2, 44) = 14.27, p <
.0001, Ω2 = 0.161, revealing that at anterior electrode sites,
the EMO effect was most pronounced, F(2, 44) = 11.93,
p < .0001, Ω2 = 0.322. At these sites, both angry, F(1, 22) =
20.71, p < .001, Ω2 = 0.300, and happy, F(1, 22) = 7.18, p <
.05, Ω2 = 0.118, stimuli elicited stronger amplitudes than
neutral stimuli.

A highly significant effect of COND, F(2, 44) = 13.38,
p < .0001, Ω2 = 0.264, was also observed. Posthoc contrasts
revealed a significant difference between unimodal and bi-
modal stimuli, F(1, 22) = 5.01, p = .0356, Ω2 = 0.080, bi-
modal and multimodal stimuli, F(1, 22) = 14.23, p < .001,
Ω2 = 0.223, as well as between unimodal and multimodal
stimuli, F(1, 22) = 20.84, p < .0001, Ω2 = 0.431. Specifi-
cally, the unimodal stimuli elicited the largest amplitude,
followed by the bimodal and then multimodal stimuli.

Moreover, a marginal significant interaction between
EMO and COND was found, F(4,88) = 2.57, p = .06,
Ω2 = 0.023. Posthoc tests revealed that for angry stimuli,
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unimodal and bimodal stimuli, F(1, 22) = 8.91, p < .01,
Ω2 = 0.147, elicited significantly different amplitudes,
with unimodal stimuli eliciting a larger amplitude than
bimodal stimuli. Also, unimodal stimuli differed from
multimodal stimuli, F(1, 22) = 13.80, p < .01, Ω2 =
0.218. Again unimodal stimuli elicited a larger amplitude
than multimodal stimuli. For happy stimuli, unimodal
stimuli also differed from multimodal stimuli, F(1, 22) =
7.13, p < .03, Ω2 = 0.118, in that one-channel stimuli elic-
ited a larger P200 amplitude than three-channel stimuli.
Neutral stimuli were processed similar to emotional stim-
uli. Here again, unimodal, F(1, 22) = 11.41, p < .01, Ω2 =
0.185, and bimodal, F(1, 22) = 14.39, p < .01, Ω2 =
0.225, stimuli elicited stronger amplitudes than multi-
modal stimuli.

There was also a COND × HEMI interaction,
F(2, 44) = 5.84, p < .01, Ω2 = 0.066, suggesting laterali-
zation differences for the COND effect. For left hemi-
sphere electrode sites, F(2, 44) = 11.41, p < .01, Ω2 =
0.312, both unimodal, F(1, 22) = 26.42, p < .0001, Ω2 =
0.356, and bimodal stimuli, F(1, 22) = 7.63, p < .05, Ω2 =
0.130, differed from multimodal stimuli. Also, unimodal
stimuli differed from bimodal stimuli, F(1, 22) = 10.76,
p < .01, Ω2 = 0.175. For right hemisphere electrode sites,
F(2, 44) = 9.41, p < .01, Ω2 = 0.268, both unimodal,
F(1, 22) = 21.67, p < .0001, Ω2 = 0.310, and bimodal,

F(1, 22) = 14.12, p < .01, Ω2 = 0.221, stimuli elicited
stronger P200 amplitudes than multimodal stimuli.

Last, there was also a significant interaction between
COND and REG, F(2, 44) = 4.81, p < .05, Ω2 = 0.052.
At both anterior, F(2, 44) = 4.65, p < .05, Ω2 = 0.137, and
posterior electrode sites, F(2, 44) = 5.81, p < .05, Ω2 =
0.173, we observed a significant COND effect. At ante-
rior sites, both unimodal, F(1, 22) = 5.95, p < .03, Ω2 =
0.097, and bimodal stimuli, F(1, 22) = 9.82, p < .01, Ω2 =
0.160, differed from multimodal stimuli. Again, multi-
modal stimuli elicited the weakest amplitudes. At poste-
rior electrode sites unimodal, F(1, 22) = 50.41, p <
.0001, Ω2 = 0.518, and bimodal stimuli, F(1, 22) = 11.94,
p < .01, Ω2 = 0.238, differed from multimodal stimuli.
Also, unimodal stimuli elicited a stronger amplitude than
bimodal stimuli, F(1, 22) = 15.05, p < .001, Ω2 = 0.234.

In summary, we report early emotional and neutral dif-
ferentiation, which is specifically pronounced at anterior
electrode sites. In addition, we observed a processing ad-
vantage for multimodal over bimodal and unimodal stimuli.
The results suggest that this condition effect varies as a
function of the distribution for specific contrasts (that is
unimodal vs. bimodal and multimodal stimuli as well as
bimodal vs. multimodal stimuli). These distributional dif-
ferences seem unaffected by the valence of the stimuli. All
effects are displayed in Figure 3, Figure 4, and Figure 5.

Figure 3. The image displays the facil-
itation effects as reflected in the P200
and N300 amplitudes at selected elec-
trode sites.
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N300 Mean Amplitudes

In the time window for the N300, a highly significant effect
of COND, F(2, 44) = 34.34, p < .0001, Ω2 = 0.491, was
found. Posthoc contrasts revealed a significant difference
between unimodal and bimodal stimuli, F(1, 22) = 11.82,
p < .01, Ω2 = 0.191, bimodal and multimodal stimuli,
F(1, 22) = 29.50, p < .0001, Ω2 = 0.383, as well as between
unimodal and multimodal stimuli, F(1, 22) = 59.94, p <
.0001, Ω2 = 0.561. As was the case for the P200 amplitudes,
unimodal stimuli elicited the strongest N300 amplitude.

In addition, a significant interaction between EMO and
COND was found, F(4,88) = 2.78, p < .05, Ω2 = 0.027.
Posthoc tests revealed that for angry stimuli, unimodal,
F(1, 22) = 38.37, p < .0001, Ω2 = 0.448, and bimodal,
F(1, 22) = 13.94, p < .01, Ω2 = 0.220, stimuli differed from
multimodal stimuli, with multimodal stimuli eliciting the
weakest N300. For happy stimuli, unimodal stimuli also
differed from bimodal stimuli, F(1, 22) = 17.01, p < .001,
Ω2 = 0.258, and multimodal stimuli, F(1, 22) = 41.21, p <
.0001, Ω2 = 0.466, in that unimodal channel stimuli elicited
stronger P200 amplitudes than three-channel stimuli. For
neutral stimuli one-modal, F(1, 22) = 25.00, p < .0001,
Ω2 = 0.343, and bimodal, F(1, 22) = 16.16, p < .001, Ω2 =
0.248, stimuli elicited stronger amplitudes than multimodal
stimuli.

Moreover, there was a COND × HEMI interaction,
F(2, 44) = 10.29, p < .0001, Ω2 = 0.119, suggesting lat-
eralization differences for the COND effect. For left
hemisphere electrode sites, F(2, 44) = 27.01, p < .01,
Ω2 = 0.430, both one-modal, F(1, 22) = 43.31, p < .0001,
Ω2 = 0.480, and bimodal stimuli, F(1, 22) = 33.16, p <
.0001, Ω2 = 0.411, differed from multimodal stimuli.
Also, unimodal stimuli differed from bimodal stimuli,

Figure 4. The scalp maps show the topographic distribution
of the facilitation effect.

Figure 5. The image displays the emo-
tion effect as reflected in the P200 and
N300 amplitudes at selected electrode
sites.
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F(1, 22) = 5.96, p < .05, Ω2 = 0.097. Comparable to the
effects observed for the P200 component, the N300 am-
plitude was weakest for multimodal stimuli. For right
hemisphere electrode sites, F(2, 44) = 36.55, p < .0001,
Ω2 = 0.507, the same picture emerged. Both unimodal,
F(1, 22) = 67.35, p < .0001, Ω2 = 0.590, and bimodal,
F(1, 22) = 21.36, p < .0001, Ω2 = 0.307, stimuli elicited
stronger N300 amplitudes than multimodal stimuli. Also,
bimodal stimuli elicited weaker amplitudes than unimod-
al stimuli, F(1, 22) = 17.39, p < .001, Ω2 = 0.262.

Finally, there was also a significant interaction be-
tween COND and REG, F(2, 44) = 5.81, p < .05, Ω2 =
0.065. At both anterior, F(2, 44) = 34.78, p < .05, Ω2 =
0.329, and posterior electrode sites, F(2, 44) = 17.25, p <
.0001, Ω2 = 0.190, we observed a significant COND ef-
fect. At anterior sites, both one-modal, F(1, 22) = 50.91,
p < .0001, Ω2 = 0.520, and bimodal stimuli, F(1, 22) =
15.13, p < .001, Ω2 = 0.235, differed from multimodal
stimuli. Also, unimodal differed from bimodal stimuli
processing, F(1, 22) = 26.26, p < .0001, Ω2 = 0.354.
Again, multimodal stimuli always elicited the weakest
amplitudes. At posterior electrode sites one-modal,
F(1, 22) = 30.18, p < .0001, Ω2 = 0.433, and bimodal
stimuli, F(1, 22) = 32.73, p < .0001, Ω2 = 0.408, differed
from multimodal stimuli, again less channels of informa-
tion elicited stronger amplitudes than more channels of
information.

Finally, there was also an interaction between EMO
and REG, F(2, 44) = 6.67, p < .01, but none of the step-
down analyses reached significance.

In summary, the N300 component differentiates be-
tween multimodal, bimodal, and unimodal stimuli pro-
cessing. Unimodal stimuli always elicit stronger ampli-
tudes than bimodal or multimodal stimuli. The effect
seems to be slightly more robust at anterior electrode sites
as the N300 is typically anteriorly distributed. Again, va-
lence effects do not seem to play a major role in this dis-
tinction process (see Figures 3–5 for graphical display of
effects).

P200 Peak to N300 Peak Latencies

In this analysis, only one highly significant effect of
COND, F(2, 44) = 29.26, p < .0001, Ω2 = 0.450, was found,
suggesting different peak-to-peak latencies for the different
stimulus modalities. Posthoc contrasts revealed a signifi-
cant latency difference between unimodal and bimodal
stimuli, F(1, 22) = 47.81, p < .0001, Ω2 = 0.50, bimodal
and multimodal stimuli, F(1, 22) = 6.63, p < .03, Ω2 =
0.109, as well as between unimodal and multimodal stim-
uli, F(1, 22) = 38.78, p < .0001, Ω2 = 0.450. Peak-to-peak
latency was longest for unimodal stimuli (82 ms), followed
by bimodal (66 ms) and multimodal (57 ms) stimuli, sug-
gesting facilitation effects for multimodal presentation in-
dependent of valence.

Discussion

The present study investigated the nature of multimodal
communication processing with unimodal (facial expres-
sion), bimodal (facial expression and prosody), and multi-
modal (facial expression, prosody, and lexical) levels of in-
formation in a nonconflict paradigm. We hypothesized that
step-wise addition of information should facilitate process-
ing and in turn modulate the amplitude size and latency of
two early ERP components, namely, the P200 and N300.
These two components were of particular interest as they
are commonly associated with the detection of stimulus sa-
lience and content evaluation, respectively. We report a
gradual and systematic decrease of the P200 and N300 am-
plitudes from unimodal to multimodal information pro-
cessing. Similarly, we observe the same pattern in a peak-
to-peak latency analysis of the P200/N300 complex. In line
with previous studies (Pourtois et al., 2000, 2002; de Gelder
et al., 1999; Lebib et al., 2004; Wu & Coulson, 2007), the
current results confirm facilitation of multiple channels
processing in early ERP components, but extend these find-
ings to nonconflict paradigms by adding emotional and
neutral coherent information in a step-wise manner.

Our results go hand in hand with several findings on
audiovisual integration in the literature. Stekelenburg and
Vroomen (2007) report a decrease in P200 amplitude and
a latency reduction for audiovisual integration compared to
unimodal processing. Van Wassenhove and colleagues
(2005) describe an amplitude reduction on the N1/P2 com-
plex for audio-visual speech processing compared to audio-
only processing. Pourtois and colleagues (2002) state a la-
tency effect on the P2b component, a positive deflection
directly following the P200. Audiovisual presentation of
congruent emotional facial expressions and words intoned
in a happy or fearful voice elicited a shorter P2b latency
compared to incongruent audiovisual presentation (Pour-
tois et al., 2002). However, our data extend these findings
in several ways. We clearly show that the given number of
channels directly modulates facilitation in form of ampli-
tude and latency reduction with the three-channel presen-
tation resulting in highest facilitation. Furthermore, we
suggest that the respective component modulations reflect
reduced and speeded processing effort. In short, there
seems to be a direct link between amplitude size and num-
ber of channels present, a finding previously observed in
other paradigms (Kotz & Paulmann, 2007; Paulmann &
Kotz, 2008b). The results raise the question why multimod-
al (emotional) processing is more “successful,” that is,
quicker and of less effort than unimodal processing – which
is already quick and accurate (see Borod et al., 2000; Bal-
coni & Pozzoli, 2003; Batty & Taylor, 2003; Ekman, 1992;
Elfenbein & Ambady, 2002; Paulmann & Kotz, 2008a;
Paulmann et al., 2008).

There are several potential answers to this question.
First, congruent information presented via multiple chan-
nels may be less error-prone than information presented via
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just one modality. Consider a situation in which vision is
hampered. For instance, during a foggy night we may have
to rely on vision as well as auditory perception to judge if
someone is in danger and screaming for help or just play-
fighting with a partner. To rely on both visual and auditory
information results in a more accurate interpretation of a
given situation. Although sometimes the (overlapping) in-
formation gathered from different sources may be redun-
dant, it can also help to reduce a processing effort. If the
same information is perceived via multiple channels, it is
more likely to be correct than when relying on only one
modality. Hence, less information from each channel is
necessary to detect a stimulus and elicit a response, reflect-
ed in shorter latencies. Similarly, less processing is required
because less information is sufficient for the detection of,
say, emotionality, leading to a decrease in amplitude.

There are claims that facilitation can be related to the
early integration of different information or communication
channels, which would imply that redundant information is
used strategically rather than processed side by side. ERP
evidence indeed suggests that integration already takes
place during early stages of emotional and neutral informa-
tion processing (within the first 200 ms), arguably even be-
fore each individual channel has been adequately processed
(de Gelder et al., 1999). Our current investigation cannot
say much about the nature of channel integration, as it is
still possible that there are distinct processing mechanisms
for unimodal, bimodal, and multimodal information pro-
cessing which lead to facilitation of the latter. Future studies
are called for to directly investigate the nature of stepwise
channel integration. For now, based on previous evidence
(e.g., de Gelder et al., 1999) we can presume that the facil-
itation observed here is triggered by early channel integra-
tion, though we cannot completely rule out the existence of
a distinct processing mechanism for unimodal, bimodal, or
multimodal stimuli. Either way, the current data provide
evidence that redundancy and overlapping information lead
to a processing advantage reflected in shorter latencies and
decreased amplitudes.

It may also be meaningful to take a closer look at the
processes underlying human communication processing.
For instance, it has been suggested that populations of
neurons in channel-specific (e.g., auditory, visual) input
systems are activated after an encounter with an (emo-
tional) stimulus. Although these systems can each act in-
dividually, they are also highly conjoined, thus licensing
for information fusion (e.g., Niedenthal, 2007). It is as-
sumed that sensory input invokes so-called “nodes,” or
network units, which by means of spreading activation
distribute activity to other network parts. One may argue
that each information channel (visual, lexical, prosodic)
activates both channel-specific knowledge and channel-
unspecif ic, or more comprehensive, knowledge by
spreading activation. The more knowledge is activated,
the more optimized early encoding can be, which in turn
may trigger privileged treatment, such as quicker process-
ing routes, leading to facilitative perception of a multi-

modal stimulus in comparison to a stimulus with less in-
formation.

Interestingly, the current investigation reports facilita-
tion effects for multimodal over bimodal or unimodal
stimuli not only for emotional, but also for neutral stim-
uli. This suggests that multimodal processing is always
advantageous irrespective of the stimulus quality. In fact,
given the reported evidence on more general audio-visual
speech processing, it is not too surprising that neutral
multimodal stimulus processing shows a similar facilita-
tion effect as emotional multimodal processing (see Cam-
panella & Belin, 2007; van Wassenhove et al., 2005). Yet,
previous evidence continuously reports prioritized (e.g.,
rapid analysis, attentional bias) processing of emotional
information (e.g., Anderson & Phelps, 2001; Paulmann
& Kotz, 2008a; Eimer & Holmes, 2002; Fox et al., 2000).
Based on this evidence we would have expected time-
course differences between emotional and neutral infor-
mation processing with different numbers of channels.
However, the current results suggest that the “emotional
advantage” does not apply to all multimodal processing
situations. In fact, the emotional quality of a stimulus
does not enhance multimodal processing. This is not to
say that the stimulus characteristics (emotional vs. neu-
tral) were not adequately processed in the current study
as we report a main effect for emotion in the P200 com-
ponent (e.g., Ashley, Vuilleumier, & Swick, 2004; Paul-
mann & Kotz, 2008a) in an emotion evaluation-unrelated
task. Furthermore, the behavioral results reveal faster re-
sponse times to emotional than to neutral stimuli. There-
fore, we suggest that the missing differential effect of
emotional and neutral multimodal processing could be
task-related. In particular, one might argue that any emo-
tional effect would be most pronounced when the situa-
tion calls for emotional behavior (e.g., running for help
in the example situation described above). This may not
be the case when attention is not directly focused on an
emotion encoded in a stimulus. This suggestion is sup-
ported by our own data, as we report differential condi-
tion effects for angry, happy, and neutral stimuli. Howev-
er, the P200 in response to happy unimodal stimuli dif-
fered only from happy multimodal stimuli, but not from
happy bimodal stimuli – nor were happy bimodal stimuli
different from multimodal happy stimuli. Obviously, this
claim is speculative, and future studies will have to ex-
plore the emotional facilitative effect in tasks that require
the thorough evaluation of the emotionality of a stimulus.

On a critical level, it needs to be acknowledged that
the amplitude reductions observed here could also reflect
interference or competition effects rather than facilitation
as proposed. In particular, it can be argued that
200–300 ms do not provide enough content information
in the multimodal condition to cause a facilitation effect
at this point of time. Two observations make this inter-
pretation less likely though. First of all, we see a reduc-
tion in amplitude for both bimodal and multimodal stim-
uli. While it is true that emotional content is not yet avail-
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able for the multimodal stimuli 200–300 ms after sen-
tence onset, previous research clearly showed that emo-
tionally relevant details about a stimulus, such as valence
(Paulmann & Kotz, 2008a), arousal (Paulmann & Kotz,
2006), and emotional knowledge in the mental store
(Paulmann & Pell, 2009), can be inferred from vocal ex-
pressions within the first 200 ms of stimulus presenta-
tion. Based on this evidence, reduced amplitudes for bi-
modal stimuli can be interpreted as reflecting facilitation
of information processing because both channels provide
enough (emotional) category information at this point in
time. Thus, since amplitude reductions are interpreted to
reflect a facilitation effect for bimodal stimuli in contrast
to unimodal stimuli, it would be incoherent to assume that
amplitude reductions for multimodal in contrast to bi-
modal and unimodal stimuli would reflect competition
among the channels. Moreover, given that neutral stimuli
elicit the same kind of pattern as emotional stimuli, it
seems reasonable to argue that it is not of primary rele-
vance at this point in time whether the channel provides
enough information (e.g., emotional content); rather, it
seems to be important that the channel is at all present
and providing any kind of information (e.g., lexical status
of the stimulus). That is, although the emotional content
may not yet be readily available in the latter stimuli, lis-
teners have clearly processed the lexical channel informa-
tion at this point in time (see Paulmann, 2006). Second
and more critical, we additionally report a shorter latency
onset for multimodal stimuli in contrast to bimodal and
unimodal stimuli. This speaks in favor of a facilitation
interpretation since – to our current knowledge – there is
no evidence that either competition or interference effects
would lead to quicker online processing of information.

Finally, it is worth mentioning that the two ERP com-
ponents related to the facilitation effect (P200 and N300)
may in fact reflect two different processing stages. As
highlighted in the introduction, the P200 component is
related primarily to the emotional salience detection of a
stimulus (e.g., Paulmann 2006; Paulmann & Kotz, 2008a;
Paulmann et al., 2008). In contrast, the N300 component
has been related to a more in-depth evaluation of a stim-
ulus that may include semantic and conceptual process-
ing. As we observe the facilitation effect in both compo-
nents, we suggest that facilitation effects can be found in
two different processing stages. First, the early integra-
tion of different channels that may lead to faster and more
accurate processing is primarily triggered through physi-
cal attributes of the stimuli. In a second step, processing
requires a more thorough analysis of the stimuli, which
may include conceptual knowledge processing or pro-
cessing of category-specific knowledge/concept repre-
sentation2. As previously stated, this conceptual activa-
tion may simply be stronger for stimuli that elicit this ac-

tivation from three different sources than for single-chan-
nel stimuli with less activation strength. In turn, multi-
modal stimuli are processed quicker and more efficiently
(shorter latencies) as well as with less effort (reduced am-
plitudes).

Conclusion

The processing of multimodal information tends to be
quicker and easier than processing the information from
less channels. Presumably, information from different
channels are encoded and integrated at an early point in
time during processing as reflected in the P200 and N300
components. The combined perception (that is, information
from different sources) may help to form a more unified,
holistic percept of a stimulus and may be advantageous in
real-life situations. We propose that such facilitation may
be explained by an increased activation of network units
that allow for preferential processing as reflected in the ob-
served facilitation effect. Moreover, we suggest that this
facilitation effect is not limited to emotional stimuli (since
we find a similar effect for neutral stimuli). Nevertheless,
under certain circumstances (e.g., attentional focus on the
emotional characteristics of a stimulus) emotional multi-
modal processing may be even more advantageous than
multimodal processing of neutral events. Future studies
will need to follow to fully specify the nature of multimodal
emotional processing.
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