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Abstract

Because nowadays structural engineers are willing to use or at least understand nonlinearities instead of simply
avoiding them, there is a need for numerical tools performing analysis of nonlinear large-scale structures. Among these
techniques, the harmonic balance (HB) method is certainly one of the most commonly used to study finite element
models with reasonably complex nonlinearities. However, in its classical formulation the HB method is limited to
the approximation of periodic solutions. For this reason, the present paper proposes to extend the method to the
detection and tracking of codimension-1 bifurcations in the system parameters space. As an application, the frequency
response of a spacecraft is studied, together with two nonlinear phenomena, namely quasiperiodic oscillations and
detached resonance curves. This example illustrates how bifurcation tracking using the HB method can be employed
as a promising design tool for detecting and eliminating such undesired behaviors.

Keywords: continuation of periodic solutions, bifurcation tracking, harmonic balance method, quasiperiodic oscillations,
detached resonance curves.

1 INTRODUCTION

As engineering structures are designed to be lighter and operate in more severe conditions, nonlinear phenomena such as amplitude
jumps, modal interactions, limit cycle oscillations and quasiperiodic (QP) oscillations are expected to occur[1]. These are phenom-
ena that can be frequently encountered in normal operation regime, in space[2, 3] and aeroelastic[4] applications, or during GVT
campaigns[5, 6]. Classical excitation signals as swept-sine and harmonic tests can already reveal nonlinear behaviors. For most of
these nonlinear structures, bifurcations play a key role in the response dynamics; for example, fold bifurcations indicate a stability
change for the periodic solutions, while QP oscillations are encountered in the vicinity of Neimark-Sacker (NS) bifurcations. In that
regard, it seems relevant to include analysis of bifurcations while performing a parametric study of the structure.

Different algorithms and numerical methods can be found in the literature for the computation of periodic solutions and their
bifurcations. Most of them build on a continuation procedure[7], as a way to study the evolution of the solutions with respect to
a certain parameter, e.g., the frequency of an external excitation or a system parameter. Time domain methods, which deal with
the resolution of a boundary value problem (BVP), usually prove accurate for low-dimensional structures. When applied to larger
systems however, their computational burden become substantial. For example, the shooting technique[8] requires numerous time
integrations that can drastically slow down the speed of the algorithm. Methods based on the orthogonal collocation, which uses a
discretization of the BVP, are widely utilized in software for bifurcation detection and tracking like auto[9], colsys[10], content[11],
matcont[12] or, more recently, coco[13]. In spite of its high accuracy and ability to address problems with singularities, orthogonal
collocation is rarely employed to study large systems, which can be explained by the considerable memory space this method requires
for the discretization of the problem.



Among all methods in the frequency domain, the harmonic balance (HB) method, also known as the Fourier–Galerkin method, is
certainly the most widely used. It approximates the periodic signals with their Fourier coefficients, which become the new unknowns
of the problem. First implemented for analyzing linear systems, the HB method was then successfully adapted to nonlinear problems,
in electrical[14] and mechanical engineering[15, 16] for example. The main advantage of the HB method is that it involves algebraic
equations with less unknowns than the methods in the time domain, for problems for which low orders of approximation are sufficient
to obtain an accurate solution; this is usually the case if the regime of the system is not strongly nonlinear. For this reason, the HB
method has received increased attention for the last couple of years, which has led to numerous applications and adaptations of the
method[17−19] and to the development of a continuation package manlab[20, 21]. The readers can also refer to [22] for a comparison
between the HB method and orthogonal collocation in terms of convergence. Nevertheless, in spite of its performance and accuracy,
to the authors’ knowledge the HB method has never been extended to track bifurcations. In a previous work[23], the authors laid
down the foundations for this extension, through the application to a system with 2 degrees of freedom (DOFs). The purpose of
this work is to provide implementation details to track bifurcations of larger structures, and to illustrate how the tracking procedure
can reveal and explain unexpected nonlinear phenomena.

The first part of this paper is devoted to the HB theory and its formulation in the framework of a continuation algorithm. Then
Hill’s method is introduced to assess the stability of periodic solutions, and to detect their bifurcations. The bifurcation tracking
procedure is finally presented with its adaptations for branch point, fold and NS bifurcations. As an application, the analysis of the
nonlinear dynamics of an industrial spacecraft is proposed. Starting from swept-sine and harmonic responses, nonlinear phenomena
are highlighted and then studied through bifurcation detection and tracking.

2 HARMONIC BALANCE METHOD

This section first performs a brief review of the theory of the HB method. The method will be applied to general non-autonomous
nonlinear dynamical systems with n DOFs whose equations of motion are

Mẍ + Cẋ + Kx = fext(ω, t) − fnl(x, ẋ) = f(x, ẋ, ω, t) (1)

where M,C and K are the mass, damping and stiffness matrices respectively, x represents the displacements, the dots refer to the
derivatives with respect to time t, fnl represents the nonlinear forces and fext stands for the periodic external forces (harmonic
excitation, for example) with frequency ω. The term f gathers both the external and nonlinear forces.

As recalled in the introduction, the periodic solutions x(t) and f(t) of equation (1) are approximated by Fourier series truncated to
the NH -th harmonic:

x(t) = cx
0 +

∑NH

k=1

(
sx

k sin
(

kωt
ν

)
+ cx

k cos
(

kωt
ν

))
f(t) = cf

0 +
∑NH

k=1

(
sf

k sin
(

kωt
ν

)
+ cf

k cos
(

kωt
ν

)) (2)

where sk and ck represent the vectors of the Fourier coefficients related to the sine and cosine terms, respectively. Here it is
interesting to note that the Fourier coefficients of f (t), cf

k and sf
k , depend on the Fourier coefficients of the displacements x (t), cx

k

and sx
k. The integer parameter ν is introduced to account for some possible subharmonics of the external excitation frequency ω.

Substituting expressions (2) in equations (1) and balancing the harmonic terms with a Galerkin projection yields the following
nonlinear equations in the frequency domain

h(z, ω) ≡ A(ω)z − b(z, ω) = 0 (3)

where A is the (2NH + 1) n × (2NH + 1) n matrix describing the linear dynamics of the system, z is the vector containing all the
Fourier coefficients of the displacements x(t), and b represents the vector of the Fourier coefficients of the external and nonlinear
forces f(t). They have the following expressions:
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In the time domain, expression (1) contains n equations while, in the frequency domain, expression (3) have (2NH + 1) n unknowns
gathered in z. Expression (3) can be seen as the equations of amplitude of (1): if z∗ is a root of (3), then the time signals x∗

constructed from z∗ with (2) are solutions of the equations of motion (1) and are periodic.

2.1 Analytical expression of the nonlinear terms and of the jacobian matrix of the system

Since b depends on z, equation (3) is nonlinear and has to be solved iteratively (e.g., with a Newton-Raphson procedure). At
each iteration, an evaluation of b and of ∂h/∂z has to be provided. If the nonlinearity is weak, in some cases f can be accurately
approximated with a few number of harmonics NH , and analytical relations between the Fourier coefficients of the forces b and of
the displacements z can be developed together with the expression of the jacobian of the system[24−26]. When such developments are
too intricate, most of the studies in the literature propose to evaluate b through successive transformations from frequency to time
domains. For example, the alternating frequency/time-domain (AFT) technique[27] takes advantage of the fast Fourier transform
to compute b:

z FFT−1

−−−−−→ x(t) −→ f (x, ẋ, ω, t) FFT−−−→ b(z, ω) (5)

The jacobian matrix of the system can then be computed through finite differences, which is cumbersome in terms of CPU time, or
through linearization of the equations[15].

An efficient alternative consists in rewriting the inverse Fourier transform as a linear operator Γ (ω)[28−31]. First, denoting N as
the number of time samples of a discretized period of oscillation, one defines vectors x̃ and f̃ containing the concatenated nN time
samples of the displacements and the forces, respectively, for all the DOFs:
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The inverse Fourier transform can then be written as a linear operation:

x̃ = Γ (ω) z (7)



with the (nN × (2NH + 1) n) sparse operator
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where ⊗ and I stand for the Kronecker tensor product and the identity matrix, respectively. The direct Fourier transformation is
written

z = (Γ (ω))+ x̃ (9)

where + stands for the Moore-Penrose pseudoinverse:

Γ+ = ΓT
(
ΓΓT

)−1
(10)

According to these notations, the Fourier coefficients of the external and nonlinear forces are simply obtained by transforming the
signals in the time domain back to the frequency domain:

b(z, ω) = (Γ (ω))+ f̃ (11)

The jacobian matrix of expression (3) with respect to the Fourier coefficients z can be computed as

Jz = ∂h
∂z = A − ∂b

∂z (12)

In order to compute the derivative of b with respect to the Fourier coefficients of the displacements, z, one can use the following
chain rule:

∂b
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∂x̃

∂x̃
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which is rewritten with the transformation matrices

∂b
∂z = Γ+ ∂ f̃

∂x̃Γ (14)

In general, the derivatives of the forces with respect to the displacements in the time domain can be expressed analytically, which
makes the computation of the jacobian matrix of (3) faster than with the finite differences.



2.2 Continuation procedure

It is usually of interest to solve (3) for a range of parameter values ω, rather than for a single value of the parameter. One could for
example be interested in the behavior of a structure in the neighborhood of a resonance peak. A continuation scheme, coupled to
the highlighted HB method, has therefore to be implemented.

Solving (3) for different fixed values of ω, as done with a sequential continuation procedure, fails at turning point. To overcome
this issue, for this work a procedure based on tangent predictions and Moore-Penrose corrections has been selected, as proposed in
the software matcont[12].

Denoting Jω as the jacobian of h with respect to the parameter ω, the search for a tangent vector t(i) at an iteration point
(
z(i), ω(i))

along the branch reads

[
Jz Jω

tT
(i−1)

]
t(i) =

[
0
1

]
(15)

The last equation in the system (15), imposing a scalar product of 1 between the new tangent and the previous one prevents the
continuation procedure from turning back. For the first iteration of the procedure, this last row can be replaced by a condition
imposing the sum of the components of the tangent to be equal to 1.

The correction stage is based on Newton’s method. Introducing new optimization variables v(i,j) initialized as v(i,1) = t(i), and
y(i,j) =

[
z(i,j) ω(i,j)

]T , the different Newton’s iterations i are constructed as following:
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For a more detailed presentation of the continuation procedure, the reader can refer to [12].

2.3 Stability analysis

The continuation procedure developed above does not indicate if a periodic solution is stable or not; therefore, a stability analysis
has to be performed along the branch. In the case of time domain methods, such as the shooting technique, one usually obtains
the monodromy matrix as a by-product of the procedure[8], which then provides the Floquet multipliers to study the stability of the
solutions. On the other hand, in the case of frequency domain techniques such as the HB method, one preferably uses Hill’s method
by solving a quadratic eigenvalue problem whose components are obtained as by-products of the method. The quadratic eigenvalue
problem proposed by von Groll et al.[16] for finding the Hill’s coefficients as solutions of

∆2λ2 + ∆1λ + Jz = 0 (18)

with
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can be rewritten as a linear eigenvalue problem of double size

B1 −

[
λ

γ

]
B2 = 0 (20)

with

B1 =
[

∆1 Jz

−I 0

]
, B2 = −

[
∆2 0
0 I

]
(21)

The eigenvalues λ can thus be found among the eigenvalues of the (2NH + 1) 2n × (2NH + 1) 2n matrix

B = B−1
2 B1 (22)

However, only 2n eigenvalues λ̃ among the set λ approximate the Floquet exponents of the solution[32]. The other eigenvalues
are only spurious and do not have any physical meaning; their number also increases with the number of harmonics NH . As way
to extract the approximations of the Floquet exponents λ̃ from the set λ, Moore[33] showed that one should always choose the
2n eigenvalues with the smallest imaginary part in modulus. The term Floquet exponents will be used throughout this paper for
the eigenvalues λ̃; it should however be kept in mind that these exponents are computed with Hill’s method. A diagonal matrix B̃
containing the components of λ̃ is then constructed:

B̃ =


λ̃1

λ̃2
. . .

λ̃2n

 (23)

As will be explained in sections 2.4 and 2.5, this matrix B̃ plays a key role in the detection and tracking of bifurcations.

2.4 Detection of bifurcations

In this work the detection and tracking of fold (F), Neimark-Sacker (NS) and branch point (BP) bifurcations is sought. The
procedure proposed in this paper builds on the evaluation of test functions ϕ at each iteration along a continuation branch[12]; the
roots of these test functions then indicate the presence of bifurcations.

According to their algebraic definitions, as explained by Seydel[34], a fold bifurcation is characterized by a rank deficiency of 1 for
the jacobian matrix Jz, and a BP bifurcation by a rank deficiency of 2. A necessary condition for fold and BP bifurcations is thus



|Jz| = 0 (24)

In order to distinguish between fold and BP bifurcations, Govaerts et al.[35] proposes the following test functions:

ϕBP =
∣∣∣∣ Jz Jω

tT

∣∣∣∣
ϕF,1 = |Jz|

(25)

Fold bifurcations are found at roots of ϕF,1, provided that ϕBP is different from 0.

One could also follow another approach, based on Floquet theory. A fold bifurcation is detected when a Floquet exponent crosses
the imaginary axis along the real axis. As a consequence, the matrix of Floquet exponents B̃ is singular at a fold bifurcation. One
thus has an alternative test function ϕF,2 written as

ϕF,2 =
∣∣B̃∣∣ (26)

The third type of bifurcation studied in this paper, the NS bifurcation, is detected when a pair of Floquet exponents crosses the
imaginary axis as a pair of complex conjugates. Using the theory of the bialternate product[36] P⊙ of a m × m matrix P

P⊙ = P ⊙ Im (27)

which has the property to be singular when P has a pair of complex conjugates crossing the imaginary axis, one writes the test
function for NS bifurcations as

ϕNS =
∣∣B̃⊙

∣∣ (28)

Nevertheless, for large systems the values of determinants usually explode and their use leads to scaling problems. To overcome this
issue, previous studies[37−39] proposed the so-called bordering technique. The idea behind this technique is to replace the evaluation
of the determinant of a matrix G by the evaluation of a scalar function, herein denoted g, which vanishes as regular zero for the
same system state and parameters as the determinant. Instead of

|G| = 0 (29)

it is more robust to write

g = 0 (30)

where g is obtained by solving

[
G p
q∗ 0

] [
w
g

]
=

[
0
1

]
(31)



In this system, ∗ denotes a conjugate transpose, and vectors p and q are chosen to ensure the nonsingularity of the matrix. When
G is close to be singular, one preferably takes q and p close to the nullvectors of G and G∗, respectively.

The test functions for BP, fold and NS bifurcations based on the bordering technique can finally be written as

BP bifurcations: ϕBP = gBP with GBP =
[

Jz Jω

tT

]

Fold bifurcations:


ϕF,1 = gF,1 with GF,1 = Jz

or

ϕF,2 = gF,2 with GF,2 = B̃

NS bifurcations: ϕNS = gNS with GNS = B̃⊙

(32)

It should be noted that it is also convenient to use another test function for fold detection, namely

ϕF,3 = tiω (33)

which describes the fact that a fold bifurcation is detected when the component iω of the tangent prediction related to the
active parameter ω changes sign[35]. This function does not require the resolution of a bordered system and therefore reduces the
computational burden.

2.5 Tracking of bifurcations

In order to continue codimension-1 bifurcations with respect to two parameters of the system, such as the frequency and amplitude
of the forcing applied on the system, one has to append one equation to (3). Using the bordering technique, one obtains the
following extended system:

{ h ≡ Az − b = 0

g = 0
(34)

where g = gBP , gF and gNS are the solutions of bordered systems for BP, fold and NS bifurcations, respectively, with

BP bifurcations: GBP = Jz

Fold bifurcations:


GF,1 = Jz

or

GF,2 = B̃

NS bifurcations: GNS = B̃⊙

(35)



One notices that the same additional equation, that is the fact that the determinant of Jz is 0, can be used either for tracking fold
or BP bifurcations. Again, for fold bifurcations, one can follow either the algebraic approach using Jz in the bordered system, or
the Floquet approach using B̃.

During the continuation procedure, the computation of the derivatives of the additional equation is required. As shown by
Govaerts[37], in the case of the bordering technique, analytical expressions for the derivatives of g with respect to one of the
two active parameters α are found as

gα = −v∗Gαw (36)

where Gα is the derivative of G with respect to α, and where w and v comes from the resolution of the bordered system and its
transposed version:

[
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w
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]
=
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0
1

]
(37)

[
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]∗ [
v
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]
=

[
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]
(38)

As a result, the only term that has to be evaluated is Gα. For gBP and gF,1, this gives

∂
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(GBP ) = ∂

∂α
(GF,1) = Jzα (39)

where Jzα is the derivative of the jacobian Jz with respect to α, that can be computed through finite differences.

In the case of the Floquet approach, the derivatives read
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One could directly rely on finite differences to compute the derivatives of the Floquet exponents in B̃, that are
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However, this means that the eigenvalue problem (20) has to be solved NH + 2 times per iteration, which is cumbersome for large
systems. Instead, in this paper one computes these expressions using the properties of the derivatives of eigenvalues demonstrated
by Van der Aa et al.[40]. Denoting Λ the eigenvector matrix of B, and ξ the localization vector containing the index of the 2n
Floquet exponents λ̃ among the eigenvalues λ, i.e.,

λ̃i = λξi (42)



the eigenvalues derivatives can be computed as

∂λ̃i
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The only terms to be computed are thus the derivatives of B, whose expression can be obtained from equations (21-22). This
requires the computation of the derivative of the jacobian Jz with respect to α, which can be performed using finite differences.

3 VALIDATION OF THE METHOD ON THE STUDY OF AN INDUSTRIAL, COMPLEX MODEL WITH STRONG
NONLINEARITIES: THE SMALLSAT

In this section, the HB method is used to address the continuation of periodic solutions of a large-scale structure, and the detection
and tracking of their bifurcations. Analysis of nonlinear phenomena such as frequency/amplitude jumps and quasiperiodic oscillations
is carried out using the outlined method.

3.1 Case study: SmallSat spacecraft

The example studied is referred to as the SmallSat, a structure represented in Figure 1(a) and which was conceived by EADS-Astrium
as a platform for small satellites. The interface between the spacecraft and launch vehicle is achieved via four aluminum brackets
located around cut-outs at the base of the structure. The total mass of the spacecraft including the interface brackets is around
64 kg, it is 1.2 m in height and 1 m in width. It supports a dummy telescope mounted on a baseplate through a tripod, and the
telescope plate is connected to the SmallSat top floor by three shock attenuators, termed shock attenuation systems for spacecraft
and adaptor (SASSAs), whose dynamic behavior may exhibit nonlinearity.

WEMS
device

Inertia
wheel

SASSA
devices

Main structure

Dummy
telescope

X

Z

SmallSat

Inertia wheel

Bracket

Metallic

cross

Filtering

elastomer plot

Mechanical

stop

(a) (b)

Figure 1: SmallSat spacecraft equipped with an inertia wheel supported by the WEMS and a dummy telescope connected
to the main structure by the SASSA isolators. (a) Photograph. (b) Schematic of the nonlinear vibration isolation device.



Besides, as depicted in Figure 1(b), a support bracket connects to one of the eight walls the so-called wheel elastomer mounting
system (WEMS) device which is loaded with an 8-kg dummy inertia wheel. The WEMS device is a mechanical filter which mitigates
disturbances coming from the inertia wheel through the presence of a soft elastomeric interface between its mobile part, i.e. the
inertia wheel and a supporting metallic cross, and its fixed part, i.e. the bracket and by extension the spacecraft. Moreover, eight
mechanical stops limit the axial and lateral motions of the WEMS mobile part during launch, which gives rise to strongly nonlinear
dynamical phenomena. A thin layer of elastomer placed onto the stops is used to prevent metal-metal impacts. Figure 2(a) presents
a simplified though relevant modelling of the WEMS device where the inertia wheel, owing to its important rigidity, is seen as a point
mass. The four nonlinear connections (NCs) between the WEMS mobile and fixed parts are labelled NC1 – 4. Each NC possesses
a trilinear spring in the axial direction (elastomer in traction/compression plus two stops), a bilinear spring in the radial direction
(elastomer in shear plus one stop) and a linear spring in the third direction (elastomer in shear). In Figure 2(a), linear and nonlinear
springs are denoted by squares and circles, respectively.
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Figure 2: WEMS. (a) Simplified modeling of the WEMS mobile part considering the inertia wheel as a point mass. The
linear and nonlinear connections between the WEMS mobile and fixed parts are signaled by squares and circles,

respectively. (b) Experimental stiffness curve of NC1 constructed using the restoring force surface method (in black) and
fitted with a trilinear model (in red).

A finite element model (FEM) of the SmallSat was developed and used in the present work to conduct numerical experiments. It
comprises about 150,000 DOFs and the comparison with experimental data revealed its good predictive capabilities. The model
consists of shell elements (octagon structure and top floor, instrument baseplate, bracket and WEMS metallic cross) and point
masses (dummy inertia wheel and telescope) and meets boundary conditions with four clamped nodes. Proportional damping is
considered and the high dissipation in the elastomer components of the WEMS is described using lumped dashpots with coefficients
cax = 63 Ns/m and clat = 37 Ns/m for axial (vertical) and lateral directions, respectively; this results in a highly non-proportional
damping matrix. Then, to achieve tractable nonlinear calculations, the linear elements of the FEM were condensed using the
Craig-Bampton reduction technique. This approach consists in expressing the system dynamics in terms of some retained DOFs
and internal modes of vibration. Specifically, the full-scale model of the spacecraft was reduced to 9 nodes (excluding DOFs in
rotation), namely both sides of each NC and the vertical DOF of the inertia wheel, with 10 internal modes. In total, the reduced-
order model thus contains 37 DOFs. Bilinear and trilinear springs were finally introduced within the WEMS module between the
NC nodes to model the nonlinearities of the connections between the WEMS and the rest of the SmallSat. To avoid numerical
issues, regularization with third-order polynomials was utilized in the close vicinity of the clearances to implement C1 continuity.
The WEMS nonlinearities are the only nonlinear components introduced in the model. They were accurately identified in [2] using
measured data from swept-sine base excitations at different amplitude levels. For instance, the stiffness curve characterizing NC1,
identified using the restoring force surface method[41], is depicted in Figure 2(b). For confidentiality, clearances and displacements
of the SmallSat are given through adimensionalised quantities throughout the paper.



3.2 Nonlinear dynamics and bifurcations of the SmallSat

The first part of the study of the SmallSat is carried out on the forced response of the structure for vertical excitations on the
DOF of the inertia wheel. The frequency range of interest is located around the 6th mode of the structure, which corresponds to a
linear frequency of 28.75 Hz. However, it was shown by Renson et al.[3] that this nonlinear mode undergoes a substantial increase
in frequency due to the frequency-energy dependence of the structure.

Figure 3(a) gives the response of the NC1-Z node to a swept-sine excitation of forcing amplitude F = 155 N applied vertically on
the inertia wheel. For this result and other swept-sine excitations throughout this paper, the applied sweep rate is 10 Hz/min. One
first notices a sudden amplitude jump close to 35 Hz, which is expected for a hardening structure. Another zone of high amplitude
also appears between 30 and 32 Hz, which is more surprising. A time response of the system to a single harmonic excitation of
forcing amplitude F = 155 N and frequency ω = 30.5 Hz is provided in Figure 3(b), i.e. in the frequency interval of the unexpected
resonance. One observes that quasiperiodic oscillations occur for this operation regime, which is another phenomenon peculiar to
nonlinear systems. In this case however, their importance has to be carefully assessed since they have amplitude as large as the one
of the resonance.

Increasing the forcing amplitude of the swept-sine excitation further, one obtains the 4 responses given in Figure 3(c) corresponding
to small variations of F between 168 and 174 N. Although the responses do not significantly evolve from 168 to 170 N and from 172
to 174 N, a substantial increase in frequency and amplitude can be observed when the forcing amplitude varies from 170 to 172 N.
This phenomenon, which is not often described in the technical literature, is of high interest since it leads to a resonance frequency
shift of almost 4 Hz for a forcing amplitude barely increased by 2 N. For space applications with drastic structural requirements, such
a behavior certainly has to be analyzed. Moreover, one notices that the quasiperiodic region is also present for these high excitation
levels.

In order to explain and study the nonlinear phenomena highlighted, the HB method presented in this paper is now applied to
the model. Figure 4(a) depicts the system’s frequency response curve computed with NH = 9 harmonics retained in the Fourier
approximation and N = 1024 points per period. For this result and others in the paper, no subharmonic solution is sought (ν = 1).
The amplitude of the periodic solutions computed is represented, that is the maximum displacement of the DOF of interest along
the period. The evolution of the harmonic coefficients σi (i = 1, . . . , NH) along the branch is given in Figure 4(b), where the
following normalization is applied:

σ0 = cx
0

σi =
√

(sx
i )2+(cx

i )2∑NH

k=1

√
(sx

k)2+(cx
k)2

(i = 1, . . . , NH) (44)

From 20 to 23 Hz, only the fundamental frequency is present in the response. When the excitation enters the resonance region, the
nonlinearities of the SmallSat activate other harmonics in the response such as the second and third ones. From the figure, it is
also clear that the 6th and higher harmonics have a negligible participation to the response; for this reason, a number of harmonics
NH = 5 retained in the Fourier series is considered throughout the rest of the paper. It is also possible to show that the number of
N = 1024 points per period is sufficient to capture the dynamics in play.

Circle and triangle markers denote the fold and NS bifurcations, respectively, that are detected along the branch in Figure 4(a). One
observes that a pair of fold bifurcations is present in the bending segments of the resonance peak, which is due to the hardening
behavior of the system. Indeed, fold bifurcations give rise to a change in stability of the periodic solutions, which explains the
jump phenomenon from high to low amplitude in Figures 3(a) and (c). One also notices a pair of NS bifurcations, which means
that quasiperiodic solutions can be found in their vicinity. As a verification, frequency responses computed with HB method are
superimposed to swept-sine responses in Figures 5(a) and (b), for forcing amplitude F = 155 N and 174 N, respectively. Along with
the fact that the frequency responses provide accurate estimations of the displacement envelopes, as expected, one also notes that
the bifurcations are directly related to the nonlinear phenomena observed. On the one hand, fold bifurcations accurately point out
the location of the amplitude jump; tracking the evolution of fold bifurcations with respect to other parameters such as the forcing
amplitude F or the axial damping cax could then reveal the mechanism of the phenomenon shown in Figure 3(c). On the other
hand, the large quasiperiodic oscillations observed in Figures 3(a) and (b) are created and eliminated at the first and second NS
bifurcations, respectively; tracking the evolution of NS bifurcations with respect to a design parameter such as the axial damping
cax could then indicate how one can modify the design of the SmallSat to avoid such disturbances.
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Figure 3: Nonlinear dynamics of the SmallSat. Time responses of the NC1-Z node of the SmallSat for different
excitations applied to the inertia wheel. (a) Swept-sine excitation of amplitude F = 155N. (b) Harmonic excitation of

amplitude F = 155N and frequency ω = 30.5Hz. (c) Swept-sine excitations of amplitudes F = 168N (purple curve), 170N
(black curve), 172N (orange curve) and 174N (green curve).
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Figure 4: SmallSat frequency response at NC1-Z node for harmonic excitations of amplitude F = 155N applied to the
inertia wheel, obtained with the HB method. (a) Displacement responses with markers ◦ and N depicting fold and NS

bifurcations, respectively. (b) Harmonic coefficients responses.
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Figure 5: SmallSat displacement response at NC1-Z node for excitations of amplitude (a) F = 155N and (b) F = 174N
applied to the inertia wheel. The blue lines represent the swept-sine response obtained from time simulation, and the

black lines are the frequency responses obtained with the HB method. Markers ◦ and N depict fold and NS bifurcations,
respectively.



3.3 Influence of the forcing amplitude F and the axial damping cax on the fold bifurcations

The purpose of this section is to get a deeper understanding of the frequency/jump phenomenon occurring close to the fold
bifurcations. To this end, a tracking of the fold bifurcations in the codimension-2 forcing frequency-ω and amplitude-F space is
performed using the technique developed in section 2.5. Figure 6(a) represents the fold curve obtained, together with the frequency
responses of the system for different forcing levels. Figure 6(b) also shows the projection of this curve in the F -amplitude plane. Very
interestingly, the fold branch first tracks the bifurcations of the main frequency response, and then turns back to reveal detached
resonance curves (DRC), or isolas, that are rarely observed for such large systems. These DRCs are created around the resonance
peak at a forcing amplitude F = 158 N, then expands both in frequency and amplitude, until one reaches a forcing amplitude
F = 170 N at which they merge with this resonance peak. It can be shown that the upper part of the DRCs is stable; as a direct
consequence, the merging of the DRC with the resonance peak leads to the sudden increase of the latter in frequency and amplitude,
as highlighted in Figure 3(c).

Another fold curve is computed for a configuration of the SmallSat with cax = 85 Ns/m, and represented in dashed line in Figure
6(b). While we could expect from an increase in the damping to annihilate nonlinear phenomena such as DRC, one sees that it only
postpones the merging to higher forcing amplitudes and does not alter the size of the DRCs. For this system, DRCs are thus robust
and deserve a careful investigation from the structural engineers.

Together with the explanations about the SmallSat dynamics they provide, these first results show that crucial information can be
missed when one only performs continuation of periodic solutions. Obviously, a tracking in codimension-2 space is necessary in order
to reveal DRCs.

3.4 Influence of the axial damping cax on the NS bifurcations

Focusing now on NS bifurcations, one can also apply the continuation procedure presented in section 2.5 to study the effect of a
design parameter of the system such as cax on the quasiperiodic oscillations. Figure 7(a) depicts the evolution of the NS curve in
the codimension-2 forcing frequency-ω and axial damping cax space, to which one superimposes frequency responses computed for
cax = 63 Ns/m, 80 Ns/m and 85 Ns/m. Its projection in the cax-amplitude plane is also given in Figure 7(b). It is interesting to
note that increasing the axial damping up to a value of 84 Ns/m eliminates the NS bifurcations, while it does not significantly affect
the resonance peaks.

As a verification, Figure 8 shows the influence of cax on a displacement response for swept-sine excitations. At a forcing amplitude
F = 155 N and for an axial damping cax = 63 Ns/m, the quasiperiodic oscillations represent the part of the response with the largest
amplitude. Increasing cax up to 85 Ns/m eliminates the NS bifurcations which generate these disturbances, with a small impact on
the frequency of the resonance.

4 CONCLUSIONS

The purpose of this paper was twofold. First, it intended to extend the harmonic balance method from the computation of periodic
solutions to the tracking of their bifurcations in codimension-2 parameter space. To this end, continuation techniques were adapted
in order to obtain a robust and efficient algorithm able to deal with large engineering structures.

In the second part of this paper the HB method and its extension were applied to the SmallSat spacecraft, an industrial and complex
model with several localized nonlinearities. Performing swept-sine excitation study on this structure revealed two types of nonlinear
phenomena, namely quasiperiodic oscillations and frequency/amplitude jump due to detached resonance curves, which also involved
responses of high amplitude. One then illustrated how the detection and tracking of fold and NS bifurcations can explain these
phenomena, and how the design parameters of the system can be tuned to reduce their effects.
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Figure 6: Merging of the detached resonance curve with the main frequency response. (a) The orange line represents the
branch of fold bifurcations tracked with respect to the excitation amplitude F and frequency ω. Frequency responses of
the NC1-Z node for harmonic excitations of amplitude F = 155N, 160N, 170N and 175N are also given with the black
lines. Markers ◦ depict fold bifurcations. (b) Projection of the branch of fold bifurcations on the F -amplitude plane. The

solid and dashed lines represent the branches for cax = 63Ns/m (reference) and 85Ns/m, respectively.
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Figure 7: Elimination of the NS bifurcations. (a) The blue line represents the branch of NS bifurcations tracked with
respect to the axial damping coefficient cax and frequency ω. Frequency responses of the NC1-Z node for harmonic

excitations of amplitude F = 155N, and for configurations with cax = 63Ns/m (reference), 80Ns/m and 85Ns/m are also
given with the black lines. Markers N depict NS bifurcations. (b) Projection of the branch of NS bifurcations on the

cax-amplitude plane.
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Figure 8: SmallSat displacement response at NC1-Z node for swept-sine excitations of amplitude F = 155N applied to the
inertia wheel. The blue line and green line represent configuration with cax = 63Ns/m (reference) and 85Ns/m,

respectively.
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