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a b s t r a c t

A methodology to simulate X-ray diffraction lattice strains using crystal plasticity, repli-
cating in-situ synchrotron experimental measurements during the deformation of a low-
carbon steel, has been developed. Uniquely, the model calculated lattice strains for full
DebyeeScherrer diffraction rings, providing the in-plane lattice strain distributions
determined from crystal plasticity. Thus, a direct method of comparison between exper-
imental and crystal plasticity results becomes possible. The model considered two forms of
hardening whilst subjecting the material to two dissimilar proportional strain-paths;
uniaxial and balanced biaxial deformation. Both deformation paths showed influence on
resulting lattice strain distributions which were also found to depend upon texture. Biaxial
straining led to a stronger dependence on the material's hardening behaviour and this was
attributed to the higher rate of work hardening seen under biaxial compared to uniaxial
straining. However, biaxial deformation showed quite isotropic lattice strains distribution,
irrespective of initial texture or hardening. Quantitatively, good agreement between the
computed and experimentally determined lattice strain distributions was obtained for
each strain path. This success demonstrates the possibility of calibrating crystal plasticity
model parameters using such methodologies, or simply to provide insight into the gov-
erning mechanisms in polycrystal deformation.
© 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC

BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

A framework to link X-ray diffraction lattice strain measurements with crystal plasticity finite element analyses is pre-
sented. The paper develops a virtual X-ray diffraction methodology which captures the experimentally measured defor-
mation response to investigate the effects of texture on lattice strains developed under proportional strain-paths. The goal is
to understand the evolution of lattice strains for differing deformation histories which is potentially useful in the design and
optimisation of fabrication processes for metallic materials.

There are several materials characterization techniques used to determine lattice strain distributions in metals. Examples
of such techniques include electron back-scattered diffraction (EBSD), X-ray and neutron diffraction (Cullity and Stock). Of
particular interest to this study is X-ray diffraction which has a wide range of applicability in the understanding of
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polycrystalline metals (Cullity and Stock). Two X-ray diffraction configurations that can be adopted include near and far field
techniques which depend on the distance of the sample to the detector (Nervo et al., 2014). The near field configuration of
diffraction is used to map grain morphologies and orientations while the far field method enables determination of strain
distributions as well as orientations whilst neglecting grain morphology (Wong et al., 2013).

In both cases, an incoming X-ray probes the grains within the material which diffract if the Bragg condition is satisfied. For
experiments at high energy synchrotron sources with a monochromatic beam energy, measurements can be obtained in
transmission. As Bragg's lawmay be satisfied for a number of crystal orientations, the X-rays diffracted from a common lattice
plane will form a cone with an angle 4q at the apex. Using a position sensitive area detector, the X-ray intensity at the
intersection of the diffracted cone is acquired; observed as a series of rings, often termed DebyeeScherrer rings, associated
with each lattice plane. Analysis of these rings provides useful insight into the interplanar spacings within the material. Such
measurements can be readily converted to a lattice strain with knowledge of a reference interplanar spacing. However, there
are two inherent assumptions associated with the technique. First, it is assumed that the number of grains diffracting within
the probed volume is sufficiently large to provide a statistical representation of the lattice strains within the material. This
assumption is valid if the diffraction spots from individual grains cannot be distinguished. When considering lattice strains,
the measurements are only valid when data is acquired frommany grains to be representative of the bulk material response.
Second, lattice planes that do not satisfy the Bragg condition remain invisible, leading to a loss of information. Again, a
continuous ring increases confidence that a representative strain state for all crystallographic orientations has been obtained.
Regardless of the limitations, the X-ray diffraction technique remains a useful method of characterizing sample orientation
dependent lattice strain distributions within metals which is evident from the extensive literature available on the subject. It
has been used to study fusion welding (Withers et al., 2008), residual stresses (Pagliaro et al., 2009; Cihak et al., 2006; Dye
et al., 2003; Webster et al., 2001), deformation substructure (Korsunsky et al., 2010), cracks (Oddershede et al., 2012) etc.
However, this paper focuses on the computational approaches developed so far for the simulation of X-ray diffraction.

Many researchers e.g. (Wong et al., 2013; Obstalecki et al., 2014; Barton and Dawson, 2001; Miller et al., 2008; Efstathiou
et al., 2010; Demir et al., 2013; Park et al., 2013; Pellereau et al., 2010; McNelis et al., 2013; Dawson et al., 1998) have led studies
on developing computational approaches for predicting diffraction patterns. Dawson and co-workers (Wong et al., 2013;
Obstalecki et al., 2014; Miller et al., 2008; Efstathiou et al., 2010; Dawson et al., 1998) have adopted simulated X-ray
diffraction as an auxiliary tool in design processes. For example, this technique has been used to investigate the sensitivity of a
grain to its neighbourhood (Wong et al., 2013; Efstathiou et al., 2010). The effect was studied using two grains which were
randomly placed at different positions within a polycrystal and their lattice strain and orientation recorded using the
simulated far field X-ray diffraction. This enabled the extraction of microstructure sensitive data, providing insight into the
initiation of strain localization. Dawson and co-workers have also employed this technique to investigate fatigue crack
initiation (Obstalecki et al., 2014). Simulated X-ray diffraction patterns were shown to be useful in further understanding
elastoplastic deformation that occurs within a polycrystalline aggregate leading to microcrack initiation. In this approach,
diffraction analysis was undertaken on individual grains satisfying the diffraction condition.

Here, an understanding of the coupling between texture and hardening and the resulting lattice strain distributions under
proportional straining is presented. Firstly, the experimental and crystal plasticity methods adopted are described in Sections
2 and 3 respectively, followed by a description of the virtual diffraction experiment in Section 4. Section 5 provides systematic
studies of experimental and simulated diffraction polycrystal textures, followed by a discussion of these results in Section 6.
Conclusions are presented in Section 7.

2. Experimental

Diffraction datawere collected on the high energy beamline, I12 (Drakopoulos et al., 2015) at Diamond Light Source whilst
deforming specimens in-situ. Specimens of a low carbon ferritic steel were deformed using a specially designed biaxial
loading mechanism that fits onto a conventional tensile load frame; in this case a 10 kN Shimadzu AGS-X rig. The load frame
was placed on a sample stage with the ability to translate in orthogonal directions, permitting its alignement with the
incident X-ray beam. The sample stage also has the ability to rotate, however, measurements were restricted to normal
incidence alone due to (i) a geometrical restriction from the biaxial mechanism that limits a rotation to ~þ/� 20� without
obscuring the beam path, and (ii) a limited ability to locate the centre of rotation (due to constraint (i)); necessary for accurate
lattice spacing determination. The specimens were of a cruciform shapewith a locally reduced thickness (from 1mmdown to
400 mm) at the centre of the specimen, creating a stress concentration at this location. The deformation state in this region
was determined by the ratio of displacements applied by the mechanism, and the deformation rate controlled by the
crosshead displacement of the load frame. As the deformation in the locally thinned region is of interest, the X-ray beamwas
aligned with the centre of this region, and hence all diffraction data were acquired from this region. Diffraction patterns were
acquired at a rate of 0.25 Hz in combinationwith a cross head displacement rate of ~0.03 mm s�1. The lattice strain evolutions
of two strain-ratios were considered: (1) uniaxial deformation, and (2) biaxial deformation. Further details of the experi-
mental configuration including specimen parameters can be found in Collins et al. A schematic of the experimental setup is
shown in Fig. 1 (a) which presents the configuration of the biaxial load frame in relation to the incident X-ray beam and
transmitted X-ray diffraction patterns. Radiographic images were also acquired at intervals during the deformation using an
X-ray imaging camera shown upstream from the area detector. The radiographs were collected with a beam size of
10 � 10 mm, allowing the central region of the cruciform to be imaged. As the cruciform specimen geometry has regions of
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different thickness, as shown in Fig. 1 (b), regions that are thinnest appear brightest. The central region of interest was
measured using this property with digital image correlation; radiographs during increments of loading were analysed to
resolve the macroscopic strain in the X and Y directions.

Cruciform specimenswere placed ~1125mm from the Thales Pixium RF4343 2D area detector, which has a 2880� 2881 X-
ray sensitive array of pixels, of size 148 mm. This configuration permitted full DebyeeScherrer diffraction rings to be collected
up to N¼ 10 whereN¼ h2þ k2þ l2 for lattice plane hkl. Themonochromatic X-ray beamwas calibrated using a CeO2 standard
in conjunction with a fitting routine described by Hart et al. (2013). To ensure a sufficient number of diffracted grains were
measured, diffraction spectrawere summed in a 4-point square-grid pattern, such that each adjacent illuminated volume had
no overlap. This involved moving the sample relative to the beam, so that different grains from the specimen were sampled.
During the deformation of the cruciform specimen, the region of interest moves upwards in the direction of the load frame
crosshead. To compensate for this and to ensure the X-ray beam remained in the centre of the specimen, the entire load frame
was displaced downwards on the sample stage at approximately half of the rate of the load frame crosshead. A mono-
chromatic X-ray beamwas used with a fixed energy of 90.36 keV and with an incident beam size of 0.5 � 0.5 mm. The short
wavelength of the experiment means that the diffracting lattice planes provide measured d-spacings and lattice strains that
are approximately in the sheet of the specimen. The high energy also has sufficiently low attenuation in the steel specimens
used to enable the collection of diffraction patterns in transmission. Following data collection, each diffraction pattern was
radially integrated into 36 sectors of equal spacing using the software FIT2D (FIT2D manual, 2014). Data from each sector
provides intensity versus diffraction angle, 2q. An example of this is shown in Fig. 2 with (a) an 2D experimental diffraction
pattern and (b) a plot of the integrated data for a sector at an azimuthal angle j ¼ 0� (i.e. parallel to X). Using this integrated
data, analysis fitting routines were subsequently performed using MATLAB, with each of the reflections fitted with a pseudo-
Voigt function. By monitoring the change in peak position during deformation with respect to a strain free reference, lattice
strains were calculated. By repeating this process for each reflection for all sectors, lattice strain distributions were deduced.

The initial material pedigree was characterised using electron backscatter diffraction (EBSD) to provide the initial texture
and the grain size distribution. A JEOL-6500F scanning electron microscope equipped with a TSL/EDAX OIM v6 EBSD system
was used, operating with a beam current of 14 nA and an accelerating voltage of 20 keV. The collected data were acquired
across a region 900 mm� 900 mmusing a step size of 0.5 mm. Each diffraction patternwas indexed using a fitting routine of the
Kikuchi bands in Hough space to provide the spatially resolved map of crystal orientations.

3. Crystal plasticity framework

The classical crystal plasticity framework based on the kinematic decomposition of the deformation gradient (F) into
elastic (F*) and plastic (Fp) tensors as laid out by Lee (Lee, 1969) is adopted here such that

Fig. 1. (a) Experimental setup of diffraction experiment on I12, Diamond Light Source, and (b) a schematic of the cruciform sample design.
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F ¼ F�Fp: (1)

The reader is referred to previous studies by Erinosho et al. (2013a, 2013b) which provide a detailed description of this
framework. A power law constitutive rule relates the slip rate and resolved shear stress for a given slip system given by

_g ¼ _g0

����taga
����nsgnð _gÞ (2)

where the slip rate ( _ga) on individual slip system (a) depends on the reference strain rate, _ga
0, resolved shear stress, ta, and slip

system strength, ga. Full details of this model may be found in Peirce et al. (1983) and Huang (1991). The hardening law and
the slip system strength evolution is given by McGinty and McDowell (2004).

_ga ¼ h0

�
1þ h0gsum

t0m

�m�1
_ga (3)

in which the accumulated slip is calculated from

gsum ¼
XNslip

b¼1

0@Zt

0

_gðbÞdt
�
: (4)

Note that Nslip denotes the number of slip systems. The hardeningmodulus h0, and parameterm for the particular material
being investigated are adopted from Erinosho et al. (2013b) and are shown for the ferritic steel considered in Table 1. The
experimental macroscopic response of the DX54material when subjected to uniaxial loading is shown in Fig. 3 and the crystal
plasticity hardening parameters adopted to compare simulations with experiment were obtained from earlier work by
Erinosho et al. (2013a, 2013b) on similar steel to DX54 presented in Fig. 3. This is demonstrated by the comparable lattice
strain responses presented and discussed later in this work.

Two extreme forms of hardening are considered here illustrated by their mechanical responses under uniaxial straining
shown in Fig. 4. One form termed isotropic latent hardening has been adopted such that all slip systems, active or otherwise,
undergo the same level of hardening. The slip resistance is assumed to be the same for all slip systems and corresponds to the
maximum resistance currently developed, so that _ga in Eq. (3) is specified to be ð _gÞmax, the maximum slip rate developed on
any of the active slip systems. The other form of hardening considered is referred to as self-hardening such that only active
slip systems undergo hardening, but independently Hence, unlike isotropic hardening, _ga in Eq. (3) depends on the slip rate

Fig. 2. (a) Example of experimental diffraction patternwith one sector outlined and (b) this sector radially integrated to provide intensity versus diffraction angle,
2q.

Table 1
Material properties of ferritic steel adopted from Erinosho et al. (2013b).

Model parameters Experiment

C11 (GPa) C12 (GPa) C44 (GPa) n m _g0 (s�1) t0 (MPa) h0 (GPa) YS (MPa) TS (MPa)
231.4 134.7 116.4 40 0.245 1 110 0.9 140e300 270e450
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on that particular slip system and the accumulated slip summed over all slip systems. It is seen from Fig. 4 that isotropic
hardening results in a higher flow stress with increasing deformation compared to self-hardening. This is attributed to the
more uniform nature of hardening scaled to the maximum slip rate in the isotropic case such that slip systems active or
otherwise undergo the same levels of hardening as opposed to self-hardening. The CRSS (t0) detailed in Table 1 was chosen in
order for the mechanical responses for both isotropic and self-hardening to fall within the experimentally observed limits of
yield and tensile strengths illustrated in Fig. 4.

Note that the 24 BCC slip systems comprising 12 {110}<111> and 12 {112}<111> families are considered in this studywith
the model parameters for slip on {110} and {112} taken to be the same. Previous studies by the authors have shown that using
24 slip systems does not greatly affect the predicted stress states or dislocation distributions (Erinosho et al., 2013b). Further,
Lewis et al. (2010) showed the effects of incorporating the twelve (112)<111> systems as against twenty-four (123)<111> slip
systems in texture prediction is not significant if only the (110)<111> family are used. In addition, the strains considered here
are relatively small (~5%) and hence, the incorporation of the full set of 48 BCC slip systems is likely to be minimal. Strain rate
effects have also been minimised since they are likely to be small at room temperature for the ferritic steel considered and a
high value of rate sensitivity parameter, n, in the slip rule Eq. (2), has been chosen appropriately for this purpose.

The crystal plasticity finite element approach adopted here is chosen because it accounts for grain constraint effects as well
as strong variations (e.g. in orientation) which develop intragranularly. Self-consistent models on the other hand are limited
in accounting for local effects (eg see Warwick et al. (2012a, 2012b)) but can provide an excellent representation of average
stress-strain behaviour. Since it is important in this work to capture the intragranular representation of lattice orientation, slip
and strain, a crystal plasticity finite element methodology is preferred.

4. X-ray diffraction modelling

The X-ray diffraction methodology used to calculate virtual diffraction patterns using crystal plasticity is presented here.
Consider Fig. 5 which shows an X-ray incident on a single crystal of known crystallographic orientation leading to diffracted
beams which are recorded on a detector as shown. Each plane that satisfies Bragg's condition diffracts X-rays to the detector.

Each lattice plane, (hkl), is described by its plane normal in its local crystallographic configuration in the deformed state.
This vector, rhkl, is given by

rhkl ¼ DRcRc
0

0@h
k
l

1A (5)

where Rc
0 is a rotation matrix which maps the undeformed crystal from the reference state to the local crystallographic

configuration and DRc maps the local crystal orientation into the deformed state. The forward projection (s0) of the diffracted
beam onto the detector XY plane is given by

s0 ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½rhklð1Þ�2 þ ½rhklð2Þ�2

q
0@ rhklð1Þ

rhklð2Þ
0

1A (6)

Fig. 3. Experimental uniaxial tensile response of DX54 steel to failure.
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where rhkl(1) and rhkl(2) represent the X and Y components of the rotated (hkl) plane respectively. From Bragg's law, the angle
of diffraction, qb, is given by

qb ¼ sin�1
�

l

2dhkl

�
(7)

where l is the wavelength of the incoming X-ray beam and dhkl is the interplanar spacing of a plane with normal hkl.
Assuming l is small, typical of synchrotron diffraction, qb z 0 and, diffraction is satisfied when qb ¼ q0 where
q0 ¼ cos�1fs0$rhklg. In the experiment instrumental line broadening effects determinewhether the crystal, or a fragment of it,
is in the correct orientation to diffract, while in the simulations a tolerance can be set allowing some deviation from the exact
Bragg condition to replicate this effect. Throughout this study, this tolerance was set to 5� which is significantly larger than in
the experimental case and is set to improve statistics while not being so large as to include grossly different mechanical states.
That is, contributions to the virtual diffraction pattern are recorded when qb�5� < q0 < qb þ 5� and the azimuthal angle of the
diffracted beam on the area detector, j, subsequently denoted as the rotation from X shown schematically in Fig. 6 (b) is
calculated using

J ¼ tan�1
�
rhklð2Þ
rhklð1Þ

�
: (8)

Each diffraction spot recorded on the detector corresponds to a plane within a crystal (or element within the computa-
tional framework) and contains information on its crystallographic orientation as well as the lattice strain. Assuming the
crystal is unstrained and the detector is orthogonal to the beam, the resulting Debye Scherrer ring (for a range of crystals)
recorded at the detector will be circular and is regarded as the reference. Now, if the crystal shown in Fig. 5 has an inherent
strain, the change in interplanar spacing results in a shift of the corresponding diffraction spot. This results in a distorted
Debye Scherrer ring, indicating the presence of strain in a particular family of planes. Typically, this will vary as a function of
the macroscopic deformation. The result for each deformed state is a series of rings corresponding to each diffracting plane
family i.e. {110}, {200}, {310} etc. as illustrated in Fig. 6 (a). For simplicity, consider the {310} family shown in Fig. 6 (b). In the
undeformed state, the resulting Debye Scherrer ring has a uniform radius; however, upon (e.g.) uniaxial deformation, the
radius of this ring changes, becoming elliptical with major and minor axes linked to the in plane principal elastic strains
Consecutive diffraction rings are compared to evaluate differences in radius for azimuthal sectors (illustrated in Fig. 6 (b))
around the ring and then recorded as a function of the overall macroscopic applied strain in order to obtain the evolution of
elastic strains over the whole deformation history.

Fig. 6 (b) shows a schematic of azimuthal sectors such that all diffracting beam intensities which fall within the highlighted
sector (with knowledge of the associated lattice spacing calculated from crystal plasticity) in the series of diffraction images
are binned and the average lattice spacing for that particular azimuthal sector is then obtained. This activity is equivalent to
the experimental processing method shown in Fig. 2. This process is first carried out on the diffraction rings of the unstrained
sample to obtain the reference lattice spacing, dj0, for each azimuthal sector. This corresponds to the theoretical d0 for a
particular family of planes. Subsequently, the process is repeated for the Debye Scherrer rings corresponding to the deformed
sample to obtain di where i¼ 1, 2, 3… n represents deformation states 1, 2, 3… n. The lattice strain (εlat) is then calculated for
each azimuthal sector j at deformation state i using

ε
j
lat ¼

dji � dj0
dj0

: (9)

Fig. 4. Mechanical stress strain response based on calibration of CRSS to experimental data (Erinosho et al., 2013b).
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Note that εlat corresponds to a particular family of planes and can be calculated for the {110}, {200}, {211}, {310} etc.
families independently. Further, εlat is elastic in origin i.e. it is an indication of the elastic strains developed during defor-
mation. Hence, the post deformation lattice strains due to elastic distortions are calculated within the crystal plasticity finite
element framework using the methodology presented by Erinosho and Dunne (2014). This technique calculates an element
by element lattice strain corresponding to each particular plane within the family of planes present (i.e. {110}, {200}, {211},
{310}) by using the elastic deformation tensor F* such that

a
a0

¼ ��F*ec1
��; b
b0

¼ ��F�ec2
��; c
c0

¼ ��F�ec3
�� (10)

where a0 ¼ b0 ¼ c0 ¼ 2:880�A (Cullity and Stock) are the undeformed lattice lengths and ec1, e
c
2 and ec3 are unit orthogonal

vectors rotated into the deformed crystallographic configuration. That is,

eci ¼ DRcRc
0ei (11)

where i ¼ 1, 2 and 3 corresponds to the [100], [010], and [001] directions respectively. Full details of the crystal orientation
mappings can be found in Erinosho and Dunne (2014). With knowledge of the deformed lattice lengths, the lattice spacing for
all possible hkl planes in a BCC crystal can be obtained using Cullity and Stock.

Fig. 5. Schematic of the computational approach used to simulate X-ray diffraction patterns using the crystal orientations simulated in the crystal plasticity finite
element model.

Fig. 6. Schematic of simulated DebyeeScherrer rings corresponding to a particular deformation state. (a) Shows the rings corresponding to diffraction from the 5
lattice planes with the lowest hkl indexin BCC ferritic steel and (b) illustrates the binning of azimuthal sectors using an example {310} diffraction ring.
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dhkl ¼
0@ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

h2

a2
þ k2

b2
þ l2

c2

s 1A�1

: (12)

Thus, using Eq. (8), d0 ¼ 0.9107 Å for the {310} family of planes and similarly, d0 ¼ 1.440 Å for the {200} lattice planes, for
example. The lattice strain (εjlat) for each sector j illustrated in Fig. 6 (b) is then calculated using

ε
j
lat ¼

Pnj
k¼1 d

k
j

nj
� d0

d0
(13)

where k ¼ 1,2, … nj. nj is the total number of lattice planes that diffract within a particular sector j.

5. Results

5.1. Textures and finite element model

A subset of the collected EBSD inverse pole orientation data fromwhich the initial texture was calculated is shown in Fig. 7
(a). The grains are shown to be approximately equiaxed with a unimodal grain size distribution as shown in Fig. 7 (b). The
average grain size was measured to be 12.5 mmwith a standard deviation of 8.6 mm. Representations of the textures adopted
in this study are shown in Fig. 8. T-1 is a fully random texture obtained numerically. It was obtained by dividing themajor and
minor axes of a sphere into sectors which denote the number of random orientations of interest taking account of its
associated asymmetry. Subsequently, the 3-D points in each sector are then projected onto the equator to obtain perfectly
randomly distributed orientations.

T-2 (exp) is an experimentally measured ferritic steel texture obtained using electron backscatter diffraction (EBSD) and T-
2 (sim) is a computational polycrystal representation of T-2 (exp) generated by sampling the orientations from the parent
experimental texture. The orientation data was obtained from 2-D Electron Back Scattered Diffraction (EBSD) comprising
thousands of grains including their x� y coordinates to denote their location. Using this information, an averagewas obtained
using an approach adopted similar to Raabe et al. (2002a, b) and Zhao et al. (2001). The process of mapping experimentally
obtained texture components which have more grains, to the finite element simulation is done in two stages. The discretised
orientation (mean) of each grain is first obtained followed by the progressive downsizing of experimental datasets to the
number required for the model taking account of the area-weighted orientation distribution. Fig. 8 which compares the
experimentally obtained pole figure for T-2 (comprising thousands of grains) with that generated from 512 grains used in the
crystal plasticity simulation shows good agreement.

The polycrystal model adopted is shown in Fig. 9 with 8 � 8 � 8 grains which are shown as regions of similar colour and a
uniformmesh refinement (6� 6� 6 elements per grain) is adopted (See appendix A for amesh sensitivity study). These cubic
grains had dimensions 25� 25� 25mm3. The boundary conditions are such that all faces are constrained to remain planar (see
Appendix B for justification). Using themethodology described in Sections 3 and 4, the lattice strain is calculated for the {310}
family of planes and presented against the azimuthal angle measured from the X-axis about the Debye Scherrer ring. An
angular range of ±5� is adopted per azimuthal sector which is in-line with the angular tolerance from the Bragg condition
used in constructing the virtual diffraction patterns, and as was also performed on the experimental diffraction patterns,
giving 18 sectors about the Debye Scherrer ring. On this basis, the effects of texture and hardening on lattice strain distri-
butions and their evolutions are presented next.

Fig. 7. (a) Electron backscatter diffraction inverse pole figure map of annealed DX54 steel, and (b) the corresponding grain diameter distribution.
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5.2. Effects of texture and hardening on lattice strain distributions

This section addresses the lattice strain distributions obtained under differing deformation conditions. A description of the
experimentally obtained results is presented first followed by detailed comparisons with the predicted lattice strains ob-
tained from the crystal plasticity technique presented above.

Fig. 10 shows the experimentally measured lattice strains under biaxial (Fig. 10 (a)) and uniaxial (Fig. 10 (b)) deformation
for the experimental texture T-2 shown in Fig. 8. Consider first Fig. 10 (a)which shows the lattice strains at 5% biaxial strain
with εY ¼ 0.05. Though perfectly balanced biaxial deformationwas targeted, i,e. εY/εX ¼ 1, anisotropic rig compliance meant
that a strain ratio of εY/εX ¼ 1.5 was actually achieved. For this reason, a greater magnitude of lattice strain is observed at
azimuthal angles, j, close to 90�, parallel to εY. It is also noted that uniaxial deformation with the ideal strain ratio of εY/
εX ¼ �1/n was approximately achieved experimentally. However, some deviation from this would be expected due to the
constraints imposed by the cruciform geometry, affecting the load transmitted across the central thinned section. In Figs.
10e12 the horizontal axis shows the macroscopic strain (εY), while the vertical axis shows the azimuthal rotation, j, from
the X-direction illustrated in Figs. 1 (a) and 6 (b). The colour scale indicates the measured lattice strain calculated from Eq.
(9). It is apparent from Fig. 10 (a) that biaxial straining results in a relatively isotropic lattice strain distribution irrespective
of the azimuthal angle. This implies the magnitude of lattice strain approximately in the plane of the specimen, is
equivalent in all diffracting grains. Different behaviour is, however, seen under uniaxial loading along the Y-axis shown in
Fig. 10 (b) whereby the lattice planes that diffract at 90� from the X-direction are noticeably in tensionwhile those oriented
away show progressively lower lattice strain, and compressive behaviour at orientations close to 0� and 180� from the X-
direction.

Simulated X-ray diffraction results, calculated from the crystal plasticity approach, are also assessed. The model poly-
crystal textures shown in Fig. 8 are subjected to biaxial and uniaxial straining under the two forms of hardening (self- and
isotropic) as described in Section 3. Fig. 11 shows the predicted lattice strain distribution for the {310} family of planes in
random texture T-1 and experimental texture T-2 (sim) subjected to up to 5% biaxial straining under isotropic and self-
hardening.

Fig. 8. Initial textures used in the simulations showing [T-1] a nominally random texture, [T-2(Exp)] an experimentally obtained ferritic steel texture and [T-2
(Sim)] a computational polycrystal representation of the texture [T-2 (Exp)].
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Random texture T-1 shows approximately uniform lattice strain irrespective of orientation (rotation from X-axis) as
expected under both hardening forms. The apparent band between 60� and 120� results from the imbalanced nature of
the biaxial straining adopted (εY/εX ¼ 1.5), thereby leading to preference for higher tensile lattice strain in this region.
But, T-2 (exp) shows stronger variation in a similar region i.e. between 60� and 120�, due to the initial preference of its
grains in the Y-direction. Moreover, a relatively uniform distribution is still observed regardless of orientation (rotation
from X).

Fig. 12 shows the {310} lattice strain for random texture T-1 and experimental texture T-2 (sim) subjected to up to 5%
uniaxial straining. Similar to the biaxial case, the lattice strain is shown along the deformation history for each azimuthal
sector (rotation from X-illustrated in Fig. 6 (b). Consider first Fig. 12 (a1) and Fig. 12 (a2) which show the lattice strain for the
initially random polycrystal texture under isotropic and self-hardening respectively. The band of higher lattice strain seen
between 60� and 120� shows that the subset of {310} family of planes which are normal to the Y-direction in Fig. 12 are
experiencing higher net tensile strains, thereby leading to the band seen. However, due to texture, the band is less pro-
nounced compared to the initially textured polycrystal T-2 (sim) whose lattice strains are shown in Fig. 12 (b). It is argued that
the elastically stiff 111 plane normal directions in ferritic steel influence the magnitude of strain seen in Fig. 12 for both
textures. From the pole figures shown in Fig. 8, it is clear that T-2 has more 111 plane normal perpendicular to the loading
compared to the initially random texture T-1. Hence, fewer stiff 111 normals perpendicular to the tensile stress direction
results in larger strains in that direction as seen.

Lastly, the lattice planes perpendicular to the loading direction which diffract close to 0� and 180� are, however, in
compression as expected for both textures considered, and as observed in the experimental measurements in Fig. 10 (b).

6. Analysis and discussion

The aim of this study is to present comparison between simulated X-ray diffraction patterns, and those obtained from in-
situ experimental measurements.

A cruciform specimen has been designed and used, specifically for the use with the biaxial loading mechanism and to
permit suitable diffraction pattern acquisition. As stated previously, the central region of the specimen moves in the positive
vertical direction with the displacement of the load frame crosshead. To ensure the incident beam remains in the gauge
section of the specimen, the load from is moved vertically downloads. These movements cannot be perfectly synchronised;
thus diffraction data will be collected from different grains if the sample is displaced relative the incident X-ray beam. This
strategy can be mitigated if the diffracting grains are subjected to, on average, to the same macroscopic strain state. To
monitor whether this assumption is suitable, diffraction patterns were collected as amap in the vicinity of the central thinned
section of the specimen. The results of the spatially resolved {310} lattice strains are shown in Fig. 13 in two orthogonal
directions (vertical direction, j¼ 90� in (a) and horizontal direction, j¼ 0� (b)). The maps interrogate a 10.5�10.5 mm2 area
with a step size of 0.5 mm step size in the vertical and horizontal directions. The beam size was 0.5 � 0.5 mm2. This example
map was acquired during the biaxial deformation with εy ¼ 0.07 and εx ¼ 0.04. The locally thinned region at the centre of the
specimen can be identified with a {310} lattice strain of approximately 1.5 � 10�3. The regions (i) and (ii) denote 3 � 3 mm2

box, corresponding to the outermost limits that the beam probed during the deformation. This was confirmed with radio-
graphs acquired at intervals during the deformation. From the range of lattice strains measured in each map plotted as a
histogram, the subset of data from boxes (i) and (ii) are also displayed. These each show that a narrow distribution of lattice
strains were measured in the gauge section of the specimen, and specifically in the region where data were acquired. The
mean lattice strains were measured as 1.3� 10�3 þ/� 0.06 � 10�3 for j¼ 0� and 1.2� 10�3 þ/� 0.04 � 10�3 for j¼ 90�, with
the errors given as the standard deviation.

Fig. 9. The polycrystal model adopted with 8 � 8 � 8 grains. Note that the same mesh refinement (6 � 6 � 6 elements per grain) was adopted per grain in all
oligocrystal models and each grain had dimensions of 25 � 25 � 25 mm3. Note that colour denotes a region of uniform crystallographic orientation. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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In the X-ray diffractionmeasurements, the diffracted beam recorded at the detector is a superposition of reflected beams
from lattice planes within the diffraction volume. In the crystal plasticity model, however, a direct determination of lattice
strain distributions for given slip system families is possible, so it is necessary to be aware of the differences which may
arise from the inherent approximation being made in the X-ray measurement. In the crystal plasticity model, each material
point is deemed a crystal with given orientation which interacts individually with the incoming simulated X-ray beam
resulting in diffracted points if it satisfies the Bragg conditionwithin a 5� tolerance. A higher tolerance was set for the model
than applies in the experiment (~0.02�) due to the small number of grains that are likely to satisfy the Bragg condition in the
model. The selected tolerance was deemed to be sufficiently small that all diffracting lattice planes, within a given

Fig. 10. Experimentally measured {310} lattice-strain during deformation subjected to biaxial (a) and uniaxial (b) strain-paths.

Fig. 11. Evolution of {310} lattice-strain for the random texture T-1 and experimental texture T-2 (sim) subjected to biaxial straining, calculated under isotropic
(a1 & b1) and self-hardening (a2 & b2).
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azimuthal sector, were subjected to a similar stress state. This is equivalent to a small sample rotation, as shown to be
necessary by Wong et al. (2013).

The computational time required to run a crystal plasticity model with the same number of grains that are illuminated
by the X-ray beam in an experiment would be unrealistically long and prohibited by current computer hardware.

Fig. 12. Evolution of {310} lattice strain for random texture T-1 and experimental texture T-2 (sim) subjected to uniaxial straining under isotropic (a1 & b1) and
self-hardening (a2 & b2).

Fig. 13. (a) Map of {310} lattice strains in the vicinity of the central thinned region of the cruciform specimen at j ¼ 90� for an example biaxial deformation state.
A histogram below shows the distributions of lattice strains for the full map and for the subset region (i). This is shown equivalently in (b) at j ¼ 0� with a
histogram below including data from the subset region (ii).
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Assuming a sample thickness of 400 mm, the beam size, and a mean grain size of 12.5 mm, a crude estimate of ~2$105

grains would be required in the volume. Clearly, this is much greater than the 512 (8 � 8 � 8) grains simulated in the
present work. Macroscopically, the predicted stress-strain response is reliable, as shown in a previous study (Erinosho
and Dunne, 2014). However, consideration of the micromechanics via lattice strain measurement is more difficult to
validate.

From the experimental number of grains probed, a prediction can be made of the proportion of these grains that
diffract. A simulation of 2 � 105 grains at random orientations with an arbitrary angular misorientation of 0.1� using an
experimental tolerance for the Bragg condition (0.02� converts to an approximate bandwidth range of 90.2þ/�0.2 keV)
reveals that diffraction occurs from {310} lattice planes in approximately 5% of the grains. This is in comparison to <0.4%
of grains diffracting from a lower multiplicity {200} lattice plane, for example. Therefore, multiplicity plays a key role in
selecting the appropriate reflection for comparison between a simulation and experiment. Repeating this simple
calculation for a Bragg tolerance of 5� predicts >75% of grains diffract from a {310} lattice plane. Whilst any reflection
experimentally could be compared as seen in earlier works by Collins et al., the {310} lattice planes were used due to
their high multiplicity. The likelihood of a crystal with a lattice plane from this family obeying Bragg's law is thus high,
particularly when the Bragg angle is relaxed. With only a limited number of grains simulated, including information
from lattice planes with a lower multiplicity would provide information from too few grains, which are therefore
unlikely to be statistically representative of the experiment. Taking into account these factors, the simulated {310}
lattice strain distributions compares well with the experimental results shown in Fig. 14, indicating the micromechanics
are being accurately represented by the model. Fig. 14 compares lattice strain distributions at a macroscopic strain of
0.3% and 5% under biaxial and uniaxial straining. Whilst some differences exist between experiment and simulation
(isotropic hardening) under both deformation paths, the simulation closely captures the distributions seen in the
experiments.

The hardening law used in the simulation was also seen to influence the lattice strain distributions calculated. Under
isotropic hardening, all slip systems undergo the same levels of hardening based on the maximum level of slip achieved, as
illustrated in Eq. (3). Self-hardening conversely dictates that hardening on a slip system depends more significantly on the
level of slip on that system alone. Hence, isotropic hardening is expected to result in greater hardening and consequently,
higher lattice strains as seen in Figs. 11 and 12.

While isotropic hardening resulted in higher lattice strains due to the nature of hardening, the distributions observedwere
similar to those for self-hardening as seen in Fig. 15. But, biaxial straining showed a greater influence from the hardening law
used compared to uniaxial loading. Considering the biaxial case shown in Fig. 15, it is clear that the form of hardening in-
fluences the behaviour evident in the distinct distributions of lattice strains seen for isotropic and self-hardening. This is
attributed to the fact that the equivalent plastic strain rate under biaxial straining is twice that seen under uniaxial straining

Fig. 14. Lattice strain at differing levels of uniaxial and biaxial straining for texture T-2.
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further illustrated in Appendix C. Therefore, it is expected that the differences developed under biaxial straining based on the
extreme forms of hardening adopted will be more pronounced compared to under uniaxial straining.

Further, the evolution of lattice strains under uniaxial and biaxial straining is compared in Figs. 16 and 17. Consider
Fig. 16 (a) and (b) which compares the calculated evolution of lattice spacing under isotropic and self-hardening with
experiment at 90� and 0� rotation from X respectively. Note that 90� corresponds to lattice spacing change parallel to the Y-
direction in Fig. 6 (b) while 0� is parallel to the X-direction. The unbalanced biaxial nature discussed earlier (i.e.εY

εX
¼ 1:5) is

immediately apparent given the relatively higher lattice spacing evolution recorded 90� from X in the experiment. A similar
response evolution is seen in the calculated lattice spacing change under isotropic and self-hardening. It is worth noting
however that whilst there is a clear effect of strain ratio under isotropic hardening by comparing the evolution of lattice
spacing at 90� and 0� from X, this effect is diminished under self-hardening. This is attributed to the nature of self-
hardening in which the favourably oriented slip systems dominate the evolution of lattice strain. Thus, unlike the
isotropic case whereby all systems harden regardless, self-hardening is better at capturing local variations leading to more
balance between both tensile axes considered. Further, Fig. 16 (a) shows that the experimental lattice spacing change lies
between the calculated isotropic and self-hardening simulations. On the other hand, the simulations (self- and isotropic)
initially overestimate the evolution of lattice spacing along the X-axis corresponding to the smaller applied strain, however,
a good agreement is seen at 5% strain.

Under uniaxial straining shown in Fig. 17, the crystal plasticity calculations under either hardening law somewhat
overestimate the experimental lattice spacing change along the loading axis at 90� from X. However, a good agreement is
observed in the compressive direction i.e. 0� from X shown in Fig. 17 (b). Due to the nature of hardening, higher levels of
lattice spacing are expected under isotropic compared to self-hardening. And, as described earlier, a smaller difference
between isotropic and self-hardening is expected in comparison to biaxial straining shown in Fig. 16 based on the analysis
shown in Appendix C.

The small differences in Figs. 14, 16 and 17 may be attributed to (1) calibration of hardening levels, (2) the superposition of
the reflected beams not accounted for in the model and, (3) the tolerance of Bragg's condition specified. Points (2) and (3)
require further improvement of the diffraction prediction model, though it is argued that these effects are likely to be small
relative to those from a mis-representation of the hardening occurring at individual slip system level. The hardening forms
adopted here are ideal and only set the extreme bounds compared to the true nature of hardening found in ferritic steel. Given
the similar distributions seen under both forms of hardening, it is expected that the true hardening nature lies between these
set bounds. An attempt to calibrate/improve the hardening characteristics would involve adopting mixed hardening forms
such as cross hardening. That is, hardening on an active slip system results in more/less hardening on inactive systems as

Fig. 15. Comparison of computed lattice strainfor uniaxial and biaxial strain-paths, each with εY ¼ 5%, under isotropic and self-hardening.

Fig. 16. Evolution of lattice strain change for texture T-2 for azimuthal sectors at j ¼ 90� in (a) and j ¼ 0� in (b) during biaxial deformation.
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opposed to the same level under isotropic hardening or zero hardening on inactive systems under self-hardening. This form of
hardening has been demonstrated in Erinosho et al. (2013b) to result in significantly different strain distributions. The
incorporation of more sophisticated/complex hardening laws could have been implemented in this study, such as those that
incorporate the effect of dislocation cell structure formation, as performed by Warwick et al. (2012a). The development of
such laws were coupled to the features experimentally observed during certain strain-paths. In spite of the relatively simple
hardening laws employed in this work, accounting for just 4 materials parameters obtained from tensile data, reasonable
agreement is observed between the experimental and modelled data, without resorting to further advanced characterisation
methods to inform the constitutive equations.

Despite the small differences seen by comparing experiment and simulation, it has been established that the current
diffraction model accurately predicts strain path and texture dependent lattice strain distributions.

7. Conclusions

A methodology to calculate lattice strain using crystal plasticity is presented by considering grains which satisfy Bragg's
conditionwithin a 5� tolerance.Whilst this is an oversimplification of the experimental method and its inherent assumptions,
it was justified to be reasonable within the context of the crystal plasticity framework adopted due to the constraint imposed
on the number of grains modelled. Two forms of hardening were considered for a range of textures subjected to uniaxial and
biaxial deformation.

The resulting experimentally measured polycrystal deformation maps for both strain paths considered showed good
agreement with the crystal plasticity simulations. Biaxial deformation showed quite uniform lattice strain distributions
regardless of texture or hardening due to the nature of straining. Uniaxial straining on the other hand showed tension
on lattice planes parallel to the loading direction and compression laterally as seen in the experiment. The differences
in hardening contributed to changes in lattice strain magnitude but, the overall distribution under both forms was
similar. Biaxial straining influenced hardening more compared to uniaxial straining and this was attributed to the
larger equivalent plastic strain rate developed under biaxial compared to uniaxial straining. Finally, the differences
seen by comparing experiments with crystal plasticity simulations were attributed to calibration of hardening levels,
the superposition of the diffracted beam not accounted for in this model and, the tolerance of Bragg's condition
specified.
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Appendix A. Justification of grains set size using lattice spacing evolution

Four polycrystal models each with 25 � 25 � 25 mm3 grain size shown in Fig. A1 are incorporated with a fully random
texture shown in Fig. 8 and subjected to balanced biaxial straining (εY ¼ εX). This strain ratio and texture were selected
because of the expected uniform lattice spacing for all lattice plane normals in the plane of the applied strain, as shown in
Fig. A2 (a). The results show that the 5 � 5 � 5 grain model shows significant fluctuations compared to the 6 � 6 � 6 grains.
Increasing the model size to 8 � 8 � 8 and 10 � 10 � 10 grains, however, showed less fluctuation and approximately
approached the relatively flat response expected.Whilst a larger model can be adopted, the 8� 8� 8 grain model was chosen
due to the small differences compared to 10� 10� 10. This is illustrated in Fig. A2 (b) which shows the scatter associatedwith
each model. The scatter is defined as the square of the difference between the lattice spacing distribution of each model and

Fig. 17. Evolution of lattice strain for texture T-2 for azimuthal sectors at 90� in (a) and 0� in (b) during uniaxial deformation.
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its mean. Similar distributions are seen in the 8 � 8 � 8 and 10 � 10 � 10 models hence, it was assumed to be a computa-
tionally efficient model and therefore adopted in this paper.

Fig. A1. The range of polycrystal models with differing number of grains (a) 5�5�5 (b) 6�6�6, (c) 8�8�8 and (d) 10�10�10 grains which are used to calibrate
the simulated diffraction responses. Note that the same mesh refinement (6�6�6 elements per grain) was adopted per grain in all oligocrystal models and each
grain had dimensions of 25�25�25mm3. Note that colour denotes a region of uniform crystallographic orientation.

Fig. A2. (a) Evolution of lattice strain for a range of polycrystal models shown in Fig. A1 incorporated with texture T-1 shown in Fig 8 under balanced biaxial
straining and (b) square of its deviation from its mean spacing in (a).

Appendix B. Justification of boundary conditions

Here, all negative surfaces are constrained to remain planar and displacement is applied to the positive X- and Y- surfaces
of the polycrystal shown in Fig. 9. The positive Z-surface is also constrained to remain planar. Under uniaxial straining for
example, displacement is applied to the Y- surface with the X- and Z-surfaces constrained to remain planar. However, it is also
possible to adopt another boundary condition in which the positive X- and Z-surfaces are left unconstrained. The former is
adopted on the basis that the polycrystal has a sufficient number of grains in the three orthogonal directions 8 � 8 � 8 such
that deformation is controlled by bulk processes rather than the surface. This is illustrated in Fig. B1 which shows sections of a
polycrystal deformed to an identical state under uniaxial straining with both surface constrained and unconstrained con-
ditions. It is seen that whilst differences may be seen on the surface, both sets of boundary conditions lead to near identical
plastic strain distributions within the bulk of the polycrystal; the only exceptions are very close to free surfaces. Therefore, the
boundary condition surface effects are shown to be negligible and irrelevant to this study and hence those in Fig. B1 (a) are
adopted.
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Fig. B1. Textured polycrystal subjected to uniaxial straining under two initial boundary conditions. In both cases, displacement is applied to the positive Y-
surface. In (a) the positive X- and Z-surfaces are constrained to remain planar whereas they are left unconstrained in (b).

Appendix C. Influence of strain ratio on lattice strain magnitude

The equivalent plastic strain (dbεp) increment can be calculated using

dbεp ¼
ffiffiffi
2

p

3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
dbεpX � dbεpY�2 þ �

dbεpY þ dbεpZ�2 þ �
dbεpZ þ dbεpX�2q

(B1)

where dbεpX, dbεpY and dbεpZ represent the increment of plastic strain in the orthogonal X, Y and Z directions shown schematically

in Fig. 9 noting that the plastic strain tensor (bεp) is given by bεp ¼

0B@bεpXX bεpXY bεpXZbεpYX bεpYY bεpYZbεpZX bεpZY bεpZZ
1CA:

Consider uniaxial straining, dbεpX ¼ dbεpX and dbεpY ¼ dbεpZ ¼ �1
2 dbεpX. Therefore, substituting into Eq. (B1), the equivalent plastic

strain, dbεpuni ¼ dbεpX.
Next consider biaxial straining, dbεpX ¼ dbεpY and dbεpZ ¼ �2dbεpX. Similarly, by substituting into Eq. (B1), the equivalent plastic

strain, dbεpbi ¼ 2dbεpX.
Since dbεpbi ¼ 2dbεpuni, it is expected that the biaxial strain ratiowill showmorework hardening compared to uniaxial straining

and also accounts for the more apparent differences seen due to hardening under biaxial compared to uniaxial straining.
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