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Using the Structured Singular Value (SSV) µ, an independent control law assess-

ment is presented for the VEGA launcher Thrust Vector Control (TVC) system. A

systematic uncertainty modeling and analysis process is illustrated in order to retrieve

and structure driving perturbation combinations a�ecting competing control system

design requirements. It is demonstrated how µ analysis not only complements and

generalises classical frequency domain stability assessments, but also how it applies

naturally as a performance indicator to manage the requirements trade-o� space. The

proposed methodology is shown to be reliable and computationally more e�cient than

widespread veri�cation and validation techniques that rely on random sampling via

Monte Carlo analysis. Although not meant as a replacement of these traditional ap-

proaches, µ analysis e�ectively complements and enhances the veri�cation and vali-

dation tasks by guiding the analyst towards worst-case convergence over the uncer-

tain parameter search space. The attitude dynamics in atmospheric �ight of Europe's

lightweight VEGA launcher is assumed throughout the paper. Comparative robustness

analysis results are shown between pre and post-�ight assessments.
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Nomenclature

Variables:

CNα Normalized lift (normal) force gradient (-), uncertainty level: [-60,+15]% (Mach≤1) ∨ [-25,+8]% (Mach>1)

d State of the delay model (-)

dx Reference and disturbance vector of system x (-)

D Drag (axial) force (N), uncertainty level: [-35,+40]%

ex Performance output vector of system x (-)

Fl,Fu Lower and upper LFT (-)

g Gravitational acceleration (m/s2)

G(s) Generic system transfer function (-)

H(s) Bending modes �lter bench (-)

h Altitude (m)

In×n Identity matrix of size n (-)

Jy Lateral inertia moment of the launcher (kg.m2), uncertainty level: transition from [-1,+1]% to [-5,+5]%

JN Lateral inertia moment of the nozzle (kg.m2)

j Imaginary unit (-)

K Generic system steady-state gain (-)

K(s) Flight controller transfer function (-)

lα, lc, lN Aerodynamic, control and nozzle moment arm (m)

m Total launcher mass (kg), uncertainty level: transition from [-0.1,+0.1]% to [-4,+4]%

mN Nozzle mass (kg)

M(s), N(s) Closed-loop transfer functions (-)

Nα Lift (normal) force gradient (N/rad)

nw Wind model input signal (-)

P (s) Plant transfer function (-)

Q Dynamic pressure (Pa), uncertainty level: [-25,+30]%

qi Modal coordinate of bending mode i (-)

S Launch vehicle reference area (m2)

S(s) Sensitivity transfer function (-)

s Frequency domain operator, sometimes dropped for clarity (rad/s)

T Thrust force (N), uncertainty level: [-10,+15]%

t Flight time (s)

V Launch vehicle airspeed (m/s), uncertainty level: [-8,+8]%

vw Wind speed (m/s)

W (s) Weighting �lter (-)
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wx Relative uncertainty of variable x (-)

wx, zx Uncertainty channel vectors of system x (-)

x Longitudinal coordinate of the launcher body reference frame (m)

xCG Longitudinal center of gravity coordinate (m), uncertainty level: [-2,+2]%

xCP Longitudinal center of pressure coordinate (m), uncertainty level: [-25,+25]% (Mach≤1) ∨ [-7,+7]% (Mach>1)

z Launcher displacement with respect to the reference trajectory frame (m)

α Angle of attack (rad)

β TVC actuator de�ection (rad)

δx Parametric uncertainty of variable x (-)

∆x Structured uncertainty of system x (-)

ζi Damping ratio of bending mode i (-)

κ, λ Imaginary and real component of the TVC LF mode (rad/s)

µ(M) Structured singular value of M (-)

µα, µc Aerodynamic and control moment coe�cient (s−2)

ρ(M) Spectral radius of M (-)

σi Rotation of bending mode i (rad), uncertainty level: [-50,+50]%

σ̄(M) Maximum singular value of M (-)

τ Time delay (s), uncertainty level: [-40,+40]%

φi Displacement of bending mode i (m), uncertainty level: [-50,+50]%

ψ Pitch angle (rad)

ω Angular frequency (rad/s)

ωi Eigenvalue frequency of bending mode i (rad/s), uncertainty level: [-20,+20]%

Subscripts:

BM Relative to the launcher bending modes

BW Bandwidth

c, ĉ Commands before and after actuation delay

critic Critical perturbation

d Relative to references and disturbances

e Relative to parameter errors

HF, LF High-frequency and low-frequency modes

i Relative to the bending mode i

INS Relative to the inertial navigation system position

L Local-horizon reference frame

N Relative to the nozzle center of gravity

NOM Nominal value

3



MAX, MIN Maximum/minimum value

P Relative to the system plant

PVP Relative to the TVC pivot point

Pz, Dz Proportional and derivative drift control

Pψ, Dψ Proportional and derivative attitude control

RB Relative to the launcher rigid body

RP For robust performance

SS Steady-state component

TVC Relative to the TVC model

u Relative to the generalized uncertainty

w Relative to the wind model

τ Relative to the delay model

I. Introduction

The �ight control of launch vehicles (LVs) is very challenging because, having the center of

pressure located forward to the center of gravity, launchers are inherently unstable during atmo-

spheric �ight, which poses a high level of risk [1�3]. This risk is even more signi�cant if there is a

potential of interaction between low and high frequency dynamics. While loop gains are ideally as

high as possible to improve aerodynamic performance, they have to be limited so as not to excite

structural vibration and actuation modes. Furthermore, as the level of launcher modeling uncer-

tainties is also high due to the lack of �ight and experimental data, su�cient (robust) stability and

performance margins must be ensured when designing the control system with respect to the ideal

loop gains [3, 4].

The accurate determination of adequate stability margins, for a safe and robust �ight, is there-

fore critical and entails extensive veri�cation and validation (V&V) of the control system in closed-

loop with high-�delity vehicle models. In industry, stability and performance criteria are evalu-

ated both for the nominal system and under dispersed parameter sets, which are typically injected

through Monte Carlo (MC) campaigns or vertex approaches [4�6]. The MC method [5] consists

in randomly sampling the system uncertain parameters followed by the assessment of the criteria

associated to the requirements considered. On the other hand, the vertex approach [6] involves the

veri�cation of all the maximum/minimum combinations of parameters, also known as corner cases.
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In both approaches, the most demanding sizing cases are determined from the direct inspection

of the equations of motion. The validation procedures are then carried out either in the frequency

domain, employing classical tools [2, 7] like Nichols plots from (analytically or numerically) linearized

models of the equations, and in the time domain, using intrinsically complex nonlinear simulators.

Although being the state-of-practice in aerospace V&V, the methods mentioned above are lim-

ited in terms of a) reliability, as they o�er few guarantees that the actual worst-case (WC) combi-

nations of parameters (and thus robustness margins) are examined by the parameter sampling, b)

e�ciency, since the computational e�ort increases considerably with the dimension of parameters

and samples analyzed (easily reaching several tens of thousands of simulations) and c) multi-channel

understanding, as requirements have to be checked one at a time.

To overcome these limitations, advances have been exploited with the application of gradient-

based, global and hybrid optimization algorithms for WC analysis [8, 9], searching the parameter

space for a combination that minimises a certain cost function. Although these optimization-based

approaches can typically identify criteria violation cases quickly, they are not systematic and the

results are highly dependent on the problem and solver.

Furthermore, the application of analytical approaches such as the structured singular value µ

have been considered in [10, 11]. This matrix measure was introduced in the 80s [12] and relies on

models in the form of linear fractional transformations (LFTs) [13, 14]. It also comes together with

valuable properties, such as the ability to manage complex uncertainties and the applicability not

only for V&V, but also to provide relevant insights at design stage. In fact, µ analysis is developed

under the post-modern H∞ control framework [14], establishing a direct link with the most notable

investigations on launcher robust control design throughout the past three decades [15�18].

In [11], a preliminary application of V&V µ analysis was introduced with a simple model of the

VEGA launcher as case-study, being successfully compared to the outcomes of MC and optimization-

based tools. VEGA is the European lightweight launch vehicle (LV) [19] developed under the

responsibility of the European Space Agency (ESA) by ELV S.p.A. as the prime contractor. Having

an in-orbit capability between 300 to 2500 kg, VEGA's reference mission is the delivery of a 1500 kg

payload to a circular polar orbit at 700 km altitude. Its propulsion system is composed of three
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solid propellant motors providing thrust for the �rst three stages (P80, Ze�ro 23 and Ze�ro 9) and a

bi-propellant liquid engine for the upper module (AVUM). All the stages are controlled via a thrust

vector control (TVC) system and also a roll and attitude control system (RACS) in the upper stage.

Motivated by the results of [11], the main goal of the present paper is to further demonstrate

the potential of the structured singular value µ to provide a systematic way of �nding the driving

perturbation combinations of a system and its consequent degradations. With this objective in

mind, the following major steps are conducted in this paper. First, the LFT modeling process

of a generic launcher is detailed and adapted to the analysis of VEGA atmospheric �ight. Key

transfer functions of closed-loop launcher �ight are also derived for the analytical assessment of

common performance trade-o�s. All the model parameters are taken from VEGA VV05 mission

on June 23, 2015 [20] and most of them are time-varying. Then, the uncertain model is frozen at

distinct instants of time and analyzed under nominal and dispersed con�gurations. The latter are

assessed using µ analysis, from which WC conditions and parameter sensitivities are determined

and linked to the nominal case through classical stability margins and performance indicators. This

will establish the connection between post-modern control methodologies and classical frequency

domain analysis. Finally, a clear interpretation of all the analysis outcomes is also provided and

validated in the frequency domain, by checking against a MC campaign, and in the time domain,

through high-�delity simulations. Also, with VEGA being a production vehicle, pre and post-�ight

data is employed to support the whole analysis.

According to these steps, the paper is organized as follows. Section II presents the formulation of

the problem and modeling approach addressed, which is then studied and arranged into a generalized

structure for robustness assessment in Section III. The work continues with the nominal and robust

stability (RS) analysis of the system in Section IV, which is then extended to incorporate robust

performance (RP) criteria in Section V. In this section, the comparison with VEGA �ight results

is also included. The conclusions and recommendations of the paper are summarized in Section VI.

II. Problem and Model Description

This section begins with the summary of the necessary background on uncertainty modeling

via linear fractional transformations (LFTs), followed by its application to describe the uncertain
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atoms that are involved in the launch vehicle stability and performance assessment problem. In the

end, the main launcher �ight requirements considered during the analysis are also provided.

A. Uncertainty modeling approach

The stability and performance characteristics of any real system are a�ected by many dynamical

perturbations (uncertainties), ranging from modeling inaccuracies (both deliberate and unknown)

to external disturbances. Control systems are designed to work with a single nominal plant model,

but a successful controller must function properly for all uncertainties within a bounded set [21].

As will become evident in the following subsections, the inaccurate knowledge of model param-

eters is the main source of uncertainty in launcher �ight. In this paper, each parametric uncertainty

x is modeled as an input multiplicative perturbation through the variation around its nominal value

xNOM of a certain relative range wx (complex or real) as follows:

x = xNOM (1 + wxδx) , δx ∈ [−1, 1] (1)

This e�ect can also be written in the form of an LFT, following the conventional notation [13, 14]:

x = Fu


 0 1

xNOMwx xNOM

 , δx
 (2)

and every time x appears in a linear time-invariant (LTI) system, it can be replaced by Fig. 1.

0 
 

xNOMwx 

1 
 

xNOM 

δx 

u xu 

Fig. 1 LFT representation of an uncertain parameter

LFTs are particularly attractive for uncertainty representation due to their extreme modularity

and because typical algebraic operations (e.g., inverse, cascade, parallel and feedback connections)

preserve the LFT structure. Therefore, in an interconnected uncertain system, it is possible to isolate

what is known and gather all the uncertainties into a perturbation block ∆x = diag (δx1
, δx2

, ..., δxn
),

||∆x||∞ ≤ 1. The general uncertainties at component level δxi become then a block-diagonal struc-

tured perturbation ∆x at interconnection level.
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Nowadays, the process of pulling all the uncertainties out of an uncertain system can be au-

tomatically implemented using MATLAB's Robust Control Toolbox. For further details on this

process, the reader is referred to [21].

In addition to these uncertainties, wind disturbances also play an important role in launcher dy-

namics, being responsible for the generation of aerodynamic loads and drift. For this reason, a wind

model is also developed in Subsection II E and considered throughout the robustness assessment.

B. Launch vehicle model

For the robust stability and performance analysis, the motion of the LV is described by a bi-

dimensional linear perturbation model, extensively found in the literature [22�25]. It is built by

adding the contributions of the rigid body (RB) motion and the �rst four bending modes (BMs)

of the LV, also accounting for wind disturbances, rigid damping and nozzle �tail wags dog� e�ects.

Aero-elastic coupling e�ects are not taken into account in order to keep the complexity of the LFT

system as low as possible.

This paper is focused on the atmospheric �ight of VEGA, covering roughly the �rst 110 s of

the mission, during which its �rst stage accelerates the launcher up to Mach 5.6. The RB model is

schematized in Fig. 2 and implemented as follows:

ż

z̈

ψ̇

ψ̈


=



0 1 0 0

0 − Nα
mV

D−T−Nα
m

Nα
mV lα

0 0 0 1

0 µα
V µα −µαV lα





z

ż

ψ

ψ̇


+



0 0 0

− T
m

mN

m lN
Nα
mV

0 0 0

−µc
mN

Jy
lclN − JN

Jy
−µαV




β

β̈

vw




ψINS

żINS

zINS

 =


0 0 1 0

0 1 0 xCG − xINS

1 0 xCG − xINS 0





z

ż

ψ

ψ̇



(3)

In Eq. (3), [ψINS, żINS, zINS]
T
is the output vector at the inertial navigation system (INS)

position xINS, Nα = QSCNα , lα = xCP − xCG, lc = xCG − xPVP, lN = xN − xPVP and:
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µα =
Nα
Jy

lα =
QSCNα

Jy
lα (4)

µc =
T

Jy
lc (5)

are the aerodynamic and control moment coe�cients, representing the proneness of the vehicle to

generate aerodynamic loads and its capacity to counteract them, shown in Fig. 3 over the �ight.
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z 

mg 

zL 

xL 

vw 
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xN 

xPVP 

β 

α 
ψ 

xINS 

Fig. 2 Schematics of the rigid body model
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In this �gure, µc is divided by 10 for visualization purposes and the ratio µα/µc is critical for

launcher control engineers. Under trim conditions, µα/µc = β/α, where β and α are the trimming

TVC de�ection and angle of attack. In addition, the allowable TVC de�ection must be enough to

counteract wind gusts, e�ects of parameter variations and other disturbances. Thus, as observed

from Fig. 3, the TVC system of VEGA is sized to enforce µα/µc ≤ 0.5 throughout the �ight and

roughly proportional to the level of dynamic pressure. In addition, for a �xed launcher con�guration,

µαα depends only on Qα, so this product is often used as an indicator of the aerodynamic load.

Parametric uncertainties are introduced in the system similarly to Subsection IIA, resulting in

the upper LFT Fu {GRB(s), ∆RB(s)} with the uncertainty block:

∆RB(s) = diag
(
I4x4δV , δD, I2x2δT , I3x3δQ, I2x2δCNα , I4x4δm, I5x5δJy , I9x9δxCG , I5x5δxCP

)
(6)

The LFT and its coverage in the frequency domain at t=60 s is provided in Fig. 4.

In addition, bending motion is modeled through the sum of the contributions of each bending

mode (BM). These modes are sorted in ascending order of eigenvalue frequency and denoted BMi,

i = 1, 2, 3, 4. The motion of each BM is approximated by a second-order system as follows [22, 25]:

q̇i

q̈i

 =

 0 1

−ω2
i −2ζiωi


qi

q̇i

+

 0 0 0

−Tφi,PVP JNσi,INS +mNlNφi,PVP 0



β

β̈

vw



ψi,INS

żi,INS

zi,INS

 =


−σi,INS 0

0 φi,INS

φi,INS 0


qi

q̇i


(7)

where qi and q̇i are, respectively the modal coordinate of BMi and its time-derivative.

Parametric uncertainties are again introduced via upper LFTs Fu {GBMi(s), ∆BMi(s)} for the

two lower BMs, with the following structure for each mode:

∆BMi(s) = diag
(
I3x3δωi

, δT , δφi,PVP
, δσi,PVP

, I2x2δφi,INS
, δσi,INS

)
(8)

The damping ratios are assumed to be known and equal to 0.008 and the uncertain eigenvalue

frequencies are correlated using the disturbed variable ωBM ∈ [−1, 1] such that:
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ωi = ωi,NOM +
ωBM

2
(ωi,MAX − ωi,MIN) (9)

The resulting uncertain system is depicted in Fig. 5.
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Fig. 5 Bending modes LFT model

C. Actuation chain model

The actuation chain model is composed by the dynamics of the TVC actuator plus the e�ect of

all the time delays that are originated by the hardware. TVC control is activated in the propeled
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phase of �ight, de�ecting the nozzle along two directions via two electro-mechanical actuators and

providing the desired thrust orientation. The TVC model is designed to �t the actuator responses

obtained from hardware-in-the-loop simulations. It is characterized by second-order low-frequency

(LF) and high-frequency (HF) complex modes. The LF mode, GTVCLF
(s), is expressed as:β̇

β̈

 =

 0 1

−λ2 − κ2 2λ


β
β̇

+

 0

KTVC(λ2 + κ2)

βĉ (10)

in which βĉ is the commanded de�ection and the position of the poles is modeled via a correlation

between their real and imaginary parts, κ = f(λ). The HF mode is represented by shaping an LTI

uncertainty δHF(s) around a nominal system GTVCHF,NOM
(s), similarly to Eq. (1):

GTVCHF
(s) = GTVCHF,NOM

(s) [1 +WTVC(s)δHF(s)] (11)

The complete TVC dynamics is therefore given by:

β(s)

βĉ(s)
= GTVC(s) = GTVCLF

(s)GTVCHF
(s) (12)

and the corresponding LFT Fu {GTVC(s), ∆TVC(s)} and frequency response are shown in Fig. 6,

where the uncertain block is:

∆TVC(s) = diag (I2x2δKTVC
, I18x18δλ, I2x2δHF(s)) (13)
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The time delay τ of the actuation chain is also uncertain and modeled via Fu {Gτ (s), ∆τ (s)}

(Fig. 7) through a second-order Padé approximation [21]:ḋ
d̈

 =

 0 1

−12

τ2
−6

τ


d
ḋ

+

 0

−12

τ

βc

βĉ = ḋ+ βc

(14)

with the uncertain term:

∆τ (s) = I4x4δτ (15)
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Fig. 7 Time delay LFT model

D. Flight control system

The high-level objectives of the �ight control system (and, indirectly, of the TVC system) are to

manage, guide and control the launcher to achieve orbital conditions, keep the load levels limited in

the face of control and external disturbances, optimize the trade-o� between consumption, tracking

and loads and perform the mission in a safe way in nominal and dispersed �ight.

Each channel (pitch and yaw) has a proportional-derivative (PD) component for RB stability

and performance with anti-drift control plus a numerically-optimized �lter bench H(s) to phase-

stabilize the RB mode, notch the �rst BM and attenuate the upper modes [6, 19]. The channels are

assumed uncoupled except in the presence of roll rate, when a compensation term is added. Being

fed by the tracking error of ψ, ż and z, each channel is described in the frequency domain as:
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K(s, t) = − [KPψ(t) + sKDψ(t) KDz(t) KPz(t)]H(s, t) (16)

The controller is discretized and all gains and �lter coe�cients are scheduled throughout the �ight

in order to cope with the time-varying system [19]. All the tunings are taken from VEGA VV05

mission. The scheduling parameter can be either non-gravitational velocity or time, which is the

one assumed here, as evidenced in Eq. (16).

E. Wind model

For robust performance assessment, a wind generator is employed to model its impacts on

the launcher. Based on aerospace guidelines [26], the wind generator is composed by an altitude-

dependent steady-state pro�le with shear envelope GwSS(h) together with two Dryden �lters to

model the speed of wind gusts vw from white noise with unitary variance nw. The two �lters,

GwLF
(h, s) and GwHF

(h, s), are targeted at low-frequency/high-amplitude and high-frequency/low-

amplitude gusts, respectively, and the wind model follows as:

vw(s)

nw(s)
= Gw(s) = GwSS(h) +GwLF(h, s) +GwHF(h, s) (17)

The steady-state pro�le and Dryden �lters are designed to cover the actual wind estimated from

VEGA VV05 [20] �ight data. The outcome of the wind model is illustrated in Fig. 8.
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F. Requirements formulation

Launcher missions impose a large set of challenges to the �ight control system. While these are

translated by a heavy set of nominal and dispersed requirements, the most relevant ones to have in

mind for the following robustness analysis are listed below.

F1. Stability indicators: The aerodynamically unstable motion of the launcher shall be actively

stabilized, while coping with the highly dynamical variation and uncertainty level of its pa-

rameters (Subsection II B). In addition, pre-speci�ed gain margins (GM) and phase margins

(PM) shall be ensured, as shown in Table 1. Phase margin requirements are formulated in

terms of equivalent delay (i.e., phase over frequency ratio).

Table 1 VEGA Stability requirements

Rigid body Bending modes

motion GM (if gain PM (if phase

LF GM PM HF GM controlled) controlled)

Nominal conditions ≥ 6 dB ≥ 100 ms ≤ −6 dB ≤ −3 dB ≥ 50 ms

Dispersed conditions ≥ 0.5 dB ≥ 40 ms ≤ −3 dB ≤ −3 dB ≥ 20 ms

F2. Attitude tracking: The attitude tracking error shall converge to zero in steady-state and the

transient response shall be constrained in terms of maximum rate and overshoot. Closed-loop

bandwidth shall therefore be high enough for proper tracking but su�ciently lower than BM1

to prevent �exible couplings.

F3. Load and drift management: On the one hand, induced aerodynamic loads shall be main-

tained below a required safety envelope (see Fig. 18b) by keeping the angle of attack small.

On the other hand, the launcher lateral drift from its reference trajectory shall also be limited.

This means that an optimized load vs. drift trade-o� has to be achieved.

F4. Actuation minimization: The demanded TVC actuation during the �ight shall never reach

its de�ection and bandwidth limits.

F5. Disturbance rejection: All parasitic e�ects shall be �ltered out. These include not only

external disturbances (e.g., wind), but also internal dynamics like BMs and pitch-yaw coupling
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due to roll motion. As this �ltering degrades the RB response properties, compensation shall

be provided to recover rigid stability margins.

III. Generalized Structure for Analysis

With all the uncertain atoms and applicable requirements de�ned, the paper follows with their

interconnection and transformation into a generalized structure for robustness analysis. Key transfer

functions for closed-loop launcher �ight are also derived and their relevance is highlighted.

A. Global uncertain model

The closed-loop system of the LV with the control law under analysis (Eq. (16)) is formed by

connecting the blocks described in the previous section as depicted in Fig. 9.

GRB(s) 

ΔRB 

GBM(s) 

ΔBM 

GTVC(s) 

ΔTVC 

Gτ(s) 

Δτ 

K(s) 
- 

βc βĉ 

vw 

β, β   

ψINS 

zINS 

z INS 

ψc 

0 
0 

ψe 
że 
ze 

Gw(s) 
nw 

Fig. 9 Block diagram of the closed-loop system

A generic structure of the system is then obtained by rearranging the connections into an

augmented LFT and extracting all the structured uncertainties in an orderly manner into the block

∆u(s) = diag(∆RB(s), ∆BM(s), ∆TVC(s), ∆τ (s)) with ||∆u(s)||∞ ≤ 1, as indicated in Fig. 10.

In addition, key performance outputs are pulled out which, in this case, encompass not only

the most relevant states of the launcher (ψINS and żINS), but also the attitude error (ψe), actuation

signal (β) and the indicator of the aerodynamic load level generated (Qα). The di�erent output

channels are chosen based on the requirements of interest and can also be used at the control design

stage.
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Δu =

ΔRB    
 ΔBM   
  ΔTVC  
   Δ𝜏

 

K(s) 

P(s) 

wp zp 

M(s) 

βc 

ψe 
że 
ze 

ψc 
nw 

dp= 
ψINS 
żINS 
ψe 
β 

Qα 

ep= 

Fig. 10 Block diagram of the LFT model for robustness analysis

For analysis, as depicted in Fig. 10, it is convenient to absorb the loop between the controller

and plant as a complex transfer matrix M(s) = Fl {P (s), K(s)} such that:zp(s)

ep(s)

 =

M11(s) M12(s)

M21(s) M22(s)


wp(s)

dp(s)

 (18)

in which wp(s) and zp(s) map the uncertainty channel, dp(s) = [ψc(s), nw(s)]
T

represents the

attitude reference and wind disturbance signals and ep(s) = [ψINS(s), żINS(s), ψe(s), β(s), Qα(s)]
T

is the performance output vector. Following this framework [13, 14], the relationship between

reference/disturbance and performance signals is provided by the upper LFT of M(s) and ∆u(s):

ep(s) = Fu {M(s), ∆u(s)}dp(s) (19)

Fu {M(s), ∆u(s)} = M22(s) +M21(s)∆u(s) (Inxn −M11(s)∆u(s))
−1
M12(s) (20)

where bothM(s) and ∆u(s) are assumed stable, which is ensured through the proper design of K(s).

Equation (20) clearly shows that the output of the system is a�ected by its nominal response

M22(s) (for ∆u(s) = 0) plus the e�ect of ∆u(s). Furthermore, even with a stable nominal system,

the stability of the LFT depends directly on the existence of (Inxn −M11(s)∆u(s))
−1
. This means

that the condition for robust stability, i. e., that the controller K(s) ensures stability for all plants

in the uncertainty set, is only in�uenced by the channel from wp(s) to zp(s) and corresponds to:

det (Inxn −M11(s)∆u(s)) 6= 0, ∀∆u(s) : ||∆u(s)||∞ ≤ 1 (21)
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While this condition is assessed in Section IV, the rest of this section is focused on the nominal

response of the system.

B. Classical closed-loop indicators

As mentioned in the previous subsection, the nominal performance (without uncertainties) of

the closed-loop system is directly analyzed through the individual responses of M22(s). In order

to perform this assessment analytically, this subsection assumes: no rigid damping (lα/V ≈ 0), no

�tail wags dog� e�ects (mN/m ≈ 0 and JN/Jy ≈ 0), no bending motion or �lters (qi, q̇i ≈ 0 and

H(s) ≈ I3x3), no TVC dynamics or delays (β ≈ βĉ ≈ βc), no o�set between center of gravity (CG)

and INS (xCG − xINS ≈ 0) and no proportional drift control (KPz ≈ 0). The analytical assessment

is presented exclusively in this subsection to provide a better understanding of the problematic;

therefore, none of these assumptions are applicable to the rest of the work in the paper.

Following the assumptions above, the transfer functions from attitude commands ψc and wind

gusts vw to the launcher attitude ψ and drift rate ż are determined from the system: s2 + µcKDψs + µcKPψ − µα µcKDz −
µα

V

TKDψs + T
(
KPψ + 1

)
+Nα −D ms + TKDz +

Nα

V

ψ(s)

ż(s)

 =

µcKDψs + µcKPψ

TKDψs + TKPψ

ψc(s) +

−µαV
Nα

V

 vw(s)

(22)

With characteristic polynomial given by:

c(s) = ms3 +

[
TKDz +mµcKDψ +

Nα
V

]
s2 +

[
m (µcKPψ − µα) +

KDψ

V
(µcNα + µαT )

]
s+

+ µc

(
KPψ

Nα
V
−KDz(T +Nα −D)

)
+ µα

(
T (KPψ + 1)−D

V
− TKDz

)
(23)

the solutions of Eq. (22) correspond to:

ψ(s)

ψc(s)
=

1

c(s)

{
mµcKDψs2 +

[
mµcKPψ +

KDψ

V
(µcNα + µαT )

]
s +

KPψ

V
(µcNα + µαT )

}
(24)

ż(s)

ψc(s)
=

1

c(s)

{
TKDψs3 + TKPψs2 −KDψ [µc (T +Nα −D) + µαT ] s−

−KPψ [µc (T +Nα −D) + µαT ]}

(25)

ψ(s)

vw(s)
=− 1

V c(s)
{mµαs +KDz (µcNα + µαT )} (26)

ż(s)

vw(s)
=

1

V c(s)

{
Nαs2 +KDψ (µcNα + µαT ) s + µcNαKPψ + µα [T (KPψ + 1)−D]

}
(27)
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The remaining performance outputs can then be determined from:

ψe(s) = ψc(s)− ψ(s) (28)

β(s) = − (KPψ + sKDψ) (ψc(s)− ψ(s)) +KDz ż(s) (29)

Qα(s) = Q

(
ψ(s) +

ż(s)− vw(s)

V

)
(30)

These transfer functions are extremely important as they allow to study basic classical properties

of the system (e.g., cross-over frequency, overshoots and limits when s → 0 or s → ∞) at control

interpolation conditions and thus to analytically budget all the trade-o�s between them that might

be required. Of particular relevance is the sensitivity function S(jω) = ψc(jω)/ψe(jω), from ψc to

ψe, as it provides a direct indication of the minimum attainable stability margins through [2]:

GM ≥ ||S(jω)||∞
||S(jω)||∞ − 1

(31)

PM ≥ 2 arcsin

(
1

2 ||S(jω)||∞

)
(32)

where ||S(jω)||∞ is the amplitude peak of the sensitivity transfer function S(jω), which is depicted

in Fig. 11.
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Fig. 11 Amplitude of the sensitivity function S(jω) over the �ight

As shown in the �gure, the high dynamic pressure region (between 50 and 60 s) has an adverse

e�ect on the overall system stability, with a sensitivity peak roughly 3 dB higher in this zone that

indicates smaller gain and phase margins. Here, KDz is set to 0 in order to assess the sensitivity

of the system without drift control, allowing to map the RB performance objectives upon design.
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Also, as bending motion was neglected for this analysis, the sensitivity function of Fig. 11 captures

only e�ects of the rigid body. For the remainder of the paper, without these assumptions, the actual

system sensitivity is further degraded, as explained in Subsection II F.

It shall also be highlighted that control tunings are �xed to those of VEGA VV05 mission for

all the assessments throughout the following sections. Moreover, these assessments are completely

independent of the methods employed for control design.

IV. Robust Stability Assessment

This section is aimed at illustrating the stability assessment process, from the analysis of the

nominal system using classical control tools to the robustness insights provided via the structured

singular value µ, showing how the stability indicators highlighted in Subsection II F are degraded

in the presence of system uncertainties.

A. Classical stability margins analysis

Under nominal state, the necessary condition for system stability is simply to have all the closed-

loop poles in the left side of the complex plane. In this case, levels of stability can be assessed using

classical indicators (e.g., gain and phase margins) and tools such as Nyquist and Nichols plots [2, 7].

As introduced in Subsection II F1, the most relevant stability indicators for LV �ight [17] include (in

ascending order of frequency): 1) rigid body LF gain margin (LF GM), 2) rigid body phase margin

(PM) and equivalent delay, 3) rigid body HF gain margin (HF GM), 4) �rst phase margin of BM1

(PM1), 5) gain peak of BM1 (Pk1), 6) second phase margin of BM1 (PM2) and 7) gain peak of

BM2 (Pk2). All these indicators are highlighted in Fig. 12a, which represents the Nichols chart of

the closed-loop attitude channel at distant instant over the �ight, from t=5 s to t=110 s.

For the rigid mode, the stability margins at each instant are gathered in Fig. 12b, where phase

margin is reported in terms of the equivalent delay to match the requirements formulation (Sub-

section II F1). These results con�rm that system stability under nominal conditions is ensured

throughout the �ight, although with narrower stability margins when aerodynamic loads become

more intense. Nevertheless, for the nominal system, RB margins are always larger 6.4 dB gain and

131 ms delay.
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Fig. 12 Classical stability analysis over the �ight

B. Stability µ analysis

As introduced in Subsection IIIA, in the presence of uncertainties, robust stability (RS) of the

system is determined if it is nominally stable and the existence of (I −M11(s)∆u(s))
−1

is ensured.

This is assessed by the structured singular value µ∆u
(M11), de�ned as [11�14]:

µ∆u(M11) =
1

min∆u
{σ̄(∆u) : ||∆u||∞ ≤ 1,det (I −M11∆u) = 0}

(33)

In this expression, M11 is a complex matrix, ∆u is a set of real and/or complex matrices with a

given block diagonal structure, µ∆u(M11) is zero if no structured ∆u exists and µ∆u(M11) ∈ R+

otherwise. Following this de�nition and assuming that the nominal system M(s) and perturbation

vector ∆u(s) are stable, the system Fu {M(s), ∆u(s)} is stable over all allowable uncertain elements

(||∆u(s)||∞ ≤ 1) if and only if [12, 14]:

µ∆u
(M11(jω)) < 1, ∀ω ∈ R (34)

Moreover, the norm of the smallest set of uncertainties that destabilises the system is given by

||µ∆u (M11(jω)) ||−1
∞ . Due to its non-convex character, µ∆u(M11) cannot be calculated directly, so

µ algorithms determine lower and upper bounds of the structured singular value, such that:

max
Q∈Q

ρ(QM11) ≤ µ∆u(M11) ≤ inf
D∈D

σ̄(DM11D
−1) (35)
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where Q and D are matrices from two complex subsets Q and D de�ned to get the bounds as close

as possible [13], ρ indicates the spectral radius of the matrix and σ̄ its maximum singular value. For

more accurate bounds, the size of LFT models shall be kept as small as possible while capturing

the most relevant physical phenomena of the real system and their interplay with the uncertainties.

Figure 13 shows four visualizations of the robust stability results, in which µ∆u(M11) bounds are

computed using MATLAB's Robust Control Toolbox [21] after constructing the closed-loop system

at distinct instants of time. Results are depicted up to 40 rad/s as the analysis is focused on the rigid

body motion and �rst bending mode. The analysis is made directly with frequency response data

(continuous plant and discrete controller) to avoid unnecessary conversions. M11 is taken as de�ned

in Eq. (18) and ∆u corresponds to the uncertainty of Fig. 10. As it is known that less accurate

lower bounds are obtained when the block structure of ∆u includes pure reals [14], small complex

terms (up to 5%) were introduced in the uncertain perturbations. This addition of non-physical

uncertainty is also re�ected into a slightly more conservative lower bound of µ∆u
(M11).
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Fig. 13 Robust stability results over the �ight

The µ plot clearly shows the critical areas identi�ed in Fig. 12a over the frequency, most notably

the surroundings of LF GM, PM, HF GM and BM1. In each frequency zone, stability degradation

is achieved by shifting the Nichols plot in the direction of the instability point. Therefore, the µ plot
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gives a frequency-wise insight on how stability margins are a�ected. In accordance to this, stability

degradation is associated to a phase loss around PM frequency, gain increase for HF GM and phase

shift of the two BM1 crossings towards instability.

The temporal variation of robust stability through the �ight is perceived by freezing the system

and executing local µ tests at di�erent interpolation points in time. Figure 13 highlights particularly

the degradation of HF GM with the intensi�cation of aerodynamic loads (Fig. 12b) and the frequency

increase of BM1 as a consequence of propellant burn. The extrapolation based on local µ analyses

is actually an approximation of the global behavior of the LFT. Alternatively, advanced linear

parameter-varying (LPV) techniques [27] can be employed for the full parametrization of the system.

A more detailed µ analysis is now provided, focused on the system con�guration at t=60 s (high

dynamic pressure region), with Fig. 14 representing the slice of the system µ plot at this instant.
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Fig. 14 Robust stability results at t=60 s

The uppermost plot shows in detail the bounds of µ∆u(M11) over frequency. It shows also that

there is a peak (around 1.3 rad/s) where both bounds are above 1, anticipating that the system is

not robustly stable. In other words, there is at least a combination of parameters ∆ucritic
(s) within

the allowable uncertainty set, i.e., with size ||∆ucritic(s)||∞ = ||µ∆u(M11)||−1
∞ ≤ 1, that makes it

unstable. This conclusion is of course not acceptable for a launch vehicle and has been fed into the
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review of VEGA's stability requirements. It is also interesting to notice that there are two lower

bound peaks for BM1, which represent the reduction of the two distinct phase margins of this mode

(PM1 and PM2, in Fig. 12a).

The second plot introduces information about the sensitivity of µ with respect to each uncertain

parameter, i.e., ∂σ̄(DM11D
−1)/∂δi. For clarity, some of the parameters (φi, σi and δHF) are not

represented. The µ sensitivity is extremely useful to identify which uncertain parameters have more

impact in the solution of µ over the frequency and therefore validate the meaningfulness of the results

obtained, supporting or complementing considerations derived from an engineering perspective.

In accordance with this, the sensitivity plot shows the existence of a LF zone (around PM

frequency) mostly impacted by parameters related to the slow dynamics of the system, such as

dynamic pressure Q, thrust T , inertia Jy and TVC gain KTVC, as well as an HF zone (around BM1

frequency) where the solution is determined by high-frequency parameters, mainly the BM frequency

ωBM, time delay τ and TVC bandwidth λ. As mentioned in Subsection II F, enough separation shall

be provided between these two zones to avoid undesirable couplings. The sensitivity peak between

PM and HF GM shows also that the system stability is strongly in�uenced by the TVC behavior,

meaning that it shall be accurately modeled, in particular around these critical frequencies.

In addition, it is possible to extract the perturbation vector ∆u(s) that generates each value

of µ. As the structured singular value is an indicator of stability degradation in the presence of

uncertainties, the information it provides is extremely valuable for the identi�cation of the worst-case

(WC) response degradation [11]. The WC perturbation ∆ucritic(s) is thus the one that corresponds

to the peak of µ. Furthermore, the WC closed-loop system is constructed as Fu {M(s), ∆ucritic
(s)}

and its stability properties may be analyzed as before. The comparison between nominal and WC

response from the lower bound of µ is illustrated in Fig. 15a.

Although instability of the WC system is not visible in the Nichols chart of Fig. 15a due to its

numerical inaccuracies, at least one of the closed-loop poles is about to cross the imaginary axis

for the combination of uncertainties found via µ analysis. As depicted, this combination generates

in fact a signi�cant degradation of the system response in the LF area, with a critical reduction of

gain and delay stability margins to 2.1 dB and 115 ms, respectively.
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The same approach allows to determine the WC stability margins for other instants of time,

which are plotted against the nominal ones of Fig. 12b in Fig. 15b. Similarly to what is shown in

Fig. 15a for t=60 s, the WC conditions found with µ lead to a considerable reduction of LF GM and

also PM throughout the �ight and to the consequent (negative) increase of HF GM as the Nichols

plot is essentially shifted down.

(a) Comparison of Nichols charts ψINS(s)/ψe(s) at t=60 s

(frequencies in rad/s at critical points shown inside brackets)
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Fig. 15 Nominal and worst-case stability indicators

Figure 15a also shows the response with 10000 Monte Carlo (MC) random LFT samples. These

results clarify the e�ectiveness of the µ algorithm which, in a single shot, was able to identify

conditions for a more intense degradation of stability. Therefore, µ analysis can also be employed to

complement MC campaigns by narrowing the parameter sampling around the critical areas identi�ed

by µ. These WC margins are very realistic in the sense that they are derived form the lower bound

peak of µ and, since the actual value of µ lies somewhere between its lower and upper bounds, even

worse stability conditions may be attained in practice. Nonetheless, it must be understood that

µ analysis is an inherently conservative methodology and the worst-cases found are generated by

extremely unlikely con�gurations.
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V. Robust Performance Assessment

The RS analysis introduced in the previous section can be further extended to directly assess

how system performance is a�ected by uncertainties. This section shows how the robust perfor-

mance (RP) problem is reshaped as a RS problem and how the considerations extracted in the

frequency domain with µ are translated into the actual response of the system throughout the

�ight. Comparative results are shown between pre and post-�ight assessments of VEGA.

A. Performance µ analysis

As shown in Subsection IIIA, RS is based on the size (i.e., norm) of the transfer functions from

wp to zp in the face of all the plants in the uncertainty set. For the RP test, the signals dp and

ep are scaled to one (into d′p and e′p, respectively) for ease of conditioning and the assessment is

carried out with respect to the relationship between them. The normalization is chosen so that all

the performance requirements are met if:

||e′p(s)d′−1
p (s)||∞ < 1, ∀∆u(s) : ||∆u(s)||∞ ≤ 1 (36)

The evaluation of this condition is equivalent to the application of µ to the system of Fig. 16, where

the uncertainty structure is given by ∆RP(s) = diag (∆u(s),∆p(s)) and ∆p(s) is a �ctitious full

complex perturbation closing the performance speci�cation. Formulating the system as in Fig. 16,

where N(s) represents M(s) with weighted inputs and outputs for the referred normalization, the

performance speci�cations of Fu {N(s), ∆u(s)} are met over all allowable uncertain elements if and

only if [12, 14]:

µ∆RP
(N(jω)) < 1, ∀ω ∈ R (37)

As mentioned above, the input and output signals are normalized. Input scaling is based upon

the expected maximum value, assumed to be 1 deg for the commanded attitude angle and 3 for

the unitary noise wind signal (providing a 3 standard deviation coverage of the �lters derived in

Subsection II E). Therefore, the input weight is Wd(s) = diag(π/180, 3). In terms of system

performance requirements, speci�cations are typically provided through a bound F (s) such that

|ep(s)d′−1
p (s)| < |F (s)| and F (s) = W−1

e (s) [21]. The former condition is thus ensured if RP is

veri�ed because |We(s)ep(s)d′−1
p (s)| = |e′p(s)d′−1

p (s)| < 1.
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Fig. 16 Block diagram of the LFT model for robust performance analysis

In the present case, four output weights are used to highlight the e�ects associated to di�erent

indicators, as shown in Table 2. These indicators are based on the output vector ep(s) of Fig. 10

and, although not providing a direct re�ection of all the requirements of VEGA in atmospheric

�ight, were selected to represent the most interesting interactions from Subsection II F. Note also

that the weights vary with the time of �ight.

The µ analysis results for the four indicators, one at a time, again at t=60 s, are summarized in

Fig. 17. It shows the bounds of µ over the frequency, as well as the most signi�cant perturbations

composing the ∆ucritic
(s) that corresponds to the µ peaks, with [-1,1] ranging from minimum to

maximum uncertainty level. The comparison between RP and RS (Fig. 14) is also provided.

The �rst observation is related to the RS perturbations. The size of each individual uncertainty

tends to be slightly below unity, as the peak of the µ lower bound is slightly larger than one.

Furthermore, the overall combination of uncertainties allows to retrieve the physical meaning of the

results. In fact, the WC is achieved by favoring the aerodynamic moment of the LV µα (Eq. (4)),

increasing Q, CNα and xCP, in detriment of its controllability µc (Eq. (5)), decreasing T and xCG.

Conclusions on RP arise then as an additional result to RS, as indicated by Eq. (20). More

speci�cally, µ bounds of RP are always larger or equal than those of RS (Fig. 17a) and, conversely,

critical uncertainty sizes for RP are never larger than for RS (Fig. 17b). The result of the ż indicator

(uppermost plots), with which RS and RP bounds and uncertainties are practically coincident, is a

good example where most degradation is caused by the lack of RS, while only a small contribution

is introduced with the RP speci�cation.
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Table 2 De�nition of weights for the performance analysis

Indicator Performance weight Justi�cation

ż We =
[
0 (żMAX − żNOM)−1 0 0 0

]
Req. F3: Constant limitation of the lateral drift rate.

Qα We =
180

π

[
0 0 0 0 (QαMAX −QαNOM)−1]

Req. F3: Constant limitation of the aerodyn. load.

β We =
180

π

[
0 0 0

(
βMAX

ωBW

s + ωBW

)−1

0

]
Req. F4: First-order limitation of the TVC de�ection

and bandwidth.

ψe We =
180

π

[
0 0

ψe(s)

ψc(s)

∣∣∣∣−1

ideal

0 0

]
Req. F2/F5: Limitation of the tracking error by the

sensitivity function with no parasitic e�ects (Fig. 11).
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Fig. 17 Robust performance results for each indicator of Table 2 at t=60 s

Nevertheless, a more signi�cant RP degradation is introduced on the Qα indicator, with the

corresponding decrease of the uncertainty sizes. As the e�ect of Qα is a characteristic of the RB

28



motion, it is only veri�ed for low frequencies. On the other hand, the e�ect of the β indicator is more

evident at higher frequencies due to the interaction between the HF modes and the bandwidth of the

TVC. It is also interesting to notice that, as the RS and RP peaks of µ occur at di�erent frequency

regions, the uncertainty combinations that characterise them are also completely di�erent.

Finally, a more intense e�ect throughout all the frequencies shows up with the ψe indicator. This

observation was already expected since the ideal sensitivity function, which is given as performance

speci�cation, is degraded with a factor of three due to drift control and BM �lters (Subsection III B).

A signi�cantly larger degradation is also achieved if all the indicators are assessed simultaneously.

B. High-�delity time domain validation

In order to validate the results obtained in the previous subsection, the µWC con�gurations

(derived with the µ algorithm) are tested in the nonlinear 6 degrees-of-freedom time domain sim-

ulator of VEGA atmospheric �ight [9, 11]. In other words, the ∆ucritic(s) from Fig. 17b, at t=60 s

(Mach 2.6) for each performance indicator, were injected in the simulator and kept constant through-

out the �ight. All the remaining parameters of the simulator (e.g., thrust/sensor misalignments,

actuator backlash, etc.), which are not captured in the LFT model (Eq. (20)) are set to nominal. In

addition, only parameters associated to the rotation around the LV y-axis (from the bi-dimensional

linear model) are perturbed.

Furthermore, as the underlying mission to the whole analysis already took place, the results

obtained are inclusively checked against the corresponding �ight data. The availability of �ight data

provides undoubtedly an additional level of insight into the problem and has been employed for the

estimation of some of its parameters. For example, the nominal value and production uncertainties

of the BM frequencies assumed in the µ analysis are derived from the successive �ights of VEGA.

In addition, for a meaningful matching between simulation and �ight results, the estimated wind

pro�le and roll motion are also included in the simulations.

The outcomes are compared between nominal (all the uncertainties are zero), µWC con�gu-

rations and the actual VV05 �ight [20]. Focusing on the drift response (Fig. 18a), degradation is

evident upon the injection of the WC uncertainties, essentially concerning drift variation rather

than its norm (recall that the RP indicator is drift rate).
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Fig. 18 Nominal, worst-case and actual �ight responses, with and without wind

The evolution of the aerodynamic load indicator is then illustrated in Fig. 18b. This �gure

clearly demonstrates that the wind plays a critical role in the overall trend in terms of aerodynamic

load, thus every worst-case is extremely wind-dependent. The nominal simulation is actually very

representative of the �ight results, showing only slight di�erences due to dispersions of the real

system. However, under µWC conditions, a noticeable load peak is observed around Mach 3, which

falls outside of the safety envelope. This means that, even with an LFT model that covers a smaller

set of uncertainties than the high-�delity simulator, µ analysis was able to e�ectively identify a

realistic combination of parameters for which the system requirements are not satis�ed. In practice,

with all the uncertainties that can be encountered, worse load peaks may yet be attained.

Analogous judgements can be made for TVC de�ections and attitude errors, Fig. 18c and

Fig. 18d, with more intense oscillations visible in the WC responses than during the �ight.
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VI. Conclusions

This paper demonstrates on an industrial launcher application the versatility of the structured

singular value µ for dynamical systems robustness analysis. The VEGA launcher motion dynamics

and its perturbations throughout atmospheric �ight have been reformulated in a linear fractional

transformation (LFT) fashion in order to capture the operational �ight envelope and its deviations.

It has been shown that µ analysis is generally applicable, independently of the control system

methods employed for design. This application addresses a gain-scheduled �ight thrust vector control

(TVC) system designed by means of classical and parameter optimization techniques. The µ robust

stability analysis provides a frequency-wise insight on classical stability margins degradations in the

face of structured perturbations that originate from non-reducible production of uncertainties. At

each frequency, the critical combination of launcher parameter deviations is returned and, when

implemented, reveals the physics of the degradation mechanism at system level. Throughout the

�ight envelope, worst-case parameter combinations are derived by freezing the system and executing

local µ tests at discrete time instants. Worst-case conditions have been recovered over the entire

atmospheric �ight and submitted to detailed analysis in maximum dynamic pressure conditions.

Beyond the applicability of robust stability analysis, performance robustness requirements re-

lated to maximum wind drift, Qα, control e�ort and attitude tracking are all assessed in the same

way. This is done through appropriate matrix augmentation of the stability robustness problem.

The results obtained provide a clear insight on the anatomy of performance degradation mechanisms

over the various input/output channels of interest. Therefore, the µ methodology is particularly

useful as a complement for the analyst engineer to traditional random sampling veri�cation and val-

idation techniques, narrowing down his search towards speci�c worst-case performance conditions

with associated parameter combinations.

Finally, modeling assumptions and robust performance properties have been validated through

comparative pre and post-�ight analyses, which revealed to be globally coherent over the �ight

envelope. The meaningfulness of the proposed analysis strongly relies on the numerical quality

of the modeling approach undertaken. LFT modeling choices in order to properly capture the

relevant physical phenomena at hand are not arbitrary, especially in tight spectral regions where the

31



dynamical interplay over uncertainty degradation mechanisms is sensitive. It has been experienced

that large-scale problems can be handled provided that the uncertainty vector remains reasonable

in size. This is to ensure that meaningful lower/upper bound gaps are achieved from µ calculations.

Numerical conditioning of the analysis problem has also a large in�uence. Besides employing scaling

and conditioning techniques, system aggregation and integration must be treated with care.

The launcher uncertainty modeling has room for improvement, being subject to ongoing re-

search. Most importantly, pitch/yaw coupling e�ects due to roll motion are being included, while

the correlation of physically-related uncertain parameters (e.g., thrust and dynamic pressure) and

the global time-parametrization of the LFT system will be further exploited.
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