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Abstract

Urban flood modelling plays a key role in assessment of flood risk in urban
areas by providing detailed information of the flooding process (e.g. location,
depth and velocity of flooding). Accurate modelling results are the basis of
reliable flood risk evaluation. In this paper, a new 3D unstructured mesh
urban flooding model developed in [1] has been applied to a flood event in
a densely urbanized area within the city of Glasgow. Good agreement has
been achieved when comparing the results with those published in other 2D
shallow water models [2, 3] in ponded areas. However, larger vertical velocity
(> 0.2m/s) and larger differences between the 3D and 2D model can be
observed in areas with greater topographic gradients (> 3%). Through the
modelling of a real flooding event this paper helps illustrate the case that
3D modelling techniques are promising to improve accuracy and obtain more
detailed information related to urban flooding dynamics. This helps to obtain
better assessments of flood damage and vulnerability of urban areas. To the
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best of our knowledge, this is the first paper to apply a 3D unstructured
mesh finite-element model to a real urban flooding event. It highlights some
of the differences between the 3D and 2D urban flood modelling results.

Keywords: Three-dimensional modelling, Urban flooding, Finite element
method, Unstructured mesh, Vertical inertia.

1. Introduction

Over the last half century, the worldwide rapid increase in urbanization has
caused a drastic change of land use [4]. The increase in impervious surfaces
(e.g. roofs, roads, etc.), all kinds of other hardened surfaces and compaction
of soils [5] enhances the risk of urban flooding [6, 7]. Flooding in urban
areas is also more hazardous due to a high concentration of inhabitants and
economic actors [8] and the overland flow on relatively smooth impermeable
surfaces [4]. Due to this, demand for flood risk management and hazard loss
reduction in urban areas has increased, and a wide variety of modelling tools
have been proposed.

Since the mid 1960s, computer models have been used to simulate the be-
haviour of urban flooding [10]. In recent years, researchers have focused on
questions such as the treatment of wetting and drying [11], trade-offs between
accuracy and computational efficiency [12, 13, 14], friction parameterization
[12], the application of new computational techniques and new data sources
[15, 13], as well as reduced complexity models [16].

With the availability of high-quality topographical data and the increase of
computational power there is now an increased emphasis on developing highly
accurate modelling techniques for flood inundation ([17, 18, 19]). Humberto
et al. [13] have used an unstructured grid, Godunov-type, finite volume
model to simulate a dam-break flooding event in an urban residential area,
and validated their model with high-resolution data. Brown et al. [20] have
adopted a coupled storm surge and overland flow model, which is based on a
shock-capturing numerical scheme and high-resolution topographic data, to
simulate extreme flooding in an urban area.

The trade-offs between modelling accuracy and computational efficiency cer-
tainly merit consideration. Fewtrell et.al [14] have evaluated the effectiveness
of coarse grids to represent flooding through urban environments by applying
a 2D storage cell model, LISFLOOD-FP, and pointed out that, critical length
scales related to building dimensions and building separation distances deter-



mine the coarsest useful grid resolutions. Julien [8] has introduced a source
term to represent the head losses due to singularities of the topography in
urban areas (e.g. at the corners of buildings) based on the method of porosity
to account for the reduction in storage and the exchange sections. Qiuhua
Liang et.al [21] have applied an adaptive quadtree grid-based shallow water
equations solver which dynamically adapted the grid to represent the crit-
ical flow features such as steep water surface gradients and wetting-drying
fronts. This method has proved to be able to improve computational effi-
ciency of two-dimensional numerical models for large-scale flood simulation.
Meanwhile, some other researchers have proposed that hydraulic modelling
needs to use reduced complexity approaches for rapid solutions. With re-
gards to these simple spatially-distributed models, Hunter and Bates have
carried out a review elaborating the theoretical basis and summarizing the
recent progress [22].

Most of the extensive literature on urban flooding uses either 2D models
21, 2] or 1D /2D coupled models [3] in order to obtain high speed modelling.
However, urban flood flows have three-dimensional (3D) characteristics. This
is because, in urban areas, buildings behave as obstacles, leading to hydro-
dynamic forces like stagnation pressure, lateral shear and flow separation
[23]. Lane et.al [24] found that 3D computational fluid dynamics (CFD)
models provide more reliable estimates of bed shear stress. They provide
more information of the 3D flow structures, and better representation of the
flow process than 2D models. Therefore three-dimensional models in combi-
nation with higher-quality of datasets are required in order to improve our
understanding of urban flooding. Recent research carried out by Galambos
et.al [25, 26] provided innovations in analyzing important local conditions of
interfacing surface run-off and underground pipe network through the inlet
structure (gully) revealing a number of issues which cannot be analyzed by
standard 2D models.

In this work, a newly developed 3D urban flooding model[1] has been applied
to a flooding event in a densely urbanized area within the city of Glasgow. Its
performance has been assessed by comparing 3D model results against those
obtained from 2D models where high-quality topographic data is used. The
advantages of 3D urban flooding are demonstrated in this complex urban
area. This is the first time that this kind of evaluation of 3D models has
been performed for realistic urban flood modelling.

The structure of the present paper is as follows. The next section outlines the
proposed 3D unstructured-mesh flooding model. In section 3, the model is



applied to a flooding event in Glasgow, Scotland, United Kingdom, which has
previously been modelled with six different 2D models (TUFLOW, DIVAST,
DIVAST-TVD, TRENT, JFLOW, LISFLOOD-FP) in [2]. A comparison
with these 2D models and an assessment of the 3D model is also provided.
In the final section conclusions are drawn.

2. 3D Navier-Stokes model methodology

In this section, the governing equations and boundary conditions are intro-
duced in the domain of interest Q C R? and its boundary I'. For free-surface
flow problems, the boundary I is split into the free-surface boundary I'y and
the rest I'y, = I' — 'y, and the domain is vertically variable with time due
to the surface movement. When wetting and drying occurs, the horizontal
extent of €2 is then time-dependent.

2.1. Governing equations

The underlying equations are the incompressible Navier-Stokes (N-S) equa-
tions in a time-dependent domain €2:

Vi =0, (1)

ou o
pG; +1- V) =V - (u+ 1) Vi + Vp = —pgk, (2)

where @ = (u,v,w)T : Q x [0,T) — R3? is the velocity for the considered
time interval [0, T), p € Q x [0,T) is the pressure, —k and g are the gravity
direction and magnitude respectively, p the density, and g the fluid dynamic
viscosity and g, is the sub-grid scale (SGS) viscosity which for simplicity, is
specified as a constant and chosen to filter out the small scale unresolvable
turbulent features based on a cell Reynolds number of 2. Note that the cell

Reynolds number exceeding 2 may lead to oscillation of numerical solutions
[42].

2.2. Boundary conditions

2.2.1. No-normal flow boundary condition
For the time being, no water exchange through the bottom of the domain
Cpottom (infiltration or superflux) has yet been taken into account, therefore,



no-normal flow boundary condition is unusually enforced on the bottom of
the domain:
u-n=0 on Fbottom (3)

With this boundary condition, fluid can only flow along the boundary, but
not through it. Similarly, if the sides of the computational domain have no
water exchange, no-normal flow boundary condition apply as well.

2.2.2. Combined kinematic free-surface boundary condition with wetting and
drying

The free-surface of the domain moves along with the change of the water

height, as well as the wetting and drying process. A combined kinematic

free-surface boundary condition is adopted on the free-surface in wet areas,

while a no-normal flow boundary condition is enforced on the free surface in

dry areas (see figure 1). The free-surface kinematic boundary conditions are

n-k— =1-1, (4)

where, 77 is the unit normal to the free surface, kis a general upward unit
normal (usually for simplicity the upwards direction is assumed to be in the
z direction, i.e. k = (0,0,1)). Detailed derivations of the equation above can
be found in [11].

When wetting and drying happens, the free-surface might fall below the
ground surface, i.e. in dry areas, which will lead to a invalid domain. There-
fore, a positive water level/water depth has to be ensured, and the free-
surface height 7 must be constrained so as not to fall below the threshold
value dy off the bottom (see figure 1), i.e.

p p
=max{—, —H,+do}; d=max{— + Hy, dy}, 5)
U {pg b+ do} {pg bs do} (5)

where the pressure p in the domain is relative to that at the datum surface,
H,, is the elevation of the bottom relative to the datum surface, d is the water
depth and dy € R is a threshold constant which defines the minimum allowed
water depth.

Taking into account p = pgn and ensuring a positive water level n = max(p%g,

do) on the free surface I', yields the combining kinematic free surface bound-
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ary condition:

—

maz(p, pog(—Hy + do)) = 71 - 4, (6)

free surface (dry area) free surface (wet area)
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datum surface
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Figure 1: Schematic of an idealized domain geometry, featuring a wet area and a dry area
(thin film).

The boundary conditions described above can be used to solve the govern-
ing equations (N-S equations) and obtain the pressure thus the free-surface
height. A variable « is introduced to represent the wet/dry interface. The
value of « is calculated by:

a=0if d> d,,, wet areas;

dmin - d . :
a=———if d € [dy, dyin], transient areas;
dmz'n - dO
a=1if d < dp, dry areas. (7)



In wet areas of the domain o = 0, p > pog(Hp + dpin). In dry areas a = 1,
p < pog(Hyp + dp), but the free-surface elevation 7 is set to a constant value
Hy + dy, i.e. the free-surface elevation 7 is seperated from pressure p and
the no-normal flow boundary condition is fully switched on, in this case. A
relaxation of this boundary condition is used when d € [dy, dpin]-

2.2.3. Bottom drag force

On the bottom surface of the computational domain, there is a bed drag
force imposed by the ground surface due to its roughness. A commonly used
bottom stress parametrization is the Manning-Strickler formulation:

|l a
mg d1/37 Onrbottom; (8)

- puViu=n
where n,, is the Manning coefficient.
As a dy thin layer is enforced in the whole domain, this causes non-physical
flow in dry areas. In order to prevent the non-physical flow, the Manning-
Strickler coefficient in dry areas should be set to a large value:

dpin — d
Nn |y, = Nm + max(0, I xnl ), dy < d < dpin- 9)

Here, n/ is a relatively large number, for example 103.

2.3. Conditioning of the equations in high aspect ratio

In finite element methods, both the continuity equation and momentum equa-
tion need to be discretized spacially and temporally. Integrate the discretized
form of the continuity equation and momentum equation in the computa-
tional domain, one can obtain:

/MN-@T”“dQ:O, (10)
Q
Nz N —m+1 —m+1 —n+1
/ p— At / {—pt + V- uVii
P = pgk}dQ (11)



where 77 denotes the unit normal vector to I', N; and M; are the basis func-
tions of velocity and pressure respectively. Introduce an absorption (o) term
into the momentum equation (the detailed derivations can be found in [1]):

/ N T / Nf{—p@™ - V@ + V- qva (12)
1

n—i— J(ﬁ’”‘l JZ+1) n+1gk}dQ

—n, +1 —n+1 n+1

where @™, pnt! are approximations to @"*!, p and calculated from the
pressure at the previous time level or the previous iteration at the current
time level, At is the computational time step size, n is the time level and the
inverse time scale for the vertical velocity relaxation is:

00 0
c=10 0 0 |, (13)
0 0 o,
with (Ax)?
x
= 14
722 Ata?(Az)?’ (14)

in high aspect ratio domains, where Ax, Az are the finite element length
scales in the horizontal and vertical respectively, a is the tolerable aspect
ratio of the element length scales.

3. Model application

The proposed 3D urban flood inundation model is applied to a 1.0 kmx0.4 km
densely urbanized area within the city of Glasgow, Scotland, UK (see figure
2) where a flood event occurred on 30" July, 2002. The flood was triggered
by the surcharged flow from a culvert which drains upstream catchment run-
off. Water enters the study domain from the north-east corner and quickly
spreads west and south along the streets and roads before ponding on low-
lying areas in the southern part of the domain. The terrain data of this
case is generated using a combination of airborne laser altimeter (LiDAR)
fused with digital map data with 2 m resolution (details about the generation
process of the map can be found in [2]). Buildings are represented as blocks
through raising the elevation by either 12m or 6m to represent building
height, respectively. This is referred to as the building-block method in [3].
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Figure 2: Topography of the study area and the locations of flooding source and detectors
(same locations as in [3]), dimensions in m. The red line marks the main east-west street,
while the magenta line shows crescent street.

The unstructured meshes are initially created as 2D (triangle elements) by
Gmsh [28], and then extruded downwards (in the direction of gravity) to lay-
ered 3D (tetrahedral elements) by Fluidity [29] on which simulations can be
performed (see figure 3). In order to examine the sensitivity of flood simula-
tion to mesh resolution, three different 3D unstructured tetrahedral meshes
with element lengths of 2m, 5m, 10 m in horizontal have been used for the
modelling (see figure 4), while the vertical element lengths are determined
by the water depth. At the beginning of the simulation, the whole domain
is dry and the vertical element length is dy (very small) everywhere. As the
water flows into the domain, some parts become wet and the water depth in-
creases. Thus the element length in vertical changes accordingly in these wet
areas but stays the same (dp) in the dry areas. Table 1 lists the properties of
these meshes used in the Glasgow case, where the meshes with the resolution
of 5m and 10m are uniformly unstructured, while the fine (2m) mesh is
multi-scale unstructured, i.e. the high (2m) resolution is used in the areas
along the flood pathway while the lower resolution in less important regions
(see figure 5). By using the multi-scale mesh, the computational expense can
be reduced while the accuracy of modelling is comparable with an uniform
2m mesh.

This flooding event is mainly caused by a flow out of a culvert (located at the
point labelled @ in figure 2). The inflow boundary condition is determined



Figure 3: N1N2N3 is a triangle element of a 2D mesh created by Gmsh. Fluidity extrudes
the 2D mesh downwards to 3D, in which the lengths of N1N1’, N2N2' and N3N3' are
equal to the water depth at these three locations. Nodes N1 — 3 are on the top surface of
the domain which is always flat and horizontal, and N1’ — 3’ are on the bottom surface
which is determined by the topography. The prismatic volume N1N2N3N1'N2'N3’ is
divided into three tetrahedral elements N1IN2N3N2', N1'N2'N3'N3 and NIN3N1' N2’
(left). On the right is one of the tetrahedral elements of the 3D mesh, where L; and L,
are the horizontal and vertical element lengths respectively. Lj is specified in Gmesh as
2m/5m/10m (unstructured), and L, is equal to the water depth d (dy in dry areas, see
equation 5).

Element length in horizontal  2m om 10m
Number of cells 170586 126708 33228
Number of nodes 07016 42794 11362

Table 1: The number of tetrahedral elements and nodes of the unstructured meshes used
in the 3D Glasgow modelling.

from a hydrograph/discharge profile (see figure 6) which determines the ve-
locity normal to the circle shown at (). Since no monitoring was performed
during the flood, this hydrograph was assessed from [2] and reflected their
best interpretation of available historical photography. The surcharged flow
from the culvert started running at ¢ = 5main from the beginning of the nu-
merical experiment and reached its peak between 22 and 24 min and ended at
t = 40 min. No-normal-flow boundary condition are enforced at all the exter-
nal boundaries and at the bottom of the domain. A Manning roughness coef-
ficient n,, = 0.015m~ 35! is assigned to all roads and n,, = 0.05m /35!
is used everywhere else, as described in [2]. A thin layer of water has been
assumed everywhere to account for the wetting and drying process, and the
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Figure 4: Zoom-in plain view of different meshes used in the 3D model.

Figure 5: Multi-scale mesh with 2m resolution along the key flood pathways (plain view).
ST A1 — 4 are four locations selected for local flow study.

thickness in dry areas is set to dyp = 0.01 m (much less than the LIDAR data
vertical error of 5em [40, 41]). The implicit, in time, and discretized, in
space, three-dimensional Navier-Stokes equations (both continuity and mo-
mentum equations) are solved with a fixed time step of At = 1s in all the
simulations performed in this paper (although large time step can be used in
the implicit 3D model, we used 1s in order to ensure the accuracy of results).
To avoid non-physical and/or diverge solutions, an eddy viscosity tensor field
(1,1,0.1)m?/s is specified for turbulent flows in the domain based on the cell
Reynolds number of 2. Continuous piecewise linear functions are used for
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both velocity and pressure spacial discretisation. The analysis based on this
case will focus on four parts: (1) the 3D representation of the flow and flood-
ing inundation (velocity and water depth); (2) the effect of 3D modelling
in urban flood simulation; (3) the comparison between the results from the
proposed 3D model and results from other commonly used 2D models; and
(4) the effect of mesh resolutions on the results.
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Figure 6: Discharge profile at location labelled Q in Fig.2 which is obtained from obser-
vations of the July, 2002 flooding event.

3.1. Flood inundation

Figures 7-8 show the velocity magnitude and water depth at time levels
t = 20, 30, 40, 60 min respectively. These 3D modelling results show the
different development stages of the flooding between 5 and 40 min (during
this period, water flows into the domain and reaches a maximum inflow
discharge of 10m3/s at t = 22 — 24 min), as well as the flood inundation and
recession processes after t = 40min (inflow ends at ¢ = 40 min as mentioned
before). It can be observed that the water wave propagates westwards along
the main road and flows into the adjacent streets and lanes. At time level
t = 20 min, the flood reaches the intersection of the main east-west street
and the crescent street (see figure 2), and divides into two branches (note:
some of very small pools shown in the figures are due to the unphysical flow
in the thin layer in the dry areas). It can be seen that the water depth in
most of the inundated area is greater than 0.2m at t = 20min while the
maximum water depth is 1.56 m (see figures 8(a)) at around the source point
Q. The largest velocity reaches 3.78 m/s at a steep slope close to the source
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(see figures 7(a)). The vertical velocity component ranges from —0.58 m/s to
—0.12m/s and becomes large (> 0.2m/s) on relatively steep slops (> 3%)
(see arcas marked with a rectangle and a square in figures 7(a) and 9(a)).
The flood continues to propagate westward and terminates at around location
(150, 250) m (see figure 2) which is consistent with prediction from the 2D
diffusion wave models (JFLOW and LISFLOOD-FP (versions before 2008))
2]. By the time level t = 30 min, the flood inundation has reached ST'A3 and
ST A4. The vertical velocity at its maximum is —0.66 m/s along a downward
direction at the first slope along the pathway around ST A1 (the area marked
with a square in figure 7(a)).

During the period t = 40 — 60 min, the flood gradually recedes from the
main road in the northern part of the domain. The water accumulates in the
low-lying area in the south-west, and ponds in depressions, particularly in
the vicinity of ST A3 and ST A1 (figures 8(c) and 8(d)) where the maximum
water depth rises to 1.93 m.

3.2. Effect of 3D modelling in urban flooding simulations

As discussed above, flood inundation scenarios predicted from 3D modelling
are mostly in agreement with those from 2D models in [2]. However, com-
pared with 2D modelling, 3D modelling can provide better information about
the local flow structures where vertical inertia is important. This can be ob-
served from spatial distribution of velocity and its vertical component (see
figures 7 and 9). It is found that large vertical velocities (> 0.2m/s) often
appear around the edges of buildings or on relatively steep slopes (> 3%)
where topographic contour lines are relatively close. The maximum veloc-
ity reaches as high as 4.05m/s at t = 25min, while the maximum vertical
velocity reaches 0.34m/s (with a depth of 1.4m) at ¢t = 32min along the
upward direction and 0.72m/s (with a depth of 0.12m) at t = 25min along
the downward direction during t = [25,40] min when the flood spreads across
most of densely urbanized areas. The maximum water depth at the lowest-
lying area (around location STA3) reaches 1.9m at time level t = 60 min.
Figure 10 depicts the time series of the maximum vertical velocity compo-
nent.

As seen in the numerical modelling results, the vertical component of velocity
is appreciable and can not be omitted for the sake of accuracy. Since depth-
damage curve estimation is the most commonly used method in urban flood
damage assessment [31], it seems that 2D models are good enough if they
can predict similar extents and depths as 3D models. However, the force and

13
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Figure 7: Velocity magnitude at time level ¢ = 20, 30, 40, 60 min, and contours represent-
ing the topographic gradient, where denser contours denote steeper slope.
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Figure 10: Time series of maximum vertical velocity component over the computational
domain.

velocity of flood water, which are usually neglected in 2D models, have also
been recognized as important factors which need to be taken into account in
risk assessment models, especially for floods caused by defence failures and
urban storms [32], and 3D models are able to provide more detailed informa-
tion about these factors. Smith [33] has pointed out that a combination of
velocity and depth of loodwaters is needed to evaluate the structural damage
if subjected to the combination of deep and high velocity flood water. With
the analysis of the 3D results above, we believe, although not included in
this work, that the 3D modelling technique opens interesting perspectives in
risk assessment. It could enable building failure to be determined from the
forces exerted by the flows on the buildings. 3D simulation, in addition to
providing confirmation, or otherwise, of the accuracy and robustness of 2D
modelling in urban flood research, can provide additional information on the
flow structure in cases where the vertical velocity plays an important role.

3.3. Enlarged 3D section views

The figures above are plain views of the whole domain which show the flood
propagation process from a macro perspective. For 3D modelling, one may
be also interested in the local flow characteristics, as 3D models are expected
to give more detailed and direct information about local flows. In this sub-
section, the local flows around ST A1, ST A2 and ST A3 (locations see figure
5) are presented. In order to look into the details of the local flows, firstly the
whole domain is clipped and the cross-sections which pass through the three
locations are generated (see figure 11). In this way, the local flow details can
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be seen clearly around each location with the vertical expanded by a factor
of 10. Figures 12-14 show the enlarged views of the cross section around the
locations. Note that in order to show the local flows, these images have been
rotated by a certain angle (see the direction of the compass in figures 12-14).

Figure 11: Section clip at ST A3, where the local flows in the areas marked with the black
dash-line boxes will be shown in figures 12-14.

Figure 12 shows the local flow details around ST A1. The flood water comes
from the north, flows around the buildings, reaches the low-lying area round
ST Al and ponds there. Strong local currents (dense arrows in figure 12) and
large vertical velocities can be observed around the edges of buildings and on
relatively steep slopes. The flow velocity reaches its maximum at ¢t = 23min
(see figure 12(b)), then gradually decreases with the increase of the water
depth (see figure 12(c)-(d)).

The progression of water passing ST A2 is shown in figure 13. The water
at ST A2 comes from the east along the main street. Different from the
area around ST A1, the water depth keeps relatively small and velocity keeps
relatively large at this location. This is because this location is on a slope
(see figure 2), so it has better conditions for flowing rather than ponding.
The flow characteristics in the vicinity of ST A4 are similar to that in the
vicinity of ST A2.

Figure 14 shows the details of local flows around ST'A3. The flood water
arrives at ST A3 around t = 30min. After t = 40 min, the water ponds in
the vicinity of ST A3 (see the change of the mesh in figurel4(c)-(d)) and the
water depth reaches its maximum at t = 60 min since this is the lowest-lying
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Figure 12: Enlarged vertical section view shows the local flow details around ST A1 (the
yellow star in (a)), in which the colour map and vectors represent the velocity magnitude
and direction respectively, and the mesh movements in the vertical represent the change
of water depth.

area.

3.4. Sensitivity of the proposed 3D model to mesh resolution

Figure 15 shows flood extents predicted using different mesh resolutions
(2m, 5m, 10m). This figure presents areas of model agreement (match)
and areas where flooding is only predicted by one of these three meshes. We
can see more lateral inundation using 2m mesh resolution while more west-
erly inundation using 10m mesh resolution. The inundation extent of 5m
mesh modelling prediction is very close to that predicted by using 2m mesh
resolution. This pattern of the flood extent varying with mesh resolution
of the 3D results is quite different from the 2D results in [3], where finer
mesh predicts greater flood extent westwards and a slightly smaller extent in
the north-south direction. A likely explanation for this is that the vertical
inertia has an appreciable effect on sensitivity of the flooding model to mesh
resolution. The decrease in lateral spreading and increase in the longitudinal
propagation of the coarser mesh, may be due to flow truncation errors or
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Figure 13: Enlarged vertical section view shows the local flow details around ST A2 (the
yellow star in (a)), in which the colour map and vectors represent the velocity magnitude
and direction respectively, and the mesh movements in the vertical represent the change
of water depth.

numerical diffusion [34].

Figure 16 shows water depth at STA1 — 4 of the 3D flooding model and
BREZO-BB 2D model from [3] respectively using three different meshes. Al-
though the 3D results from the 10m mesh resolution and 2D results from
0.8 m mesh resolution cannot be compared, the former is useful for demon-
strating the ability of the 3D model using a coarse mesh, and the latter can
be used as a reference solution in [3]. It can be observed that the effect
of coarsening the mesh is similar for both of the 3D and 2D BREZO-BB
models. In both models, the finer mesh predicts deeper water at ST A2 but
shallower water at ST A3 and ST A4. Compared with the 2D BREZO-BB
model, the 3D model provides better predictions when using coarser meshes.
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Figure 14: Enlarged vertical section view shows the local flow details around ST A3 (the
yellow star in (a)), in which the colour map represents the water depth, the vectors repre-
sent the velocity direction, and the mesh movements in the vertical represent the change
of water depth.

Specifically, with the 5 m mesh, the 3D model is able to give predictions very
close to the 2m mesh result at all the detectors, while the predictions of
2D BREZO-BB model are quite different from those using finer meshes (2m
and 0.8m). Even with 10m mesh resolution, the 3D model is capable of
providing more reasonable results than the 2D BREZO-BB model using 5m
mesh resolution. When the mesh is coarsened to 10 m in the 3D model and
5m in the 2D BREZO-BB model, it is seen that ponding deeper than 0.3m
appears at ST A4.

3.5. Sensitivity analysis of model responses to the inflow discharge

This section aims to examine the effect of the uncertainty in the inflow dis-
charge on model solutions, e.g. water depth and velocity. The 3D N-S model
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Figure 15: Comparison of maximum flood extent obtained from 3D modelling with differ-
ent mesh resolutions.

with a high mesh resolution of 2m is used here. Figure 17 shows the differ-
ences in the water depth at ¢ = 40 min in the computational domain, which
is caused by the uncertainty of the inflow discharge. The larger differences
of water depth are mainly observed in the southwest region around ST A3.
When the perturbations of £10% and +20% are introduced into the inflow
discharge (figure 6), the corresponding largest differences in the water depth
are 0.17m and 0.232m respectively.

Figures 18 and 19 show the time series of the water depth and velocity at
locations ST A1 — 4 simulated with the inflow discharges (figure 6) plus a
perturbation of £10% ~ +20%. It can be seen that as the inflow is reduced,
there is a slight lag in the peak time of the water depth and velocity at each
location. For example, there is a delay of 1.18 min in the peak of the water
depth when a perturbation of —20% is introduced to the inflow discharge
(table 2). Table 2 and figure 20 show the sensitivity of the water depth with
respect to the inflow discharge. It is observed that the uncertainty from the
inflow discharge (perturbation within 20%) mainly affects the flooding peak
and ponding processes. For example, a large relative difference of —10.33% in
the water depth occurs during the peak period at ST A1 when a perturbation
of —20% is introduced to the inflow discharge. Whereas, an inflow pertur-
bation of +20% results in differences in water depth, during the ponding
period, of 10.03% and 11.56% at locations ST A3 and ST A4 respectively.
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Figure 16: A comparison between the time series of water depth simulated by the 3D N-S
model and the published results modelled by the BREZO-BB model[3] at points ST A1 —4
marked on figure 2.

3.6. Comparison of 2D and 3D modelling results at detector locations

Several 2D models are chosen from [2] for the current benchmarking study
of the 3D flood model. These 2D hydraulic models include 2D shallow water
equations models, such as implicit finite-difference models (TUFLOW [35]
and DIVAST [36]), explicit finite-difference model (DIVAST-TVD [37, 38))
and explicit finite-volume model (TRENT [39]) and diffusion equation mod-
els, such as explicit finite-difference model (JFELOW [17]) and explicit ana-
lytical model (LISFLOOD-FP [19]). For details of these 2D models, see [2].
Schubert et.al [3] have compared their 2D modelling results with [2] to assess
the sensitivity of urban flood modelling to model formulation for this test
site. Here, we choose results of D-TVD, LISFLOOD, TRENT and TUFLOW
from [2] to compare with our 3D results. The DIVAST model closely follows
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Figure 18: The time series of water depth at detectors, simulated by the 3D N-S model
(with a high mesh resolution of 2m) with the inflow boundary condition (see figure 6)
without (original) and with a perturbation of £10% ~ +20%.

the D-TVD prediction, and JFLOW is a simple 2D diffusion wave model and
does not show additional characteristics compared with the chosen four 2D
models, therefore, they are not selected here.

Comparison of 2D and 3D modelling has been undertaken at locations X1-4
(shown in figure 21, note that ST A2 is from [3] and X2 is from [2]). These
four points represent four different hydraulic situations. Figure 22 shows the
time series of water depth predicted by the 3D model and four 2D models,
with 2m mesh resolution. Deep water ponds are observed around X1 and X3
during most of the simulation including the latter parts. A good agreement
is observed between 2D and 3D results at locations X1 and X3. Furthermore,
all the simulations, including both 3D and 2D, predict similar results at X1
and X3. The reason is that a flat water surface is predicted in ponded areas
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Figure 19: The time series of the flow velocity at detectors, simulated by the 3D N-S
model (with a high mesh resolution of 2m) with the inflow boundary condition (see figure
6) without (original) and with a perturbation of £10% ~ +20%.

regardless of bed elevation [14], and the vertical inertial and non-hydrostatic
pressure terms are very small, so the impact of 3D flow structures can be
ignored. The differences between 2D and 3D results are, however, relatively
large at locations X2 and X4. The reason for this is that both X2 and X4
are on gentle slopes (< 3%) with a relatively high elevation. This eleva-
tion prohibits water from ponding there, and makes the vertical inertial and
non-hydrostatic pressure terms more important than those areas with more
ponding water (X3 and X1, for example).

Here three indicators, including two absolute indicators (mean difference
MAE, defined in equation 15, root-mean-square deviation RMSD, see equa-
tion 16, also known as root-mean-square error RMSE) and one relative indica-
tor (normalized RMSD, see equation 17), are adopted to assess the difference
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Location | -20% inflow | -10% inflow | +10% inflow | +20% inflow
STA1 -10.33% -4.78% 4.28% 8.07%
STA2 -4.15% -1.88% 1.73% 3.45%
STA3 -10.25% -4.58% 6.46% 11.56%
STA4 -3.83% -1.98% 0.28% 10.03%

Table 2: Sensitivity of the maximum water depth to inflow boundary condition.
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Figure 20: Maximum relative difference represents the sensitivity of the water depth to
the inflow boundary condition for the 3D N-S model with a high mesh resolution of 2m.

and similarity between the 3D and 2D modelling results at points X1-4. The
mean difference is calculated from the mean absolute error MAE:

N
1
MAE = N Z |n17n - n2,n| ) (15)
n=1
where, 7, is the water depth at the n'* time step obtained from the 3D
2m simulation, while 7, is the solution of one particular 2D model in [2]

(TUFLOW for example) at the same time as 7, ,, and N is the number of
time steps. We define the RMSD (D,.,,s) as:

D _ ZnN=1(771,n - 772,n)2
rms N ;

(16)
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Figure 21: Flood inundation map at the end of the simulation with detectors in [3] (ST A1—
4) and [2] (X1 —4).

and the normalized RMSD (D) as:

= D'rms
D,ps = : (17)

2,maz — 12,min

where, 71 maz and 71 4, are the maximum and minimum 2D solutions over
the simulation period. The difference in water depth (MAE) between the 3D
2m model and the 2D models, is up to 5.27cm (at X3), which is very close
to the maximum difference between the four 2D models which is 5.22 cm (at
X3, see table 3). In terms of RMSD, the differences between the 3D and
2D results reach up to 5.86cm (at X3), which is less than the maximum
difference between the 2D models, 6.82cm (at X3, see table 4). Both the
MAE and RMSD between the 3D and 2D results are of the same order of
magnitude as that between the different 2D results and the typical random
component of LIDAR data vertical error (estimated to be 5 cm RMSD).

Although absolute indicators like the mean difference MAE and RMSD pro-
vide detailed quantitative values of the differences between the 3D and 2D
results, they are not sufficient to provide a comprehensive assessment. Nor-
malized RMSD (NRMSD, see equation 17) is a good relative indicator that
supplements the absolute ones. From table 5, it is observed that the NRMSD
values between the 3D and 2D models are much larger at X2, X4 (up to
26.79% and 20.81%, respectively) than that at X1, X3 (less than 7.95%),
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Figure 22: A comparison between the time series of water depth simulated by the 3D N-S
model and the published results modelled by other 2D models at points X1-4 (see [2]).
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while the NRMSD values between those 2D models are 5.94% at X2 and
18.57% at X4.

Mesh Location D-TVD LISFLOOD TRENT TUFLOW Max 2D

X1 2.59 1.88 2.11 1.74 2.64
9m X2 3.15 3.44 3.45 2.88 2.61
X3 4.07 2.76 2.27 2.74 5.22
X4 2.29 2.59 1.47 1.13 3.18

Table 3: Mean difference of the water depth (MAE) between the 3D (2m) and 2D (2m)
results published in [2] at locations X1-4. Columns 2-5 show the mean absolute difference
between the 3D results and four 2D results, while column 6 represents the maximum MAE
between the results from those four 2D models, dimension in cm.

Mesh Location D-TVD LISFLOOD TRENT TUFLOW Max 2D

X1 3.38 3.88 2.96 3.15 5.3
9m X2 4.31 4.76 4.07 4.02 4.06
X3 4.63 4.41 5.86 3.36 6.82
X4 3.91 5.13 2.77 3.60 4.21

Table 4: RMSD of the water depth between the 3D (2m) and 2D (2m) results published
in [2] at locations X1-4. Columns 2-5 show the RMSD between the 3D results and four 2D
results, while column 6 represents the maximum RMSD between the results from those
four 2D models, dimension in cm.

Mesh Location D-TVD LISFLOOD TRENT TUFLOW Max 2D

X1 4.95 2.92 4.44 4.73 8
9m X2 18.34 20.39 26.79 17.69 5.94

X3 6.20 2.65 7.95 4.37 10.29

X4 15.77 20.81 13.64 15.03 18.57

Table 5: Normalized RMSE (%) between the water depth series of 3D (2m) and the 2D
(2m) results published in [2] at locations X1-4. Columns 2-5 show the mean absolute
difference between the 3D results and four 2D results, while column 6 represents the
maximum NRMSD between the results from those four 2D models.

Figure 23 depicts the data in table 3 - 5 and provides a more intuitive repre-
sentation of the differences in terms of the three indicators. It can be observed
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that the 3D modelling results match TUFLOW better than all the other 2D
models in general. The reason may be that TUFLOW is an implicit full 2D
shallow water equations model, which is closest to the proposed fully-implicit
3D Navier-Stokes equation model. Both the absolute and relative indicators
show that the differences between the 3D and each 2D model are mainly
identical (the points cluster together within a narrow range) at X1. This is
likely because X1 is a flat area with buildings surrounding it (see figure 2)
which makes it a relatively closed space, providing good ponding conditions.
The absolute and relative indicators present very different patterns of the
differences between the 3D and 2D results at locations X2 and X3. Although
at X3 the absolute differences between the 3D and each 2D model (the value
at X3 in figure 23(a) and (b)) are large and also vary largely (the points
scatter in a wide span at X3 in figure 23(a) and (b)), the relative indicator
NRMSD is very small due to the large absolute water depth. With smaller
water depth, X2 and X4 presents more appreciable differences (higher value
in comparison with both the 3D-2D results and intra-2D results) in terms of
NRMSE. Despite the characteristics analyzed above, the 3D 2 m model gen-
erally stays within the ensemble spread of the 2D models except at X2, where
all the indicators of differences between the 3D and 2D models are beyond
the maximum values within those 2D models. According to [14], that may
be due to the fact that the hydrostatic and diffusive-wave approximations
are not appropriate as slope (and velocity) increases.
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Figure 23: The mean difference (MAE), RMSD and NRMSD represent the difference
between the results simulated by the 3D N-S model and some popular 2D models in [2]
with 2m mesh resolution at points X1-4.
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4. Conclusions and future work

Recently, a new 3D unstructured full N-S urban flooding model has been
developed in [1]. In the current paper, this 3D urban flooding model has
been applied to a 1.0 km x 0.4 km urban catchment within the perimeter of
the city of Glasgow.

Very detailed information has been provided by the 3D simulation, including
the spatial variation of vertical velocity. Local flow details can be seen clearly
and directly in enlarged 3D section views. The results have shown good
agreement with the published results of several 2D shallow water equations
models [2] in terms of flooding maps and water depth in ponded areas. Large
velocities (including vertical velocities) can be observed in areas with denser
topographic contours which denote steeper slopes. Also, appreciable vertical
velocities have been observed around buildings and other objects.
Sensitivity of the 3D unstructured model to mesh resolution has been studied
with three different meshes. Upon comparison of the inundation extent with
the 2D BREZO-BB model results in [3], the 3D model presents different sen-
sitivity and specificity to mesh resolution. With coarse unstructured meshes,
the 3D model performs much better than the 2D BREZO-BB model.

In comparison with four 2D models from [2], the 3D results generally match
the results of 2D models very well in ponded regions (X1 and X3), because
a flat water surface is predicted in these areas regardless of bed elevation
[14]. Also, the vertical inertia and non-hydrostatic feature are very small,
therefore, the impact of 3D flow structures can be ignored. However, rela-
tively larger differences between the 3D and 2D results can be observed in
areas with greater terrain gradient and shallower water depth (X2 and X4).
This is likely because the vertical inertial and non-hydrostatic pressure terms
become more important as the terrain gradient increases.

This is a first attempt at applying a 3D unstructured mesh flooding model
to a real urban flood, and satisfactory results have been obtained. Currently,
the main difficulty in the application of this method to larger spacial scales
is due to the computational burden. There are two ways to save computa-
tional time, further optimization of algorithm and parallel computing. Our
future work in urban flood modelling will focus on the following aspects: (1)
integrated modelling of surface runoff (3D) and underground pipe network
flow (1D); (2) improvement of computational efficiency; (3) physical forces
of the floodwaters which act on buildings; (4) integrated modelling of the 3D
hydrodynamic model and risk assessment models.
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