
                          Wooley, T. D. (2016). Solvable points on smooth projective varieties.
Monatshefte für Mathematik, 180(2), 391-403. DOI: 10.1007/s00605-015-
0793-9

Peer reviewed version

Link to published version (if available):
10.1007/s00605-015-0793-9

Link to publication record in Explore Bristol Research
PDF-document

This is the author accepted manuscript (AAM). The final published version (version of record) is available online
via Springer at http://dx.doi.org/10.1007/s00605-015-0793-9

University of Bristol - Explore Bristol Research
General rights

This document is made available in accordance with publisher policies. Please cite only the published
version using the reference above. Full terms of use are available:
http://www.bristol.ac.uk/pure/about/ebr-terms.html

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Explore Bristol Research

https://core.ac.uk/display/73981166?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://dx.doi.org/10.1007/s00605-015-0793-9
http://research-information.bristol.ac.uk/en/publications/solvable-points-on-smooth-projective-varieties(45e4c1ea-72ba-474b-814f-8f59acdd5881).html
http://research-information.bristol.ac.uk/en/publications/solvable-points-on-smooth-projective-varieties(45e4c1ea-72ba-474b-814f-8f59acdd5881).html


SOLVABLE POINTS ON SMOOTH PROJECTIVE VARIETIES

TREVOR D. WOOLEY

Abstract. We establish that smooth, geometrically integral projective va-
rieties of small degree are not pointless in suitable solvable extensions of
their field of definition, provided that this field has characteristic zero.

1. Introduction

Given a field K of characteristic 0, consider the compositum Ksol of all
solvable extensions of K. It was shown by Abel in 1823 that polynomials of
degree 5 or more in a single variable need not have their roots defined over
Ksol. There has been recent speculation that perhaps Ksol is so large that
any geometrically irreducible projective curve defined over K should possess a
point defined in Ksol (see, for example, Pál [12, Question 1.2] and Wooley [17,
page 63]). Such has been confirmed by Pál [12, Theorem 1.6] for smooth curves
of genus 0, 2, 3 and 4. Much progress has also been made towards confirmation
of this conjecture for curves of genus 1 in the case K = Q by Çiperiani and
Wiles [5]. The situation, however, remains unclear both for curves of higher
genus and higher dimensional varieties. On the one hand, Pál [12, Theorem
1.5] has shown that when g > 40, there are local fields F for which there
exists a curve of genus g failing to possess any point defined over F sol. On the
other hand, Pál [12, Theorem 1.7] has proved that any smooth, geometrically
rational projective surface possesses a point defined over a solvable extension
of its field of definition. In the absence of a more definitive resolution of this
conjecture concerning solvable points on curves, and its analogue for surfaces,
one is naturally led to enquire whether varieties of larger dimension might be
guaranteed to possess solvable points. In this note, we establish that smooth,
geometrically integral projective varieties are not pointless in solvable exten-
sions of their field of definition, assumed to have characteristic zero, whenever
their dimension is large enough in terms of their degree.

Theorem 1.1. Let X ⊆ Pn be a smooth and geometrically integral projective
variety defined over a field K of characteristic zero. Then X possesses a point
defined over a solvable extension of K provided only that dim(X) > 22deg(X)

.

The lower bound constraint on the dimension is certainly large, and it is
worth noting that improvement is certainly possible, especially for smaller
degrees. However, when deg(X) is large, it seems that our methods are
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incapable of reducing this constraint in Theorem 1.1 to one of the shape
dim(X) > 22c deg(X)

, for any c < 1.

Our strategy for proving this theorem is simple. As has recently been ob-
served by Browning and Heath-Brown [4], it follows from work of Bertram,
Ein and Lazarsfeld [1] that a (complex) smooth variety of dimension large
enough in terms of its degree is automatically a complete intersection, and
moreover its annihilating ideal is generated by forms defined over its field of
definition. Having modified this strategy to the context of Ksol in §2, we apply
a diagonalisation method in §3, based on that due to Brauer [2], to show that
this complete intersection has a point defined in a solvable extension of the
groundfield. The key input from the solubility of diagonal equations here is
the trivial observation that, when a0, a1 ∈ K×, then the diagonal equation
a0x

d
0 + a1x

d
1 = 0 possesses a solution in which x0 and x1 both lie in a solvable

extension of K, namely K( d
√
−a1/a0). It follows, in fact, that the point lying

on X derived in Theorem 1.1 lies in a solvable field extension of K defined
by taking a tower of field extensions, each of degree no larger than deg(X).
The elementary nature of our argument ensures that generalisations are easily
obtained, and we mention a few in §4.

In the initial version of this paper, the principal conclusions were restricted
to fields of definition algebraic over Q. It was apparent that our conclusions
were in principle more general than the latter restriction might suggest, though
this observation hinges on the Lefschetz principle. It suffices here to describe
the latter as asserting that any reasonable statement in algebraic geometry
true over C is also true over any algebraically closed field of characteristic
0. It seems fair to comment that there remains considerable uncertainty con-
cerning the extent to which such a statement is true, or indeed makes sense
(see Eklof [7] and Seidenberg [13]). Thus, with safety in mind, we initially re-
stricted our conclusions to algebraic extensions of Q, noting the potential for
extension to arbitrary fields of characteristic zero. The referee very generously
outlined how to adjust the exposition of §2 so as to handle quite general fields
of characteristic zero, and in particular outlined Lemma 2.1. We gratefully
acknowledge this significant contribution to the conclusions of this paper.

2. Passage to a complete intersection

We begin by adapting the treatment of Browning and Heath-Brown [4] so
that the groundfield is no longer restricted to be Q. Throughout this section,
we assume K to be a field of characteristic zero, and we denote by K the
algebraic closure of K. Let X ⊆ PnK be a smooth and geometrically integral
projective variety defined over K. Since K contains the subfield Q, there
exists a subfield K0 of K, with K0 finitely generated over Q, and over which
X is already defined. Such a field is given by adjoining to Q the coefficients
of any defining set of equations for X over K. Write L for the algebraic
closure K0 of K0, and observe that K0 may be embedded in C. Then, from
Harris [9, Corollary 18.12], it follows that X lies in a linear subspace of PnL
having dimension at most dim(X) + deg(X)− 1. By considering the action of
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Gal(L : K0) on this linear space, it is apparent that there is no loss of generality
in supposing it to be defined over K0 ⊆ K. We may therefore suppose that

n+ 1 6 dim(X) + deg(X). (2.1)

Next, Bertram, Ein and Lazarsfeld [1, Corollary 3] show that whenever X ⊆ PnC
is smooth and deg(X) 6 1

2
n/(n− dim(X)), then X is a complete intersection.

Thus, as in [4, §1], we deduce from (2.1) that X ⊆ PnL is a smooth complete
intersection whenever dim(X) > deg(X)(2 deg(X) − 3). We next show that
the annihilating ideal of X is generated by polynomials defined over K.

Lemma 2.1. Let L be an algebraically closed field containing the infinite field
K. Let X ⊆ PnL be a smooth projective variety of codimension R which is
globally defined over K, and which is a smooth complete intersection over L.
Then there exist forms F1, . . . , FR ∈ K[x0, . . . , xn] such that the annihilating
ideal of X is generated by {F1, . . . , FR}.

Proof. The hypotheses of the statement of the lemma imply that there are
forms f1, . . . , fR ∈ L[x0, . . . , xn], of respective degrees d1, . . . , dR, having the
property that the scheme-theoretical intersection of the zero-schemes of the fi
is X. For each i, let Pi denote the scheme of degree di hypersurfaces vanishing
on X. These are projective varieties over K with an underlying K-linear
structure. Our earlier discussion implies that there is an L-valued point of
P1 × . . . × PR corresponding to an R-tuple of hypersurfaces whose scheme-
theoretical intersection is X. Since the latter is an open condition, we find
that there is a non-empty Zariski-open subscheme U ⊆ P1 × . . .× PR, defined
over K, such that every point of U has this property. Since K is infinite, we
see that U has a K-valued point, and the conclusion of the lemma follows. �

Finally, we record an immediate generalisation of a lemma presented in [4].

Lemma 2.2. Let {F1, . . . , FR} ⊆ K[x0, . . . , xn] be a non-singular system of
forms defining a variety X ⊆ Pn. Then the annihilating ideal of X is generated
by {F1, . . . , FR}, and X is a smooth complete intersection of codimension R.
In addition, the variety X is geometrically integral, and has degree

deg(X) = deg(F1) · · · deg(FR).

Proof. The desired conclusion is established in [4, Lemma 3.2] when the ground
field is Q. The argument of the latter proof applies, mutatis mutandis, in the
present setting. We are grateful to the referee for pointing out that the claimed
conclusion is a well-known consequence of the structure theorem for the Chow
ring of the projective space (over any algebraically closed field). Indeed, the
latter is generated by the rational equivalence class of the hyperplane, and in
every codimension the degree induces an isomorphism CHk(Pn)→ Z. �

We are now equipped to derive the principal conclusion of this section.

Lemma 2.3. Let X ⊆ Pn be a smooth and geometrically integral projective
variety, defined over a field K of characteristic zero, satisfying the condition

dim(X) > 2 deg(X)(2 deg(X)− 3). (2.2)
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Then there exist forms F1, . . . , FR ∈ K[x0, . . . , xn] satisfying the conditions:

(a) R = n− dim(X);

(b) deg(X) = deg(F1) · · · deg(FR);

(c) the point (y0 : y1 : . . . : yn) ∈ Pn lies on X if and only if

Fj(y0, . . . , yn) = 0 (1 6 j 6 R).

Proof. Under the hypothesis (2.2), it follows from Lemma 2.1 and its preamble
that with R = n− dim(X), there exist forms F1, . . . , FR ∈ K[x0, . . . , xn] such
that the annihilating ideal of X is generated by {F1, . . . , FR}. The claim (c)
follows as an immediate consequence. Moreover, since {F1, . . . , FR} must be
a non-singular system of forms, it follows from Lemma 2.2 that deg(X) =
deg(F1) · · · deg(FR). This completes the proof of the lemma. �

3. Brauer diagonalisation

We examine the existence of rational points on the complete intersection
emerging from the previous section by means of a variant of the diagonalisation
argument employed by Brauer [2] in his work on Hilbert’s resolvant problem.

Let K be a field. Denote by G(m)
d (rd, . . . , r1) the set of (rd + . . . + r1)-tuples

of homogeneous polynomials, of which ri have degree i for 1 6 i 6 d, with
coefficients in K, possessing no non-trivial linear space of K-rational solutions

of projective dimension m. Define V
(m)
d (r) = V

(m)
d (rd, . . . , r1;K) by putting

V
(m)
d (rd, . . . , r1;K) = sup

h∈G(m)
d (rd,...,r1)

ν(h),

in which ν(h) denotes the number of variables appearing explicitly in h. Like-
wise, denote by Dd,r the set of r-tuples of diagonal polynomials of degree d,
with coefficients in K, which possess no non-trivial zeros over K, and put

φd,r(K) = sup
f∈Dd,r

ν(f).

Note that V
(m)
d (rd, . . . , r1;K) is an increasing function of the arguments m

and rd, . . . , r1. We abbreviate V
(0)
d (r;K) to Vd(r;K), and Vd(r, 0, . . . , 0;K) to

vd,r(K). In additon, we abbreviate φd,1(K) to φd(K), and put

ψd(K) = sup
16i6d

φi(K).

We drop mention of K from all of these notations when the field of definition
K is fixed. Note that whenever n > φd(K), and ai ∈ K (0 6 i 6 n), then
the equation a0x

d
0 + . . . + anx

d
n = 0 has a non-trivial solution over K. A

similar conclusion applies, concerning the existence of non-trivial linear spaces

of solutions, regarding the notation V
(m)
d (rd, . . . , r1;K).

We first record [11, equation (3.1)] in the form embodied in [16, Lemma 2.3].

Lemma 3.1. When m is a positive integer, one has

V
(m)
d (rd, . . . , r1;K) 6 m+ Vd(td, . . . , t1;K),
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where

tj =
d∑
i=j

rim
i−j (1 6 j 6 d).

Recall next the efficient diagonalisation procedure given in [16, Lemma 2.2].

Lemma 3.2. Let d and ri (1 6 i 6 d) be non-negative integers with d > 2 and
rd > 0. Then whenever φd <∞ one has

Vd(rd, . . . , r1;K) 6 rdφd + Vd−1(sd−1, . . . , s1;K),

where

sj =
d∑
i=j

ri(rdφd)
i−j (1 6 j 6 d− 1).

We ultimately apply Lemmata 3.1 and 3.2 only in situations wherein the
arguments ri are distributed in a certain restricted manner. In order to facili-
tate the announcement of our key lemma, we describe a d-tuple (rd, . . . , r1) as
being solid when r2i > ri−1 for 1 < i 6 d.

Lemma 3.3. Let d > 2 and rd, . . . , r1 be positive integers for which (rd, . . . , r1)
is solid. Then whenever r′j 6 rj (1 6 j 6 d) and ψd(K) <∞, one has

Vd(r
′
d, . . . , r

′
1;K) 6 2r2

d−1

d (ψd + 1)2
d−1−1.

Proof. Since Vd(r
′
d, . . . , r

′
1;K) is increasing in r′j, it suffices to confirm the

claimed bound when r′j = rj (1 6 j 6 d). We find from Lemma 3.2 that

Vd(rd, . . . , r1;K) 6 Vd−1(sd−1, . . . , s2, s1 + rdφd;K),

where

sj =
d∑
i=j

ri(rdφd)
i−j (1 6 j 6 d− 1).

Observe that for every integer u, one has u 6 2u−1. Furthermore, when u and
v are non-negative integers with u 6 v, one has v − u 6 2v − 2u. Thus, the
hypothesis that (rd, . . . , r1) is solid implies that for 1 < j 6 d− 1, one has

sj 6
d−j∑
u=0

r2
u

d (rdφd)
d−j−u 6

d−j∑
u=0

r2
u

d r
2d−j−2u
d φd−j−ud ,

whence

sj 6 r2
d−j

d (φd + 1)d−j 6 r2
d−j

d (φd + 1)2
d−j−1

.

Moreover, one sees in like manner that when d > 3, then

s1 + rdφd 6 rdφd + r2
d−1

d

d−1∑
u=0

φd−1−ud 6 r2
d−1

d

d−1∑
u=0

(
d− 1

u

)
φd−1−ud ,

so that

s1 + rdφd 6 r2
d−1

d (φd + 1)d−1 6 r2
d−1

d (φd + 1)2
d−2

,
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whilst, in the situation with d = 2, one has

s1 + rdφd 6 rdφd + r2
d−1

d (φd + 1) 6 2r2
d−1

d (φd + 1)2
d−2

.

Consequently, whenever d > 2 and (rd, . . . , r1) is solid, then

Vd(rd, . . . , r1;K) 6 Vd−1(ωd−1, ω
2
d−1, . . . , ω

2d−3

d−1 , δω
2d−2

d−1 ;K), (3.1)

where ωd−1 = r2d(φd + 1) and

δ =

{
1, when d > 3,

2, when d = 2.

The relation (3.1) may be applied inductively to show that for each integer
u with 1 6 u 6 d− 2, one has

Vd(rd, . . . , r1;K) 6 Vd−u(ωd−u, ω
2
d−u, . . . , ω

2d−u−1

d−u ;K), (3.2)

where for each j we write

ωj = r2
d−j

d (ψd + 1)2
d−j−1.

This claimed relation follows from (3.1) when u = 1, providing the base of the
induction. Let U be an integer with 2 6 U 6 d − 2, and assume that (3.2)
holds for 1 6 u < U . Then we find from (3.1) that

Vd(rd, . . . , r1;K) 6 Vd−U+1(ωd−U+1, ω
2
d−U+1, . . . , ω

2d−U

d−U+1;K)

6 Vd−U(Ω,Ω2, . . . ,Ω2d−U−1

;K),

where

Ω = ω2
d−U+1(φd−U+1 + 1) 6

(
r2

U−1

d (ψd + 1)2
U−1−1

)2
(ψd + 1) = ωd−U .

This confirms the inductive step, so that, in particular, one has

Vd(rd, . . . , r1;K) 6 V2(ω2, ω
2
2;K).

From here, an additional application of (3.1) delivers the bound

Vd(rd, . . . , r1;K) 6 V1(2ω1;K) = 2ω1 = 2r2
d−1

d (ψd + 1)2
d−1−1.

This completes the proof of the lemma. �

We refine Lemma 3.3 when all implicit equations have the same degree.

Lemma 3.4. Let d and r be positive integers with d > 2. Then whenever
ψd(K) <∞, one has

vd,r(K) 6 rφd + 2(r2φd)
2d−2

(ψd−1 + 1)2
d−2−1.

Proof. It follows from Lemma 3.2 that

vd,r(K) 6 rφd + Vd−1(sd−1, . . . , s1;K), (3.3)

where sj = r(rφd)
d−j (1 6 j 6 d− 1). We therefore find that sj 6 uj, where

uj = (r2φd)
2d−j−1

(1 6 j 6 d− 1).
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But (ud−1, . . . , u1) is solid, and hence Lemma 3.3 delivers the bound

Vd−1(sd−1, . . . , s1;K) 6 2u2
d−2

d−1 (ψd−1 + 1)2
d−2−1.

The conclusion of the lemma is now immediate from (3.3). �

Finally, we combine Lemmata 3.1 and 3.3 to provide a conclusion of use in
investigating the existence of linear spaces of solutions.

Lemma 3.5. Let d and rd, . . . , r1 be positive integers with d > 2 satisfying the
property that (rd, . . . , r1) is solid. Then provided that ψd(K) <∞, one has

V
(m)
d (rd, . . . , r1;K) 6 m+ 2 (rd(m+ 1))2

d−1

(ψd + 1)2
d−1−1.

Proof. It follows from Lemma 3.1 that

V
(m)
d (rd, . . . , r1;K) 6 m+ Vd(td, . . . , t1;K), (3.4)

where

tj =
d∑
i=j

rim
i−j (1 6 j 6 d).

Write wj = (rd(m+ 1))2
d−j

. Then, since (rd, . . . , r1) is solid, one has

tj 6
d−j∑
u=0

r2
u

d m
d−j−u 6 r2

d−j

d (m+ 1)d−j 6 wj (1 6 j 6 d).

The d-tuple (wd, . . . , w1) is solid, and hence Lemma 3.3 shows that

Vd(td, . . . , t1;K) 6 2w2d−1

d (ψd + 1)2
d−1−1 6 2 (rd(m+ 1))2

d−1

(ψd + 1)2
d−1−1.

The conclusion of the lemma now follows from (3.4). �

4. The proof of Theorem 1.1, and related conclusions

Theorem 1.1 follows from the case m = 0 of the following theorem.

Theorem 4.1. Let X ⊆ Pn be a smooth and geometrically integral projective
variety defined over a field K of characteristic zero. Then X possesses a
projective linear space of dimension m defined over a solvable extension of K
provided only that dim(X) > (2(m+ 1))2

deg(X)
.

Proof. We begin with a straightforward consequence of Lemma 3.5. Let K
be a field of characteristic zero, and consider a natural number j. Given any
elements a0, a1 ∈ Ksol, the equation a0x

j
0 + a1x

j
1 = 0 possesses the non-trivial

solution (x0, x1) = ( j
√
a1, j
√
−a0) ∈ Ksol × Ksol, and thus φj(K

sol) = 1. It
follows that ψd(K

sol) = 1 for every natural number d, and hence we deduce
from Lemma 3.5 that whenever d > 2, and (rd, . . . , r1) is solid, then

V
(m)
d (rd, . . . , r1;K

sol) 6 (2rd(m+ 1))2
d−1

+m. (4.1)

Next, let X ⊆ Pn be a smooth and geometrically integral projective variety
defined over K. Let m be a non-negative integer, and put N = dim(X)

and D = deg(X). Suppose that N > (2(m+ 1))2
D

. Then it follows from
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Lemma 2.3 that for some positive integer R, there exist forms F1, . . . , FR ∈
K[x0, . . . , xn], with respective degrees d1, . . . , dR, satisfying the property that
(y0 : . . . : yn) ∈ Pn is a Ksol-rational point on X if and only if Fj(y0, . . . , yn) = 0
(1 6 j 6 R). Moreover, we may suppose that

n−R > (2(m+ 1))2
D

and D = d1 · · · dR.

For 1 6 j 6 D, put rj = card{1 6 i 6 R : di = j}. Then provided that

n > V
(m)
D (rD, . . . , r1;K

sol), we see that X possesses a projective linear space
of dimension m defined over Ksol. The conclusion of the theorem therefore
follows on confirming that

V
(m)
D (rD, . . . , r1;K

sol) 6 R + (2(m+ 1))2
D

. (4.2)

We divide into three cases, that in which r1 = R, a second in which r1 < R
and rD > 1, and the final case with r1 < R and rD = 0.

Suppose first that r1 = R, in which case (rD, . . . , r1) = (0, . . . , 0, R). The

trivial relation V
(m)
D (0, . . . , 0, R;Ksol) = R+m, that is a consequence of linear

algebra, then delivers (4.2) at once.

Next, when r1 < R and rD > 1, it follows from the relation D = d1 · · · dR
that (rd, . . . , r1) takes the shape (1, 0, . . . , 0, r1) with d > 2. In such circum-
stances, one finds from (4.1) that

V
(m)
D (rD, . . . , r1;K

sol) 6 r1 + V
(m)
D (1, 0, . . . , 0;Ksol)

6 R + (2(m+ 1))2
D−1

+m,

and the desired upper bound (4.2) again follows.

Finally, suppose that r1 < R and rD = 0. Here, sharper bounds than (4.2)
are in fact available, though we are challenged by issues of complexity. Let

d = max{1 6 j 6 D : rj > 0} and r = max{rj : 2 6 j 6 D}.

Then the relation D = d1 · · · dR ensures that

2 6 d 6 min{D/2, D/2r−1} and 2r 6 D.

We now find from (4.1) that

V
(m)
d (rd, . . . , r1;K

sol) 6 r1 + V
(m)
d (r, r, . . . , r;Ksol)

6 R + (2r(m+ 1))2
d−1

+m. (4.3)

But

r2
d−1

6 22d−1r 6 22d−1·2r−1

6 22ν−1

(4.4)

where

ν = r + d− 1 6 r − 1 + min{D/2, D/2r−1}.
One has u+D/2u > u+1+D/2u+1 whenever D > 2u+1, so that since 2r 6 D,
we discern that ν 6 1+D/2. On substituting this bound into (4.4), and thence
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into (4.3), we deduce that

V
(m)
d (rd, . . . , r1;K

sol) 6 R + (m+ 1)2
D−1

22D/2 · 22D/2−1

+m

6 R + (m+ 1)2
D

22D−1 +m.

The desired bound (4.2) consequently follows in this final case.

Having confirmed the bound (4.2) in all cases, we conclude that X contains
a Ksol-rational linear space of projective dimension m. This completes the
proof of the theorem, and hence also of Theorem 1.1. �

We mention in passing two further conclusions that may be proved in a
manner very similar to the proof of Theorem 4.1.

Theorem 4.2. Suppose that p is a rational prime, and let X ⊆ Pn be a smooth
and geometrically integral projective variety defined over Qp. Then X possesses

a point defined over Qp provided only that dim(X) > deg(X)2
deg(X)

.

Proof. It follows from Davenport and Lewis [6, Theorem 1] that φd(Qp) 6 d2

for each natural number d. With X ⊆ Pn satisfying the hypotheses of the
statement of the theorem, we put N = dim(X) and D = deg(X). Suppose

that N > D2D . Then, as in the proof of Theorem 4.1, it follows that X is a
complete intersection defined over Qp, and further that the conclusion of the
theorem follows provided we are able to establish the bound

VD(rD, . . . , r1;Qp) 6 R +D2D , (4.5)

for all D-tuples (rD, . . . , r1) with R = rD + . . .+ r1 satisfying

D = DrD(D − 1)rD−1 · · · 2r2 .

When r1 = R, the bound (4.5) follows via linear algebra. Also, when r1 < R
and rD > 1, one finds as before that (rD, . . . , r1) = (1, 0, . . . , 0, r1). In such
circumstances, an application of Lemma 3.4 gives

VD(rD, . . . , r1;Qp) 6 r1 +D2 + 2(D2)2
D−2 (

(D − 1)2 + 1
)2D−2−1

6 R + 2D2D−1 6 R +D2D ,

confirming (4.5). Finally, when r1 < R and rD = 0, a treatment akin to that
applied in the proof of Theorem 4.1 conveys us from Lemma 3.3 to the bound

VD(rD, . . . , r1;Qp) 6 R +D2D/2+1−1 6 R +D2D ,

again confirming (4.5). Thus X does indeed possess a Qp-rational point. This
completes the proof of the theorem. �

Corollary 4.3. Let X ⊆ Pn be a smooth and geometrically integral projective
variety defined over Q. Then X possesses a point defined over Q provided only
that it possesses a real point and dim(X) > deg(X)2

deg(X)
. In particular, when

deg(X) is odd and the latter condition on the dimension is satisfied, then X
possesses a point defined over Q.
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Proof. It follows from Browning and Heath-Brown [4, Theorem 1.1] that X sat-
isfies the Hasse Principle provided only that dim(X) > (deg(X)−1)2deg(X)−1.

Since d2
d
> (d−1)2d−1 for d > 1, the first conclusion is immediate from The-

orem 4.2. When deg(X) is odd, moreover, it follows from Lemma 2.3(b) that
X is a complete intersection of hypersurfaces of odd degree. In such circum-
stances, it follows that X possesses a real point (this follows as a consequence
of the Borsuk-Ulam Theorem, or see as an alternative [10, Theorem 15]), and
hence the desired result follows from the first conclusion of the theorem. �

We are grateful to the referee for pointing out that the existence of a real
point on an odd degree smooth projective variety over R needs only Bertini’s
theorem. For the latter implies that there is a real line which intersects X in
deg(X) complex points. Since complex conjugation acts on these points, and
the set of such points is finite and odd in number, this action has a fixed point
which supplies the anticipated real point.

Theorem 4.4. Suppose that p is a rational prime, and that K is an algebraic
extension of Qp. Let X ⊆ Pn be a smooth and geometrically integral projective
variety defined over K. Then X possesses a point defined over K provided
only that

dim(X) > exp
(
2deg(X)+2 (log deg(X))2

)
.

Proof. The annihilating ideal of X is defined by polynomials having coefficients
in some finite field extension K0 of Qp. It follows from Brink, Godinho and
Rodrigues [3, Theorem 1] that when d = pτm with p - m, and K0 is any
field extension of Qp of finite degree, then one has φd(K0) 6 d2τ+5. Thus
φd(K) 6 d2τ+5. The former conclusion improves on an earlier result of Skinner
[15] (correcting [14]). Observe here that τ 6 (log d)/(log 2). A modicum of
computation reveals that when d > 3, one has 2[(log d)/(log 2)] + 5 < 8 log d,
and thus φd(K) < exp (8(log d)2). Note also the classical result (in the special
case d = 2 relevant for quadratic forms) to the effect that φ2(K) = 4. Write
D for deg(X). Then, with these results in hand, one may follow the argument
of the proof of Theorem 4.2, mutatis mutandis, to show that X possesses a
K-rational point provided only that dim(X) exceeds

2
(
exp

(
8(logD)2

))2D−1−1
6 exp

(
2D+2(logD)2

)
.

The conclusion of the theorem now follows. �

We note that our earlier work [16, Corollaries 1.2 and 1.3] addresses the exis-
tence of rational points on certain complete intersections, over field extensions
of Qp, and over purely imaginary field extensions of Q, respectively. The proofs
of these corollaries, and also the proof of [17, Theorem 10.13], use as input the
main result of Skinner [14]. The correction of the latter paper embodied in
[15], and improved in [3], provides a substitute for the infelicitous work of [14]
that suffices to recover all of these conclusions, with one modification. Namely,
the revised version of [16, Corollary 1.3] shows that when d ∈ N and L is a

purely imaginary field extension of Q, then vd,r(L) 6 r2
d−1
e2
d+1d (acquiring a
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factor of 2 in the exponent of e relative to the original statement). We note, in
particular, that when d is odd and K is a field extension of Qp, then the proof
of [3, Theorem 1] shows that φd(K) 6 d2τ+3, where d = pτm with p - m (note
in the penultimate line of that paper that γ = τ + 1 when p 6= 2). Thus, when
d is odd, one has φd(K) 6 e2d, and the argument of the proof of [17, Theorem
10.13] proceeds without further modification.

Corollary 4.5. Let X ⊆ Pn be a smooth and geometrically integral projective
variety defined over an algebraic extension L of Q. Then X possesses a point
defined over L provided only that X has a point defined over all completions
of L at the infinite place, and in addition

dim(X) > exp
(
2deg(X)+2(log deg(X))2

)
.

In particular, should this condition on dim(X) be satisfied, then X possesses
an L-rational point when L is purely imaginary, and also when deg(X) is odd.

Proof. Frei and Madritsch [8, Theorem 1.4] show that X satisfies the Hasse
principle provided only that dim(X) > (deg(X) − 1)2deg(X) − 1. But when
d > 1, one has exp(2d+2(log d)2) > (d− 1)2d − 1, and thus the first conclusion
is immediate from Theorem 4.4. When L is purely imaginary, it is immediate
that X has a point defined over all completions of L at the infinite place, since
this amounts to possessing a point over C. This confirms the second assertion
of the theorem. When deg(X) is odd, meanwhile, it follows from Lemma
2.3(b) that X is a complete intersection of hypersurfaces of odd degree. In
such circumstances, it follows as before that X possesses a point in every real
completion of L, and hence the claimed result follows from the first conclusion
of the theorem. �

In view of [5, Remark 2.8.2], it may be of interest to restrict attention to
totally real solvable extensions of Q. Motivated by such considerations, we
are able to derive as a special case of Corollary 4.5 a conclusion which avoids
working in any extension of the groundfield whatsoever.

Corollary 4.6. Let X ⊆ Pn be a smooth and geometrically integral projective
variety of odd degree defined over a totally real field K. Then X possesses a
point defined over K provided only that dim(X) > exp

(
2deg(X)+2(log deg(X))2

)
.
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