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RANDOM-STEP MARKOV PROCESSES

NEAL BUSHAW, KAREN GUNDERSON, AND STEVEN KALIKOW

Abstract. In this paper, we explore two notions of stationary processes. The
first is called a random-step Markov process in which the stationary process of
states, (Xi)i∈Z

has a stationary coupling with an independent process on the
positive integers, (Li)i∈Z

of ‘random look-back distances’. That is, L0 is inde-
pendent of the ‘past states’, (Xi, Li)i<0

, and for every positive integer n, the
probability distribution on the ‘present’, X0, conditioned on the event {L0 = n}
and on the past is the same as the probability distribution on X0 conditioned
on the ‘n-past’, (Xi)−n≤i<0

and {L0 = n}. A random Markov process is a
generalization of a Markov chain of order n and has the property that the dis-
tribution on the present given the past can be uniformly approximated given
the n-past, for n sufficiently large. Processes with the latter property are called
uniform martingales, closely related to the notion of a ‘continuous g-function’.

In this paper, it is shown that every stationary process on a countable al-
phabet that is a uniform martingale and is dominated by a finite measure on
that alphabet is also a random Markov process and that the random variables
(Li)i∈Z

and associated coupling can be chosen so that the distribution on the
present given the n-past and the event {L0 = n} is ‘deterministic’: all proba-
bilities are in {0, 1}. In the case of finite alphabets, those random-step Markov
processes for which L0 can be chosen with finite expected value are character-
ized. For stationary processes on an uncountable alphabet, a stronger condition
is also considered which is sufficient to imply that a process is a random Markov
processes. In addition, a number of examples are given throughout to show the
sharpness of the results.

1. Introduction

1.1. Definitions and results. A random-step Markov process, introduced by
Kalikow in [8] under the name ‘random Markov process’, is a natural general-
ization of the classical n-step Markov chain. In this type of stationary process,
rather than the current state determining the probability distribution of the state
in the next time step, as in a Markov chain, there is a random ‘look-back time’
which determines how much of the state history is used to find the distribution
of the random variable at the next time step. If the random look-back time is
bounded above by some n ∈ N, then the random Markov process is trivially an
n-step Markov chain. In this paper, we present new results on characterizations
those of stationary processes on both countable and uncountable alphabets that
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2 N. BUSHAW, K. GUNDERSON, AND S. KALIKOW

are random-step Markov processes as well as a number of examples that show the
sharpness of these results.
The following notation is used throughout the paper: For any set A and Ω = AZ,

the set A is called the alphabet for Ω and Ω is represented as the set of doubly
infinite words on A. For a given word ω = (ωi)i∈Z ∈ Ω, the infinite sequence
(ωi)i∈Z

−

∈ AZ
− is called the past. Similarly, for any m ≥ 1, the sequence (ωi)

−1
i=−m

is called the m-past of ω. To condense notation, we will write, for example,
P
(

X0 = ω0 | (Xi)
−1
−m = (ωi)

−1
−m

)

as shorthand for

P (X0 = ω0 | X−1 = ω−1, . . . , X−m = ω−m) .

Definition 1 (Random-step Markov Process). A stationary process
(

(Xi)i∈Z ,P
)

on an alphabet A, with measurable sets A, is called a random-step Markov process
(or random Markov process) iff there exists an independent stationary process on

the positive integers, (Li)i∈Z, and a stationary coupling P̂ of (Xi)i∈Z and (Li)i∈Z
such that L0 is independent of {Xi : i < 0}, and so that for every n ∈ Z

+, ω ∈ AZ

and measurable set E0 ⊆ A,

(1) P̂
(

X0 ∈ E0 | (Xi)
−1
i=−n = (ωi)

−1
i=−n ∧ L0 = n

)

= P̂
(

X0 ∈ E0 | (Xi)i<0 = (ωi)i<0 ∧ L0 = n
)

.

The stationary coupling
(

(Xi, Li)i∈Z , P̂
)

is called a complete random-step Markov

process (or complete random Markov process).

For every i ∈ Z, the variable Li is called the look back time (or distance) for Xi,
as one need know only L0 and then look at the L0-past of (Xi)i∈Z to determine
the law of X0 exactly.
Note that in Definition 1, since conditional probabilities are only defined up to

sets of measure 0, it does not matter whether the condition (1) holds for all ω
or only almost all. In the case that the alphabet A is either finite or countably
infinite, it suffices to verify condition (1) in the special case that the set E0 consists
of a singleton.
Previously, the types of stationary processes given by Definition 1 have been

simply called ‘random Markov processes’. In this paper, we shall continue to
use this terminology, but specify ‘random-step Markov process’ in the definition
to clarify the source of the additional randomness, compared to a usual n-step
Markov process.
A similar notion to that of a random Markov process is a ‘uniform martingale’

also introduced by Kalikow [8], for which the martingale convergence theorem
applies in a uniform way. That is, the distribution on X0 given the past can be
approximated uniformly and arbitrarily well by a distribution which is dependent
only on the m-past, for some m large enough.
For a measure µ, let ||µ||TV denote the total variation norm so that for prob-

ability measures µ and ν, the total variation distance is given by ||µ − ν||TV =
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supE {|µ (E)− ν (E) |}. Recall also that if µ and ν are both measures on a count-
able set A, then ||µ− ν||TV = 1

2

∑

a∈A |µ(a)− ν(a)|.

Definition 2. A stationary distribution
(

(Xi)i∈Z ,P
)

on alphabet A is called a
uniform martingale iff for every ε > 0 there exists nε so that for every n ≥ nε

and every (ωi)i<0 ∈
∏

i<0A,

(2)
∥

∥P
(

· | (Xi)
−1
−∞

= (ωi)
−1
−∞

)

− P
(

· | (Xi)
−1
−n = (ωi)

−1
−n

)
∥

∥

TV
< ε.

In the case that A is countable, for every k ≥ 0, define the k-th variation of P
to be

vark = vark(P)

= sup

{

|P
(

X0 = a0 | (Xi)
−1
i=−k = (ωi)

−1
i=−k

)

− P
(

X0 = a0 | (Xi)
−1
i=−∞ = (ωi)

−1
i=−∞

)

| : (ωi)i≤−1 ∈ AZ−

}

(3)

Note that if A is finite, this is equivalent to the condition that for every ε > 0,
there exists nε so that for every n ≥ nε, a ∈ A, and (ωi)i<0 ∈

∏

i<0A,

(4)

∣

∣

∣

∣

P
(

X0 = a | (Xi)
−1
i=−∞

= (ωi)
−1
i=−∞

)

− P
(

X0 = a | (Xi)
−1
i=−n = (ωi)

−1
i=−n

)

∣

∣

∣

∣

< ε.

The definition of the k-th variation in Equation (3) is chosen to agree with the
definition of k-th variations of g-functions in Equation (13) to come.

If
(

(Xi)i∈Z ,P
)

is a random Markov process with look-back distances (Li)i∈Z,
then for every n ≥ 1, and (ωi)i<0,

(5) ‖P
(

· | (Xi)
−1
−∞ = (ωi)

−1
−∞

)

− P
(

· | (Xi)
−1
−n = (ωi)

−1
−n

)

‖TV ≤ P(L0 > n),

which tends to 0 as n tends to infinity, uniformly in the choice of (ωi)i<0. In
the original paper by Kalikow [8], the weaker condition in Equation (4) was used
as the definition of a uniform martingale. In the case of processes on infinite
alphabets, the stronger condition is necessary, as was noted in [9].

The reason for the name ‘uniform martingale’ is that for any stationary process
((Xi)i∈Z,P) and every a, the sequence

{

P
(

X0 = a | (Xi)
−1
i=−m = (ωi)

−1
i=−m

)}

m≥1
is

a martingale and converges, pointwise, to

(6) P
(

X0 = a | (Xi)
−1
i=−∞

= (ω)−1
i=−∞

)

.

A stationary process is a uniform martingale if this convergence is uniform in
(ωi)i<0.

Kalikow [9, Theorem 1.7] showed that, for any Lebesgue probability space,
every aperiodic measure-preserving transformation is isomorphic to a random
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Markov process on a countable alphabet. While the statement of Kalikow’s The-
orem 1.7 [9] concludes only that such transformations are isomorphic to uniform
martingales, the proof, in fact, constructs a random Markov process.
In [8], Kalikow showed that a uniform martingale on a binary alphabet is also

a random Markov process. The purpose of this paper is to both strengthen
this result for finite alphabets and to examine some extensions of this result to
processes on both countable and uncountable alphabets.
In Section 2, it is shown that uniform martingales on a countable alphabet that

satisfy an additional condition, discussed below, are random Markov processes.

Definition 3 (Dominating Measure). Let
(

(Xi)i∈Z ,P
)

be a stationary process
on an alphabet A and µ a measure on A. Then, µ is called a dominating measure
for
(

(Xi)i∈Z ,P
)

iff for every event E in the σ-algebra generated by (Xi)i<0 and
every measurable set A0 ⊆ A, P (X0 ∈ A0 | E) ≤ µ (A0).
If the measure µ is finite (µ (A) < ∞), then

(

(Xi)i∈Z ,P
)

is said to have a finite
dominating measure.

It was shown by Parry [16, 17] and Rohlin [20] that every measure-preserving
transformation is isomorphic to a stationary process on a countable alphabet for
which the past determines the present. These results were strengthened by Ka-
likow [9]. In the case of randomMarkov processes, the notion the past determining
the present can sometimes be expressed precisely in terms of the look-back dis-
tances. In particular, we shall consider the a particular class of random Markov
processes, for which the look-back distance L0 and the previous states uniquely
determine the state X0.

Definition 4. A random Markov process
(

(Xi)i∈Z ,P
)

on a countable alphabet
A is called a deterministic random-step Markov process iff there exists a repre-
sentation as a complete random-step Markov process

(

(Xi, Li)i∈Z ,P
′
)

so that for
every sequence (ωi)i≤0,

(7) P
′
(

X0 = ω0 | (Xi)i<0 = (ωi)i<0 ∧ L0 = n
)

= P
(

X0 = ω0 | (Xi)
−1
−n = (ωi)

−1
−n ∧ L0 = n

)

∈ {0, 1} .

In this paper, only deterministic random Markov processes on countable alpha-
bets are considered. In particular, since the condition in equation (7) is trivially
satisfied for many stationary processes on uncountable alphabets, a generaliza-
tion of the notion of a deterministic random Markov process to an uncountable
alphabet would require a careful choice of definition, which is not addressed here.
In the study of random Markov processes on a countable alphabet, for any

integer n and sequence (ωi)−n≤i<0 ∈ An, the values

(8)
{

P
(

X0 = ω0 | (Xi)
−1
i=−n = (ωi)

−1
i=−n ∧ L0 = n

)

| ω0 ∈ A
}

are sometimes called the table values for the event
{

(Xi)
−1
i=−n = (ωi)

−1
i=−n ∧ L0 = n

}
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(see [8]). A deterministic random Markov is then one with a representation as a
complete random Markov process for which all table values are either 0 or 1.

While the property of being a deterministic random Markov process might
appear to be quite strong, the following theorem shows that, in fact, all uniform
martingales on finite alphabets can be expressed in this form.

Theorem 1. Every uniform martingale,
(

(Xi)i∈Z ,P
)

, on a countable alphabet
with a finite dominating measure, µ, is a deterministic random Markov process.

In the case that the alphabet A is finite,
(

(Xi)i∈Z ,P
)

is a deterministic random
Markov process with finite expected look-back distance iff the n-th variations are
summable:

∑

n≥1

varn(P) < ∞.

As a corollary, note that if A is a finite set, every stationary process on AZ has
a finite dominating measure: for example, for each a ∈ A, set µ (a) = 1 so that
µ (A) = |A| < ∞. Thus, Theorem 1 simplifies for processes on a finite alphabet.

Corollary 2 (Finite Alphabets). Let A be a finite set and
(

(Xi)i∈Z ,P
)

be a

uniform martingale. Then
(

(Xi)i∈Z ,P
)

is a deterministic random Markov process
and furthermore has a representation as a complete random Markov process with
finite expect look-back distance iff

∑

n varn(P) < ∞.

Theorem 1 is best-possible in the sense that there are uniform martingales on
countable alphabets without a dominating measure that are not random Markov
processes. Such an example is given in Section 2.

For uncountable alphabets, there are examples of uniform martingales on an un-
countable alphabet with a finite dominating measure that are not random Markov
processes. Such an example is given in Section 3, where a stronger condition
(Berbee’s ratio condition, Definition 5 below) is considered that implies that a
process is a uniform martingale and also a random Markov process.

Berbee [2] considered Markov representations of stationary processes, based on
the properties of their associated g-functions. The condition on g-functions that
was considered by Berbee in [2] was different than that for uniform martingales
(Definition 2). Given a stationary process ((Xi)i∈Z,P) and n ≥ 1, define

(9) rn = rn(P) = log

(

sup

{

P(X0 = x0 | X−1 = x−1, . . .)

P(X0 = y0 | X−1 = y−1, . . .)

∣

∣

∣

∣

x0 = y0, x−1 = y−1, . . . , x−n = y−n

})

.

Reframing the results in the language of randomMarkov processes, Berbee showed
that if

(

(Xi)i∈Z ,P
)

is a uniform martingale on a finite alphabet with
∑

n rn < ∞,

then
(

(Xi)i∈Z ,P
)

is a random Markov process. Theorem 1 provides a stronger
result when applied to a process on a finite alphabet and Theorem 3 below shows
that a closely related condition is sufficient for any process, even on an uncount-
able alphabet, to be a random Markov process.
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The following definition (Definition 5 below) is equivalent in the case of a
countable alphabet to the underlying stationary process having {rn}n≥1 as in
Equation 9 satisfying limn→∞ rn = 0. A stationary process satisfying the condition
in Definition 5 is some times also called log-continuous, due to the formulation
from Equation (9).

Definition 5 (Berbee’s ratio condition). A stationary process on an alphabet A
is said to satisfy Berbee’s ratio condition (or simply the ratio condition) iff for
every ε > 0 there exists n = n(ε) so that for every (ωi)i<0 ∈ AZ−

and every
measurable set E0 ⊆ A,

(10)

∣

∣

∣

∣

∣

∣

P

(

X0 ∈ E0 | (Xi)i∈Z
−

= (ωi)i∈Z
−

)

P
(

X0 ∈ E0 | (Xi)
−1
−m = (ωi)

−1
−m

) − 1

∣

∣

∣

∣

∣

∣

< ε.

Note that in the expression in equation (10), a 0 only appears in the denomi-
nator when there is also a 0 in the numerator. The convention adopted for this
possible scenario is that 0

0
= 1.

As in the definition of a random Markov process, Definition 1, it suffices that
the condition in (10) hold for merely almost all ω.
Examples are given in Section 3 to show that not every uniform martingale

satisfies the ratio condition and not every stationary process that satisfies the
ratio condition has a dominating measure. However, even in the case where the
alphabet is uncountable, every stationary process that satisfies Berbee’s ratio
condition is a random Markov process; this is stated formally in the following
theorem.

Theorem 3. Let A be any set and Ω = AZ. Let P be a stationary probability
measure on Ω so that (Ω,P) satisfies the ratio condition, then (Ω,P) is a random
Markov process.

Finally, some open questions and conjectures are given in Section 4.

1.2. Background. Random Markov processes and uniform martingales, both
introduced by Kalikow [8], are related to the study of ‘g-functions’. Roughly, a g -
function determines the probability distribution on the alphabet given a possibly
infinite word. These are also known as transition probabilities. This section gives
a short background on both uniform martingales and (continuous) g-functions,
including, for completeness, some sketches of known constructions for measure
for certain g-functions which are used throughout. It should be noted that this
is merely an overview; we do not attempt to survey this area in its entirety. For
further information, we point the reader towards the many references given within
this section.
The notion of a probability distribution on the present state of a process de-

pending on infinitely many past states was introduced by Onicescu and Mihoc [15]
under the name ‘châınes à liaisons complètes’ (now called ‘chains with complete
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connections’) and subsequently developed by Doeblin and Fortet [5]. Connec-
tions between a number of closely related definitions are given in lecture notes by
Maillard [13]. The terminology and notation used in this paper are as follows.

Definition 6. For a countable set A, a function f : A×
∏

i<0A → [0, 1] is called

a g-function iff for every (ωi)i<0 ∈ AZ
−

,

(11)
∑

a∈A

f (a, ω−1, ω−2, . . .) = 1.

Every stationary process
(

(Xi)i∈Z ,P
)

on a countable alphabet A corresponds
to a g-function defined by

(12) f (a, ω−1, ω−2, . . .) = P (X0 = a | X−1 = ω−1, X−2 = ω−2, . . .) .

For a particular g-function f , any probability measure that satisfies equation (12)
is called a g-measure for f . For every k, define the k-th variation of f by

(13) vark (f) = sup {|f (x0, x−1, x−2, . . .)− f (y0, y−1, y−2, . . .)|

|x0 = y0, x−1 = y−1, . . . , x−k = y−k} .

If f satisfies equation (12) for a stationary process
(

(Xi)i∈Z ,P
)

, write vark(P)
for vark (f). When the g-function in question is clear from context, we shall
sometimes write var(k).

The notion of a g-function is reserved here for processes on a countable alpha-
bet.

Keane [12] looked at those g-functions that are continuous as linear forms on
the space of probability measures for a compact metric space. For stationary
distributions on a finite alphabet, a uniform martingale corresponds precisely to
a continuous g-function. In the same paper, Keane proved that if A is finite
and f is a continuous g-function, there exists at least one g-measure for f and
gave certain sufficient conditions for uniqueness of these measures. Since then,
there have been a number of results related to the existence and uniqueness of
g-measures for a particular g-function [2, 4, 6, 7, 12, 14, 21]. In the remainder of
this section, we review some results related to g-functions.

Given an alphabet A and a stochastic process (Xi)i∈Z ∈ AZ with probability
measure P, the function f :

∏

i≤0A → [0, 1] given by

(14) f (a0, a−1, a−2, . . .) = P (X0 = a0 | X−1 = a−1, X−2 = a−2, . . .)

is uniquely determined up to sets of P-measure 0. By definition, for any a ∈
∏

i<0A, the function f (· a) : A → [0, 1] determines a probability measure on A.
If (Xi)i∈Z is stationary then also, for any i ∈ Z,

(15) P (Xi = a0 | Xi−1 = a−1, Xi−2 = a−2, . . .) = f (a0, a−1, a−2, . . .) .

Further, when |A| < ∞, the set
∏

i≤0A can be endowed with a metric and a
compact topology.
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Doeblin and Fortet [5] examined these types of functions

a 7→ P (X0 = a0 | X−1 = a−1, X−2 = a−2, . . .) ,

which they called chains with infinite connections and gave some results on prop-
erties of some limits of these functions, under certain conditions.
A function f , as in equations (14) and (15), need not necessarily arise from a

fixed probability measure. Keane [12] looked at the question of determining the
collection of probability measures µ on AZ for which

µ (X0 = a0 | X−1 = a−1, . . .) = f (a0, a−1, a−2, . . .) ,

and in particular, under which conditions there is exactly one such measure.
The use of the letter g in the terms ‘g-function’ and ‘g-measure’ seems to

originate in a paper of Keane [12]. There, the letter g was used for the functions
on
∏

i<0A, and a ‘g-measure’ was one that was associated with precisely the
function g. Later, the term ‘g-function’ came into use, to describe this class of
functions.
As previously noted, if f is a continuous g-function and µ is a g-measure for f ,

then by definition, µ is a uniform martingale.
Markov processes are a particular example of continuous g-functions. Given a

transition matrix P = (pa,b)a,b,∈A, for a finite state space A, the function f given,

for a, b ∈ A and x ∈ A−, by f (b, a,x) = pa,b is a continuous g-function for AZ
−

.
Note that, even in the case where A = {0, 1}, if a g-function f is not continuous,

there need not be any g-measures for f , as the following example shows.

Example 1. Let A = {0, 1} and define f (a,x) as follows: If x contains an infinite
string of consecutive 0s, set f (1,x) = 1 and f (0,x) = 0. If x does not contain
an infinite string of 0s, set f (1,x) = 0 and f (0,x) = 1.
The function f is not continuous and one can check that there is no stationary

g-measure for this g-function. �

Using fixed-point theorems, Keane [12], showed that every continuous g-function
on a finite alphabet has at least one g-measure. Such probability measures can also
be constructed directly by taking limits of ‘nearly-stationary’ measures on finite
words constructed from a g-function. Such a method for constructing stationary
processes can be found, for example, in the book of Kalikow and McCutcheon [11,
Section 2.11].

Proposition 4 (Keane [12]). Let (A, d) be a compact metric space and let f :
AZ−

→ [0, 1] be a g-function that is continuous in the product topology on AZ−

.
There is at least one stationary g-measure for f .

If the alphabet A is finite, then the set A with the trivial metric is compact and
g-measures for continuous g-functions correspond exactly to uniform martingales.
In general, this type of result need not be possible in the case of infinite al-

phabets: the same technique need not yield a probability measure, nor even a
non-zero measure. For example, one can define a Markov process on Z in terms
of a g-function that has no stationary measure.
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In this paper, a number of examples are described in terms of their g-functions
and these types of existence results are needed to verify that corresponding g-
measures exist. As some of the properties of these g-measures are used in the
proofs, in practice, most examples of stationary processes in this paper are con-
structed explicitly by defining measures on all cylinder sets.

One of the methods used repeatedly in this paper to construct stationary pro-
cesses is one that the third author learned from Ornstein in about 1978. This
construction, that we shall describe shortly, was used by Alexander and Kalikow
[1] to study randomly generated stationary processes. This method recursively
constructs stationary measures on finite words in the alphabet as follows. Given
an alphabet A, for each n ≥ 1, a stationary probability measure µn is defined on
An so that the sequence of measures {µn}n≥1 is consistent. The recursive con-
struction begins by choosing a probability measure µ1 on A. For every n ≥ 1,
given a stationary probability measure, µn, on An, a consistent stationary mea-
sure on An+1 is defined in the following manner. For every word of length n− 1,
a1a2 . . . an−1 ∈ An−1, the measure µn gives conditional measures on all words of
the form x0a1a2 . . . an−1 and all words of the form a1a2 . . . an−1xn. Coupling these
two conditional measures in any way, and even differently for different words
a1a2 . . . an−1 yields a measure µn+1 on An+1 with the property that if a ∈ An,
then

(16) µn+1(·a) = µn+1(a·) = µn(a).

Thus, the measure µn+1 is stationary since µn is stationary and these measures
are consistent. Note that in the step n = 1 of the recursion, the unique word of
length n− 1 is the empty word.

This method is as general as possible since any stationary process can be con-
structed in this way. Furthermore, in many cases, properties of the resulting
measure can be incorporated into the recursion and proved along the way. In
the case that A is either finite or countable, the construction of the measures
on finite words is straightforward and can be given by defining the probability
of each word individually. For uncountable alphabets, constructing the measures
on finite words may require some care, but in either case, once the collection of
stationary probability measures on all finite words is given, these extend to a
stationary probability measure on AZ with all probabilities of cylinder sets given
by the appropriate measure on finite words.

In much of the literature, the focus has been on uniqueness of g-measures,
rather than simply existence. In his paper introducing the notion of g-functions,
Keane [12] showed that if A is finite and a function f is both continuous and
satisfies certain differentiability conditions, then there is a unique measure for
f that is also strongly mixing. Further conditions for uniqueness were given by
Berbee [2] and Hulse [6] for g-function on finite alphabets. Results for existence
and uniqueness on countable alphabets were considered by Johansson, Öberg,
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and Pollicott [7], Sarig [21], and Mauldin and Urbański [14]. Examples of g-
functions with more than one g-measure were given by Bramson and Kalikow [4],
by Hulse [6], and by Berger, Hoffman and Sidoravicius [3].
A random Markov process on a countable alphabet can be expressed in terms

of g-functions. Let
(

(Xn, Ln)n∈Z ,P
)

be a random Markov process on alphabet A.
For each n ≥ 1, and a0, a−1, . . . , a−n ∈ A, define

fn (a0, a−1, . . . , a−n) =

P (X0 = a0 | X−1 = a−1, . . . , X−n = a−n ∧ L0 = n) .

Such a function fn is naturally extended to a continuous g-function on AZ−

and
by the definition of a random Markov process (Definition 1),

P (X0 = a0 | X−1 = a−1, X−2 = a−2, . . .)

=

∞
∑

n=1

P (L0 = n) · fn (a0, a−1, . . . , a−n)

= f (a0, a−1, a−2, . . .) .

In this way, a random Markov processes is a random mix of n-step Markov pro-
cesses. To see that this g-function f is continuous, for every ε > 0, let N be such
that for M ≥ N ,

∑

n≥M P (L0 = n) < ε. Then,
∣

∣

∣

∣

∣

f (a0, a−1, . . .)−
M−1
∑

n=1

P (L0 = n) · fn (a0, a−1, . . . , a−n)

∣

∣

∣

∣

∣

< ε.

In particular, given a random Markov process, any other stationary process with
the same g-function will also be a random Markov process.
To see that the notion of random Markov processes is genuinely different from

n-step Markov processes, consider the following example.

Example 2. Define a g-function on the alphabet {0, 1} × Z as follows. For each
a0, a−1, a−2, . . . ∈ {0, 1} and ℓ0, ℓ−1, ℓ−2, . . . ∈ Z

+, define

(17) f((a0, ℓ0), (a−1, ℓ−1), (a−2, ℓ−2), . . .) =

{

1
4
· 1
2ℓ0

if a0 = a−ℓ0
3
4
· 1
2ℓ0

if a0 = 1− a−ℓ0 .

One can show that there is a complete random Markov process
(

(Xi, Li)i∈Z ,P
)

that is a g-measure for the g-function in equation (17) so that for every k ≥ 1,
P(L0 = k) = 1

2k
and so that given L0 = k and X−k, X0 is equal to X−k with

probability 1/4 and different with probability 3/4. It is left as an exercise to the
interested reader to show that this can be done with P (X0 = 0) = P (X0 = 1) = 1

2
.

Such a stationary process is a random Markov process, but not an n-step Markov
chain for any n. �

Further consideration of the properties of random Markov processes were given
by Kalikow, Katznelson and Weiss [10], who showed that zero entropy systems can
be extended to a random Markov process. Later, Rahe [18, 19] gave extensions
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of some results for n-step Markov chains to random Markov chains for which the
expected look-back distance is finite.

2. Countable alphabets

2.1. Proof of Theorem 1. In this section the proof of Theorem 1 is given show-
ing that if a uniform martingale on a countable alphabet has a finite dominating
measure, then it is also a deterministic random Markov process. Recall that for
the n-th variation (see equation (3)) of a g-function associated with a particular
stationary process, we shall write varn P or var(n) interchangeably.

We now recall Theorem 1 and give its proof in full.

Theorem 1. Let
(

(Xi)i∈Z ,P
)

be a uniform martingale on a countable alphabet
A with a dominating measure µ. Then

(a)
(

(Xi)i∈Z ,P
)

is a deterministic random Markov process, and further
(b) if the alphabet A is finite, then the process is a deterministic random Markov

process with finite expected look-back distance iff
∑

n≥1 varn P < ∞.

Proof. Let
(

(Xi)i∈Z ,P
)

be a uniform martingale on a countable alphabet A. With-
out loss of generality, assume that A = Z

+. First, to prove part (a), the random
variables (Li)i∈Z are constructed recursively together with a stationary coupling
that is a deterministic random Markov process.

Indeed, the table values, as in equation (8), for the random Markov process are
constructed in terms of a sequence of functions (Tk)k≥0 together with a sequence
of look-back distances {nk}k≥0 and a sequence of look-back probabilities {pk}k≥0,
constructed recursively with the following properties:

(i) For every k ≥ 0, Tk : Ank+1 → [0, 1] has the property that for every ω ∈ Ank ,
there is a(ω) ∈ A with Tk(a(ω), ω) = pk and if b 6= a(ω), then Tk(b, ω) = 0.

(ii) For every (ωi)i≤−1 ∈ AZ
−

and b ∈ A,

(18)
∑

i≤k

Ti(b; (ωi)
−1
−ni

) ≤ P
(

X0 = b | (Xi)
−1
i=−∞ = (ωi)

−1
i=−∞

)

.

(iii) For every k ≥ 1, there exists (ωk,i)
−1
i=−nk

∈ Ank so that for every b ∈ A,
(19)

P
(

X0 = b | (Xi)
−1
i=−nk

= (ωk,i)
−1
i=−nk

)

−
k−1
∑

i=1

Ti(b, (ωk,i)
−1
i=−ni

) ≤ pk + var(nk) +
1

k
.

Note that since the process is a uniform martingale, the sequence of n-th varia-
tions (var(n))n≥1 is non-increasing and satisfies limn→∞ var(n) = 0. It is possible
that for some N ≥ 1, var(N) = 0 in which case the process is an N -step Markov
process. The existence of such an N has no effect on the following construction.

To begin the recursive construction for k = 0, set p0 = n0 = 0 and let T0 ≡ 0
(the 0-function). Note that the conditions in parts (i) and (ii) are trivially satisfied
and the condition in part (iii) does not apply to k = 0.
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For the recursion step, fix k ≥ 1 and suppose that T0, T1, . . . , Tk−1, p0, p1, . . . , pk−1

and n0, n1, . . . , nk−1 have been defined and satisfy conditions (i), (ii), and (iii)
above.
For ease of notation, for any n ≥ nk−1 and (ωi)

−1
i=−n ∈ An or (ωi)

−1
i=−∞ ∈ AZ−

and b ∈ A, define

(20) Pk−1(b; (ωi)i≤−1) = P (X0 = b | (Xi)i≤−1 = (ωi)i≤−1)−
∑

i≤k−1

Ti(b; (ωi)
−1
−ni

).

By the condition (ii), for any b and (ωi)i≤−1, then Pk−1(b, (ωi)i≤−1) ≥ 0. For

any (ωi)i≤−1 ∈ AZ−

or (ωi)
−1
i=−n ∈ An, the function defined by Pk−1(·, (ωi)i≤−1)

is a positive measure on A that is dominated by the measure µ. Also, for any
n ≥ nk−1 and ω, ω′ ∈ AZ

−

with ω−1 = ω′
−1, . . . , ω−n = ω′

−n, then

(21) |Pk−1(b;ω)− Pk−1(b;ω
′)| ≤ var(n).

Set γ = 1−
∑k−1

j=0 pj and let M > 0 be sufficiently large so that the dominating

measure satisfies
∑

k>M µ (k) < γ
10
. Then, for any (ωi)i<0 ∈ A≥nk−1 and any

n ≥ nk−1,
M
∑

a=1

Pk−1(a; (ωi)
−1
−n) ≥

9γ

10
.

In particular, for each n ≥ nk−1 and (ωi)
−1
−n, there is an a ∈ A, depending on

(ωi)
−1
i=−n so that

Pk−1

(

a; (ωi)
−1
−n

)

≥
9γ

10M
.

Choose nk > nk−1 to be large enough so that 2 var(nk) ≤
9γ

10M
. That is, for every

(ωi)
−1
−n, there is an a ∈ A with

(22) Pk−1

(

a; (ωi)
−1
−n

)

> 2 var(nk).

For every ω = (ωi)
−1
−nk

∈ Ank , define

sk (ω) = max
a∈A

{

Pk−1(a; (ωi)
−1
−nk

)
}

and let a (ω) ∈ A achieve this maximum. Set

(23) rk = inf {sk (ω) | ω ∈ Ank}

and define pk = rk − var (nk). By the choice of nk and inequality (22), pk ≥ 0.
For any a ∈ A and ω ∈ Ank , define

Tk (a;ω−1, . . . , ω−nk
) =

{

pk if a = a (ω)

0 otherwise.

For any (ωi)
−1
−∞

∈ AZ−

and a ∈ A, by the choice of nk, inequality (22), and the
definition of pk,

Tk (a;ω−1, . . . , ω−nk
) ≤ Pk−1

(

a; (ωi)
−1
i=−∞

)

.
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Thus, by the definition of Pk−1 (equation (20)), condition (ii) is satisfied for this
value of k. Further, by the definition of rk in equation (23) and the definition of
pk = rk − var(nk), there exists some ωk so that for every b ∈ A,

Pk−1(b;ωk) ≤ s(ωk) ≤ rk +
1

k
= pk + var(nk) +

1

k
.

Thus, condition (iii) is satisfied for this value of k also.
This completes the recursive construction. Given (Ti)i≥1, a representation of the

random Markov process is defined by setting, for every k ≥ 1, P̂ (L0 = nk) = pk
and for every a ∈ A and ω ∈ Ank ,

P̂
(

X0 = a | (Xi)
−1
i=−nk

= (ωi)
−1
i=−nk

∧ L0 = nk

)

=
1

pk
Tk (a;ω−1, . . . , ω−nk

) .

Note that the functions given by 1
pk
Tk are the table values for the random Markov

process being defined.
It remains to show that

∑

k≥1 pk = 1 and that

(24)
∑

k

P̂
(

X0 = a ∧ L0 = nk | (Xi)
−1
−nk

= (ωi)
−1
−nk

)

= P
(

X0 = a | (Xi)
−1
−∞

= (ωi)
−1
−∞

)

.

Note that, by construction
∑

k≥1 pk ≤ 1 which implies that limk→∞ pk = 0. For

every k ≥ 1, let ωk ∈ Ank be defined so that sk (ωk) ≤ rk +
1
k
= pk + var (nk) +

1
k
.

Then, for every a ∈ A,

Pk (a;ωk) ≤ sk ≤ pk + var (nk) +
1

k
.

Since limk→∞

(

pk + var (nk) +
1
k

)

= 0, the sequence (Pk (·;ωk))k≥1 consists of pos-
itive measures on the countable set A, each dominated by µ, converging to 0
pointwise. By the Lebesgue dominated convergence theorem,

lim
k→∞

1−
k
∑

i=1

pi = lim
k→∞

∑

a∈A

Pk (a;ωk) = 0.

Thus,
∑

k≥0 pk = 1 and hence
∑

k≥1 P̂
(

X0 = · ∧ L0 = nk | (Xi)
−1
−nk

= (ωi)
−1
−nk

)

is
a probability measure on A and so equation 24 holds.

Consider now the expected value of the look-back distance for part (b) of the

theorem. First, let
((

Xi, L̂i

)

i∈Z
,P
)

be a random Markov process with E

(

L̂0

)

<

∞. For every n, var (n) ≤ 2 · P
(

L̂0 > n
)

and so

∑

n≥1

var (n) ≤ 2
∑

n≥1

P

(

L̂0 > n
)

≤ 2 · E
(

L̂0

)

< ∞.

In the case that A is finite, let M ∈ Z
+ be such that |A| = M < ∞ and

suppose that the process satisfies
∑

n≥1 var(n) < ∞. The recursive construction
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given can be repeated as above, with the following changes. For every k ≥ 1,
choose nk > nk−1 to be the smallest integer n with

(25) min

{

inf
ω∈An

{

max
a∈A

Pk−1(a;ω)

}

,

(

1−
1

M2

)

rk−1

}

≥ 2 var(n).

Such an n is well-defined since the left-hand side of inequality (25) is increasing in
n and bounded away from 0 while the right-hand side is decreasing to 0. Define

rk = min

{

inf
ω∈An

{

max
a∈A

Pk−1(a;ω)

}

,

(

1−
1

M2

)

rk−1

}

and set pk = rk−var(nk). By inequality (25), pk > 0 and also rk ≤ rk−1

(

1− 1
M2

)

.

With this choice of (pk)k≥1 and (nk)k≥1, consider Ê(L0) =
∑

k pknk. Note that
for each n ∈ [nk−1, nk − 1], we have var(n) ≤ rk/2. Thus, setting n0 = r0 = 1,

∑

n≥1

var(n) ≥
∑

k≥1

(nk − nk−1)
rk
2

=
1

2

∑

k≥1

nkrk −
1

2

∑

k≥1

nk−1rk

≥
1

2

∑

k≥1

nkrk −
1

2

(

1−
1

M2

)

∑

k≥1

nk−1rk−1

=
1

2M2

∑

k≥1

nkrk −
1

2

(

1−
1

M2

)

≥
1

2M2

∑

k≥1

nkpk −
1

2
.

Thus, using the fact that
∑

var(n) < ∞,

Ê(L0) =
∑

k≥1

nkpk ≤ 2M2

(

1 +
∑

n≥1

var(n)

)

< ∞.

This completes the proof of the theorem. �

2.2. Another construction for finite alphabets. The following section con-
tains a different construction to show that every random Markov process on a
finite alphabet is a deterministic random Markov process. The result is not as
strong as Theorem 1 and is independent of further results, and can be skipped,
but is presented as an alternative approach.
In the construction given in the proof of Proposition 5 below, the digits of

the binary expansion of probabilities of the ‘present state’ given the ‘past’ are
used to define a new deterministic random Markov process from any random
Markov process on a finite alphabet. A key tool in this proof is the use of an
injective function F : (Z+)n+1 → Z

+ with the property that for any i0, i1, . . . , in,
F (i0, i1, . . . , in) ≥ i0. Roughly, conditioned on a particular past, the event {L0 =

i0} is decomposed into infinitely many parts {L̂0 = F (i0, i1, . . . , in) | i1, . . . , in ∈
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Z
+}. After the proof of Proposition 5, a method of constructing such functions

is described along with some examples.

Proposition 5. Let
(

(Xi, Li)i∈Z ,P
)

be a random Markov process on a finite al-
phabet A, let n ∈ Z

+ be such that |A| ≤ 2n, and let F : (Z+)n+1 → Z
+ be an injec-

tive function with the property that for every i0, i1, . . . , in ∈ Z
+, F (i0, i1, . . . , in) ≥

i0. There is an independent process
(

L̂i

)

i∈Z
with

P̂

(

L̂0 = F (i0, i1, . . . , in)
)

= P (L0 = i0)
1

2i1
· · ·

1

2in

and a stationary coupling so that
((

Xi, L̂i

)

i∈Z
, P̂
)

is a deterministic complete

random Markov process.

Proof. Assume, without loss of generality, that A = {0, 1}n and write Xi =
(Y 1

i , Y
2
i , . . . , Y

n
i ). Given an integer i, a fixed sequence of past states ω−1, . . . , ω−i,

and d1, . . . , dn ∈ {0, 1}, let
{

εjk | k ≥ 1, j ∈ [1, n]
}

be such that for every k, j,

εjk ∈ {0, 1} and

P(Y 1
0 = d1 | (Xj)

−1
−i = (ωj)

−1
−i ∧ L0 = i) =

∑

k≥1

ε1k
2k

,

P(Y 2
0 = d2 | (Xj)

−1
−i = (ωj)

−1
−i ∧ Y 1

0 = d1 ∧ L0 = i) =
∑

k≥1

ε2k
2k

,

...

P(Y n
0 = dn | (Xj)

−1
−i = (ωj)

−1
−i ∧ Y 1

0 = d1, Y
2
0 = d2, . . . ,

Y n−1
0 = dn−1 ∧ L0 = i)

=
∑

k≥1

εnk
2k

.

Thus,

(26) P(Y 1
0 = d1, . . . , Y

n
0 = dn | (Xj)

−1
−i = (ωj)

−1
−i ∧ L0 = i)

=

n
∏

i=1

(

∑

k≥1

εik
2k

)

=
∑

i1,i2,...,in

∏n
j=1 ε

j
ij

2i1+i2+···+in
.

For any i1, i2, . . . , in ≥ 1, define

P̂

(

L̂0 = F (i, i1, i2, . . . , in)
)

= P (L0 = i)
1

2i1
·
1

2i2
· · ·

1

2in
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and set

(27) P̂

(

(Y i
0 )

n
i=1 = (di)

n
i=1 | (Xj)

−1
j=−i = (ωj)

−1
j=−i ∧ L̂0 = F (i, i1, i2, . . . , in)

)

=

n
∏

k=1

εkik ∈ {0, 1} .

Since the function F is injective, F (i, i1, i2, . . . , in) > i, and
∑

i1,...,in

P̂

(

L̂0 = F (i, i1, . . . , in)
)

= P (L0 = i) ,

this defines a deterministic complete random Markov process. �

The proof of Proposition 5 depends on the existence of the functions F :
(Z+)n → Z

+ that are both injective and have the property that for every choice
of i0, i1, . . . , in ∈ Z

+, F (i0, i1, . . . , in) ≥ i0. Here, we describe one possible method
of constructing such functions.
Let {Bi | i ∈ Z

+} be a collection of disjoint sets of integers with the property
that for every i, minBi ≥ i. For example if {q1 < q2 < · · · } is the set of primes,
then choosing the sets Bi = {qki | k ≥ 1} will have the desired property. For any
such collection {Bi}i∈Z+ , a sequence of functions {Fn}n≥1 is defined so that for
each n ≥ 1, the function Fn : (Z+)n+1 → Z

+ is injective and has the property
that for every i0, i1, . . . , in, Fn(i0, i1, . . . , in) ≥ i0.
To begin the recursive construction, for n = 1 and i, j ∈ Z

+, define F1(i, j)
to be the j-th smallest element of Bi. The function F1 is injective since the sets
{Bi}i∈Z+ are all disjoint and by construction, F1(i, j) ≥ minBi ≥ i.
For n ≥ 2, given Fn−1 with the desired properties, define Fn : (Z+)n+1 → Z

+ as
follows. For i0, i1, . . . , in ∈ Z, let Fn(i0, i1, . . . , in) be the in-th smallest element of
BFn−1(i0,i1,...,in−1). The function Fn is injective since Fn−1 is injective and the sets
{Bi}i≥1 are disjoint. Further,

Fn(i0, i1, . . . , in) ≥ minBFn−1(i0,i1,...,in−1) ≥ Fn−1(i0, i1, . . . , in−1) ≥ i0.

This completes the recursive construction.
Note that using a function F defined in terms of powers of primes, as above,

will lead to a deterministic random Markov process from the proof of Proposition
5 with E(L̂0) = ∞ even if E(L0) < ∞. However, if ((Xi, Li)i,P) is a random
Markov process on a finite alphabet with E(L0) < ∞, then by Theorem 1, it is also
a deterministic random Markov process with a finite expected look-back distance.
It turns out that a suitably chosen function F can be used with Proposition 5 to
give an alternate proof of this fact.
After describing a version of the proof of Proposition 5 for 2 letter alphabets,

together with the construction of functions above, to Paul Balister, he gave the
following construction for sets of integers to show that a complete random Markov
process on a two-letter alphabet with finite expected look-back distance is also
a deterministic random Markov processes with the same property. When the
proof was generalized to arbitrary finite alphabets, it was realized that these
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sets together with the method of constructing injective functions described above
could be used to prove the corresponding result for any finite alphabet.

For each i ≥ 1, set B0
i = {4i− 1} and for each n ≥ 1, recursively define

Bn
i =

{

4t + 1 | t ∈ Bn−1
i

}

∪
{

4t+ 2 | t ∈ Bn−1
i

}

.

Set Bi = ∪n≥0B
n
i . For each i ≥ 1, minBi = 4i − 1 > i. Arguing by congruence

module 4, for each i 6= j, then Bi∩Bj = ∅. Further, it can be shown, by induction,
that for each n ≥ 0, Bn

i ⊆ [4n+1 (i− 1) , 4n+1i] and also |Bn
i | = 2n. Thus, defining

a function F1 : (Z+)2 → Z
+, as above, in terms of these sets {Bi}i≥1 has the

property that

∑

j≥1

F1 (i, j)

2j
≤
∑

n≥0

∑

ℓ∈Bn
i

ℓ

22n
∑

n≥0

2n4n+1i

22n
≤ 35i.

Using the recursive definition of the functions Fn, one can show that for every
n ≥ 1 and i0 ∈ Z

+,

∑

i1,i2,...,in∈Z+

Fn(i0, i1, . . . , in)

2i1+i2+···+in
≤ (35)ni.

Therefore, using the construction in Proposition 5 this generalizes to arbitrary
finite alphabets and the sets {F (i) | i ≥ 1} can be used to show that if |A| ≤ 2n,

then there is a function F that can be used to construct L̂, with the property
that

E

(

L̂0

)

≤ 35n · E (L0) .

2.3. Examples. In this section, some examples are given to show the limits of
possible extensions of Theorem 1. One can verify that all of the examples given
in this section on finite and countable alphabets have finite entropy. This is of
interest because it is often the case that results that hold for processes on finite
alphabets also hold for processes with finite entropy on countable alphabets.

The following example shows that without the assumption of a finite dominat-
ing measure, not all random Markov processes are deterministic random Markov
processes.

Example 3. Consider the Markov process, (Xi, Yi)i∈Z defined on a countable
state space Z

+ × Z
+ with the first coordinate given by one Markov process and,

for n ≥ 1, given X0 = n, the second coordinate is chosen independently in the
integers [1, n]. Precisely, the g-function is defined by

(28) P (X0 = a, Y0 = 1 | X−1 = b) =











1, if a = 1, b = 0
2
3

if a = 1, b = 2
2
3

if a = 0, b = 1
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and for all n ≥ 2 and k ∈ [1, n],

P (X0 = n, Y0 = k | X−1 = n− 1) =
1

3n
,

P (X0 = n, Y0 = k | X−1 = n + 1) =
2

3n
.(29)

The stationary distribution for this process, denoted {π(n, k) | n ≥ 0, k ∈
[1,max{1, n}]}, is given by

(30) π(n, k) =

{

1
4

if (n, k) = (0, 1)
3

n2n+2 if n ≥ 1 and k ∈ [1, n].

One can construct a stationary process with a g-function given by (28) and
(29) directly by defining measures on cylinder sets.
Suppose that (Xi, Yi)i∈Z were a deterministic random Markov process and let

(Li)i∈Z be a process of look-back distances. Let k be a positive integer so that

P (L0 = k) = p > 0 and let n ≥ ⌈1/p⌉+1. Let (ai, bi)
−1
i=−k be such that a−1 = n and

P
(

(Xi, Yi)
−1
−k = (ai, bi)

−1
i=−k

)

> 0. Then, given that the process is a deterministic
random Markov process, there exist a0, b0 such that

P
(

X0 = a0, Y0 = b0 | (Xi, Yi)
−1
−k = (ai, bi)

−1
i=−k ∧ L0 = k

)

= 1

and so

P
(

X0 = a0, Y0 = b0 | (Xi, Yi)
−1
i=−k = (ai, bi)

−1
i=−k

)

≥ P
(

X0 = a0, Y0 = b0 ∧ L0 = k | (Xi, Yi)
−1
i=−k = (ai, bi)

−1
i=−k

)

= p · P
(

X0 = a0, Y0 = b0 | (Xi, Yi)
−1
i=−k = (ai, bi)

−1
i=−k ∧ L0 = k

)

.

However, since a−1 = n ≥ ⌈1/p⌉ + 1,

P
(

X0 = a0, Y0 = b0 | (Xi, Yi)
−1
i=−k = (ai, bi)

−1
i=−k

)

≤
2

3 (n− 1)
< p.

Thus,
(

(Xi, Yi)i∈Z ,P
)

is not only a random Markov process, but a usual Markov
process on a countable alphabet, and hence a random Markov process with a finite
expected look-back distance, that is not a deterministic random Markov process.
On can easily check that

(

(Xi, Yi)i∈Z ,P
)

has no finite dominating measure.
�

In Theorem 1, it was shown that a uniform martingale on a finite alphabet has
a representation as a deterministic random Markov process with finite expected
look-back distance iff

∑

varn(P) < ∞. As shown in the proof, even if the alpha-
bet is countable, any deterministic random Markov process with finite expected
look-back distance satisfies

∑

varn(P) < ∞. As the following example shows,
the reverse implication is not, in general, true, even for a process with a finite
dominating measure.
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Example 4. Let {Zi}i≥1 be a collection of disjoint sets so that for every i ≥ 1,

|Zi| = 4i.
Let A = ∪∞

i=1Zi be the countable alphabet and define an independent process
{

(Xi)i∈Z
}

with the following stationary measure. For every i ≥ 1 and a ∈ Zi, set

P (X0 = a) =
1

2i|Zi|
.

As this is an independent process, the stationary measure on X0 is a finite domi-
nating measure and for every n ≥ 1, varn(P) = 0 and hence

∑

n varn(P) = 0 < ∞.
By Theorem 1, this process has a representation as a deterministic randomMarkov
process. Note that any independent process is a random Markov process with a
finite expected look-back distance.

This process cannot, however, be represented as a deterministic randomMarkov
process with finite expected look-back distance. To see this, let (Li)i∈Z be any
sequence of look-back distances with which (Xi)i∈Z is a deterministic random
Markov process. Fix ℓ ≥ 1 and let k ≥ ℓ be the smallest integer such that
P (L0 > k) < 1

100·2ℓ
.

Fix any a1, a2, . . . , ak ∈ A and consider the probability that X0 ∈ Zℓ condi-
tioned on the event that for every i ∈ [1, k], X−i = ai. Then, as the process is
independent,

1

2ℓ
= P(X0 ∈ Zℓ) = P (X0 ∈ Zℓ | X−1 = a1, X−2 = a2, . . . , X−k = ak)

= P (X0 ∈ Zℓ, L0 ≤ k | X−1 = a1, X−2 = a2, . . . , X−k = ak)

+ P (X0 ∈ Zℓ, L0 > k | X−1 = a1, X−2 = a2, . . . , X−k = ak)

≤ P (X0 ∈ Zℓ, L0 ≤ k | X−1 = a1, X−2 = a2, . . . , X−k = ak)

+
1

2ℓ100
.

Thus,

P (X0 ∈ Zℓ, L0 ≤ k | X−1 = a1, X−2 = a2, . . . , X−k = ak) ≥
0.99

2ℓ
.

As this is a deterministic random Markov process, for each i ≤ k, there is at most
one element, a ∈ Zℓ for which the probability that X0 = a conditioned on the
fixed past and the event L0 = i is positive. Define the set

Aℓ,k =
{

z ∈ Zℓ | ∃ i ≤ k s.t.

P (X0 = z | L0 = i, X−1 = a1, X−2 = a2, . . . , X−i = ai) = 1
}

.
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Since a1, a2, . . . , ak are fixed, then since P is a probability measure, |Aℓ,k| ≤ k and

0.99

2ℓ
≤ P (X0 ∈ Zℓ, L0 ≤ k | X−1 = a1, X−2 = a2, . . . , X−k = ak)

= P (X0 ∈ Aℓ,k, L0 ≤ k | X−1 = a1, X−2 = a2, . . . , X−k = ak)

≤ P (X0 ∈ Aℓ,k | X−1 = a1, X−2 = a2, . . . , X−k = ak)

= P (X0 ∈ Aℓ,k)

=
|Aℓ,k|

2ℓ|Zℓ|
≤

k

2ℓ|Zℓ|
.(31)

Thus, by the inequalities in (31), k ≥ 0.99|Zℓ| and by the choice of k,

P (L0 > k − 1) = P (L0 ≥ k) ≥
1

100 · 2ℓ
.

In particular,

E (L0) ≥ kP (L0 ≥ k) ≥
0.99 · |Zℓ|

100 · 2ℓ
=

0.99 · 4ℓ

100 · 2ℓ
=

99 · 2ℓ

104
.

As ℓ was arbitrary, E (L0) = ∞. �

One of the key questions that Theorem 1 seeks to answer is which uniform
martingales on countably infinite alphabets are random Markov processes. The
following example shows that, in this respect, the results in Theorem 1 are best
possible. Example 5 below is a uniform martingale on a countable alphabet that
does not have a dominating measure and is not a random Markov process.
Consider the following example, showing that the properties of uniform mar-

tingales are not strong enough in general to guarantee that a uniform martingale
is a random Markov process, without the additional assumption of a finite dom-
inating measure. This key example shows that Theorem 1 is, in a strong sense,
best possible.

Example 5. The stochastic process presented here is similar to Example 3 and
is constructed as a joint distribution on pairs, where the first coordinate forms a
stationary random walk on N. The distribution of the second coordinate is given
in terms of the past values of the first coordinate.
Let (Bn)n∈Z be the biased random walk on N given, for i ≥ 2 and any n ∈ Z

by

P (Bn = i+ 1 | Bn−1 = i) = 1/3,

P (Bn = i− 1 | Bn−1 = i) = 2/3, and

P (Bn = 2 | Bn−1 = 1) = 1.

Let {π (i)}i∈N be the stationary distribution for the process (Bn)n∈Z. Then, sim-
ilarly to Example 3,

π (i) =

{

1
4

if i = 1,
3

2i+1 if i ≥ 2.
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The process (Bn)n∈Z is used to define another process (Yn)n∈Z such that, condi-
tioned on the event Bn = i, then Yn ∈ [1, i + 1]. On can think of the random
variable Bn indicating a ‘bin’ and Yn the position chosen within the Bn-th bin.
The process given in this example is defined so that, for every k ≥ 1,

(32) P(Y0 = i | B0 = B−2k = k, Y−2k = j) =

{

1
k

if i 6= j,

0 otherwise.

In all other cases, the state for Y0 is chosen independently at random. Note
that the state of B0 does not depend on the sequence (Yi)i<0. To be precise, the
g-function in question is defined by the following conditional probabilities. For
{kn}n≤0 and {jn}n≤0 such that for every n ≤ 0, jn ∈ {1, 2, . . . , kn + 1}, then

(33) P (B0 = k0, Y0 = j0 | (Bn)n<0 = (kn)n<0, (Yn)n<0 = (jn)n<0)

=



















































2
3(k0+1)

if k−1 ≥ 2, k−1 = k0 − 1, and, k0 6= k−2k0

2
3k0

if k−1 ≥ 2, k−1 = k0 − 1, k0 = k−2k0, and, j0 6= j−2k0
1

3(k0+1)
if k−1 ≥ 2, k−1 = k0 + 1, and, k0 6= k−2k0

1
3k0

if k−1 ≥ 2, k−1 = k0 + 1, k0 = k−2k0 , and, j0 6= j−2k0
1
3

if k0 = 2, k−1 = 1, and, k−4 6= 2
1
2

if k0 = 2, k−1 = 1, k−4 = 2, and, j0 6= j−4

0 otherwise.

The measure is constructed by recursively defining measures on cylinder sets,
using the recursive technique described in the introduction. Let P0 be the measure
for the stationary process given by the random walk (Bn)n∈Z.

For every k ≥ 1, µk will be a measure on (N×N)k that satisfies the g-function
33 and with the property that for every k ≥ 0, if min{a0, a1, . . . , a2k} > k and
j0, j1, . . . , j2k are such that for each ℓ ∈ [0, 2k], jℓ ∈ [1, aℓ + 1], then

(34) µ2k+1 (B0 = a0, Y0 = j0, B1 = a1, Y1 = j1, . . . , B2k = a2k, Y2k = j2k)

= P0 (B0 = a0, B1 = a1, . . . , B2k = a2k)

2k
∏

i=0

1

ai + 1
.

In particular, if for each ℓ ∈ [1, 2k], |aℓ − aℓ−1| = 1, then in particular,

µ2k+1 (B0 = a0, Y0 = j0, B1 = a1, Y1 = j1, . . . , B2k = a2k, Y2k = j2k) > 0.

Define the measure µ1 so that for any i ≥ 1 and j ∈ [1, i+ 1],

µ1(B1 = i, Y1 = j) = P0(B1 = i)
1

i+ 1
.

Define the measure µ2 for i1, i2 ≥ 1, j1 ∈ [1, i1 + 1] and j2 ∈ [1, i2 + 1] by

µ2(B1 = i1, Y1 = j1, B2 = i2, Y2 = j2) = P0(B1 = i1, B2 = i2)
1

i1 + 1
·

1

i2 + 1
.

Note that the condition (34) is trivially satisfied for µ1.
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For each k ≥ 1, given µ2k and µ2k−1, define µ2k+1 as follows. For each ℓ ∈
[1, 2k + 1], let iℓ ≥ 1 and jℓ ∈ [1, iℓ + 1]. Define the following events:

E1 = {B1 = i1, Y1 = j1},

E2 = {B2 = i2, Y2 = j2, . . . , B2k = i2k, Y2k = j2k},

E3 = {B2k+1 = i2k+1, Y2k+1 = j2k+1}

Define the measure of the cylinder set E1 ∩E2 ∩E3 as follows. If either i1 6= k or
i2k+1 6= k, then define

µ2k+1 (E1 ∩ E2 ∩ E3) = µ2k(E1 | E2)µ2k−1(E2)µ2k(E3 | E2).

Note that if (34) is satisfied for µ2k−1, then it is also satisfied for µ2k+1.
If i1 = i2k+1 = k and j1 6= j2k+1, then define

µ2k+1 (E1 ∩ E2 ∩ E3)

= P0(B1 = i1 | B2 = i2)µ2k−1(E2)P0(B2k+1 = i2k+1 | B2k = i2k)
1

k2 + k
.

Otherwise, if i1 = i2k+1 = k and j1 = j2k+1, then define µ2k+1 (E1 ∩ E2 ∩ E3) = 0.
The measure µ2k+2 is defined by a single case. Define the events

E1 = {B1 = i1, Y1 = j1},

E2 = {B2 = i2, Y2 = j2, . . . , B2k+1 = i2k+1, Y2k+1 = j2k+1},

E3 = {B2k+2 = i2k+2, Y2k+2 = j2k+2}

and define the measure µ2k+2 on the cylinder set E1 ∩ E2 ∩ E3 by

µ2k+2(E1 ∩ E2 ∩ E3) = µ2k+1(E1 | E2)µ2k(E2)µ2k+1(E3 | E2).

The measures (µk)k≥1 are a consistent sequence of measures that define a sta-
tionary process on (N×N)Z with the property given by equation (32). The process
is a uniform martingale with n-th variation satisfying

var(n) ≤
2

n
.

Denote the measure of this process P and suppose, in hopes of a contradiction,
that ((N×N)Z,P) were a random Markov process with look-back distance (Li)i∈Z.
Fix k with the property that P(L0 = k) > 0.
Let n ≥ 2k and consider the event

En =

{

{B−1 = n + 1, B−2 = n+ 2, . . . , B−k = n + 1} k odd

{B−1 = n + 1, B−2 = n+ 2, . . . , B−k = n + 2} k even.

Then, the event Fn = En ∩ {Y−1 = · · · = Y−k = 1} has positive measure by
equation (34). Conditioned on the event Fn, either B0 = n or B0 = n + 2 with
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probability 1. For every j ∈ [1, n + 1], there is a past, contained in Fn with
B−2n = n and Y−2n = j. Thus,

P(B0 = n, Y0 = j, L0 = k | Fn)

= P(B0 = n, Y0 = j, L0 = k | Fn, B−2n = n, Y−2n = j) = 0.

Similarly, for every j ∈ [1, n+ 3],

P(B0 = n+ 2, Y0 = j, L0 = k | Fn)

= P(B0 = n, Y0 = j, L0 = k | Fn, B−2n−2 = n + 2, Y−2n−2 = j) = 0.

Then,

P(L0 = k | Fn) =

n+1
∑

j=1

P(B0 = n, Y0 = j, L0 = k | Fn)+

n+3
∑

ℓ=1

P(B0 = n + 2, Y0 = j, L0 = k | Fn)

= 0,

contradicting the assumption that P(L0 = k) > 0, since P(Fn) > 0 and the events
Fn and {L0 = k} are independent.

The details are not given here, but one could prove that the measure constructed
in this example is reversible.

Therefore, this process is not a random Markov process. �

Example 5 shows that something stronger than the assumptions in the defi-
nition of a uniform martingale is needed to guarantee that a stationary process
is a random Markov process. However, random Markov processes do not obey
the dominating measure condition (Definition 3) in general; while every random
Markov chain on a finite state space has a finite dominating measure, this need
not be the case when the alphabet is infinite. We illustrate this by the following
much simpler example.

Example 6. Consider the following Markov chain on the state space Z
+. Define

the transition probabilities, for each n ≥ 1 by

P (X0 = 1 | X−1 = n) =
1

2

P (X0 = n+ 1 | X−1 = n) =
1

2
.

Then, (Xi)i∈Z has a stationary probability measure with P (X0 = n) = 1
2n
. As

(

(Xi)i∈Z ,P
)

is a Markov chain with a stationary probability measure, this process
is also a random Markov chain. However, there can be no finite dominating
measure. �
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3. Uncountable alphabets

Example 5 in the previous section demonstrates that the notions of uniform
martingale and random Markov process are not equivalent when the alphabet for
the process is infinite. In this section, another condition is considered which im-
plies that a process is a random Markov process, even for uncountable alphabets.
Recall that a stationary process

(

(Xn)n∈Z ,P
)

, on alphabet A, satisfies Berbee’s
ratio condition (see Definition 5) iff for every ε > 0, there is an n so that for every
ω ∈ AZ−

and E0, a measurable subset of A,

(35)

∣

∣

∣

∣

P (X0 ∈ E0 | X−1 = ω−1, . . .)

P (X0 ∈ E0 | X−1 = ω−1, . . . , X−n = ω−n)
− 1

∣

∣

∣

∣

< ε.

The above choice of ratio is chosen so that if the denominator is 0 then the
numerator is also. Thus, adopting the convention that 0

0
= 1, the fraction in (35)

is well-defined for all A and ω.
While any stationary process that satisfies the ratio condition is certainly a

uniform martingale, the converse need not be true, in general. Indeed, we now
give a series of examples illustrating the differences between these notions.
First, the idea behind Example 5 is modified to explicitly construct an example

of a uniform martingale on an uncountable alphabet that has a dominating mea-
sure, is not a random Markov process and does not satisfy the ratio condition.
Note that by Theorem 3, it must be the case that any such stationary process
does not satisfy Berbee’s ratio condition.

Example 7. Let A = (0, 1] be the half-open unit interval and let λ be the usual
Lebesgue measure on A. The example given here is a uniform martingale on
A, with stationary measure λ and finite dominating measure 2 · λ that is not a
random Markov process.
For every x ∈ (0, 1], there is a unique pair (i, r) with i ≥ 1 and r ∈ (0, 1] so that

x = 1
2i
(1 + r). The alphabet A is treated equivalently as (0, 1] and as Z+ × (0, 1]

and the values of i and r are used below to simplify the definition of the process
and g-function. On Z

+ × (0, 1], Lebesgue measure λ can be given by choosing i
and r independently, with P(i = i0) =

1
2i0

and r chosen according to λ.
For every k ≥ 1 and j ∈ {1, 2, . . . , k}, define

(36) Ik,j =

(

j − 1

k
,
j

k

]

These sets will play the role of the ‘bins’ as in Example 5.
The stationary process ((Xn, Rn)n∈Z,P) constructed in this section has con-

ditional probabilities given as follows. For every (in, rn)n<0 ⊆ (Z+ × (0, 1])Z
−

,
i0 ∈ Z

+, and measurable set E0 ⊆ (0, 1],

(37) P (X0 = i0, R0 ∈ E0 | X−1 = i−1, R−1 = r−1, X−2 = i−2, R−2 = r−2, . . .)

=

{

1
2i0

λ(E∩Ic
k,ℓ

)

1−1/k
if i−1 = · · · = i−k+1 = 1, i−k = k, and r−k ∈ Ik,ℓ

1
2i0

λ(E) otherwise.
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That is, the values of i0 are always ℓ with probability 2−ℓ and r0 is chosen according
to Lebesgue measure unless i−1 = · · · = i−k+1 = 1 and i−k = k, in which case, r0
is chosen in a bin different from the bin containing r−k.

To see that any stationary process that satisfies equation (37) is a uniform

martingale (Definition 2), fix (ij , rj)j<0 ⊆ (Z+ × (0, 1])Z
−

, i0 ∈ Z
+, n ≥ 1 and let

E0 ⊆ (0, 1] be a measurable set. If for some m ≥ n + 1, i−1 = · · · = i−m+1 = 1,
then for some ℓ ∈ {1, 2, . . . , m},

|P (X0 = i0, R0 ∈ E0 | X−1 = i−1, R−1 = r−1, . . .)

− P (X0 = i0, R0 ∈ E0 | X−1 = i−1, R−1 = r−1, . . . , X−n = i−n, R−n = r−n) |

≤
1

2i0

∣

∣

∣

∣

λ(E0 ∩ Icm,ℓ)

1− 1/m
− λ(E0)

∣

∣

∣

∣

=
1

2i0

∣

∣

∣

∣

λ(E0 ∩ Icm,ℓ)

m− 1
− λ(E0 ∩ Im,ℓ)

∣

∣

∣

∣

≤
1

2

(

1− 1/m

m− 1
+

1

m

)

=
1

m
≤

1

n+ 1
.

Otherwise,

P (X0 = i0, R0 ∈ E0 | X−1 = i−1, R−1 = r−1, . . .) =

P (X0 = i0, R0 ∈ E0 | X−1 = i−1, R−1 = r−1, . . . , X−n = i−n, R−n = r−n)

Further, to see that any stationary process satisfying equation (37) has 2 · λ as
a finite dominating measure, note that for any m ≥ 1, ℓ ∈ {1, 2, . . . , m},

λ(E ∩ Icm,ℓ)

1− 1/k
≤ 2λ(E).

Rather than appealing to fixed-point theorems to show that there is at least
one stationary process satisfying equation (37), such a measure can be explicitly
constructed by recursion in order to guarantee that certain natural sets have
positive measure. Some details of this construction are given here and closely
follow the construction method used in Example 5.

A sequence of consistent measures (µk)k≥1 is constructed so that for each k ≥ 1,
µk is a measure on (Z+ × (0, 1])k and with elements of (Z+ × (0, 1])k defined by
X1, . . . , Xk ∈ Z

+ and R1, . . . , Rk ∈ (0, 1]. The measures constructed will have the
property that for every ℓ ≤ k − 1, i1, i2, . . . , ik does not contain a subsequence of
length ℓ of the form ℓ, 1, 1, . . . , 1, then

(38) µk(X1 = i1, R1 ∈ E1, X2 = i2, R2 ∈ E2, . . . , Xk = ik, Rk ∈ Ek)

=
1

2i1+i2+···+ik

k
∏

j=1

λ(Ej).
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That is, except for certain special choices of i1, i2, . . . , ik, the measure µk will
couple the measure on each coordinate independently.
To start the recursion, let µ1 ∼ λ be the usual Lebesgue measure and let

µ2 ∼ λ × λ be the usual product measure with λ. Both measures µ1 and µ2

satisfy condition (38) trivially.
For the recursion step, fix k ≥ 3 and suppose that µk−1 and µk−2 have been

defined and satisfy the condition in equation (38). Fix i1, i2, . . . , ik ∈ Z
+ and let

E1, E2, . . . Ek ⊆ (0, 1] be measurable sets. Without loss of generality, assume that
for every j ∈ [1, k], there exists ℓ ∈ [1, k−1] so that Ej ⊆ Ik−1,ℓ. The measure can
subsequently be defined on arbitrary sets by taking finite disjoint unions. Define
the events

F1 = {X1 = i1, R1 ∈ E1}

Fk−2 =

{

X2 = i2, R2 ∈ E2, X3 = i3, R3 ∈ E3, . . . , Xk−1 = ik−1, Rk−1 ∈ Ek−1

}

Fk = {Xk = ik, Rk ∈ Ek}

In order to define µk(F1∩Fk−2∩Fk), the measures µk−2, µk−1 are used to define
an coupling of µk−1(F1 ∩ Fk−2) and µ(Fk−2 ∩ Fk) in a way that satisfies equation
(38) and condition (37).
If i1 = k − 1 and i2 = · · · = ik−1 = 1, then let ℓ1, ℓ2 be such that E1 ⊆ Ik−1,ℓ1

and Ek ⊆ Ik−1,ℓ2. Define

(39) µk (F1 ∩ Fk−2 ∩ Fk) = µk−2(Fk−2) ·

{

1
2ik

1
2i1

λ(E1)λ(Ek) ·
k−1
k−2

if ℓ1 6= ℓ2
0 if ℓ1 = ℓ2.

Otherwise, define

(40) µk (F1 ∩ Fk−2 ∩ Fk) = µk−2 (Fk−2) · µk−1 (F1 | Fk−2) · µk−1 (Fk | Fk−2) .

Using the Carathéodory extension theorem, the measure µk is extended from
cylinder sets to all measurable sets.
One can show that the measure µk defined by equations (39) and (40) satisfy

conditions (37) and (38) and in particular, for every k, ℓ,

P (X−k = k,X−k+1 = 1, · · · , X−1 = 1, X0 = ℓ) > 0.

This completes the construction of the sequence of consistent measures (µk)k≥1

that are stationary by construction. Thus, by the Kolmogorov extension theorem,
there is a measure P on (Z+×(0, 1])Z with marginals given by the measures (µk)k≥1

that is stationary by construction and satisfies conditions (37) and (38).
To see that this uniform martingale is not a randomMarkov process, suppose, in

hopes of a contradiction that it were and let k be such that P(L0 = k) > 0. Then,
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for r−1, r−2, . . . , r−k+1 ∈ (0, 1] and every j ≥ 1 and E0 ∈ (0, 1] be measurable,

P

(

X0 = j, R0 ∈ E0 ∧ L0 = k | X−1 = 1, R−1 = r1, . . . ,

X−k+1 = 1, R−k+1 = r−k+1

)

= P

(

X0 = j, R0 ∈ E0 ∧ L0 = k | X−1 = 1, R−1 = r1, . . . ,

X−k+1 = 1, R−k+1 = r−k+1, X−k = k, R−k = j

)

= 0.

As j, r and r−1, . . . , r−k+1 were arbitrary,

P(L0 = k | X−1 = X−2 = · · · = X−k+1 = 1) = 0,

contradicting the assumption that these events are independent and occur with
positive probability. Therefore, the process is not a random Markov process. �

While a stationary process that satisfies the ratio condition is a uniform mar-
tingale, it need not have a dominating measure, as the following examples show.

Example 8. Two examples are given of processes without dominating measures
that satisfy the ratio condition. For the first, consider the measure on N

Z, given
by setting, for each n ≥ 1,

P (. . . , X−1 = n,X0 = n,X1 = n,X2 = n, . . .) =
1

2n
.

This certainly satisfies the ratio condition and has no finite dominating measure.
�

The next example is a process that satisfies the ratio condition without having
dominating measure that is also ergodic and mixing.

Example 9. Consider again a measure on doubly infinite words on N, with the
measure on X0 given in terms of the values of X−1 and X−2. Define

(41) P (X0 = c | X−1 = a,X−2 = b) =



















1
2

if a 6= b and c = a,
2−c−1

1−2−a if a 6= b and c 6= a,

0 if a = b = c, and
2−c

1−2−b if a = b and c 6= b.

At stationary process satisfying equation (41) is a 2-step Markov process with
stationary measure on pairs satisfying

(42) P (X0 = a,X1 = b) =

{

3
4
· 1
2a+b if a 6= b

3
4
· 1
2a

(

1− 1
2a

)

if a = b.
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Thus, the stationary distribution on any particular coordinate is

P (X0 = a) =
3

2

1

2a

(

1−
1

2a

)

.

This process satisfies the ratio condition, Definition 5, as it is a two-step Markov
chain. While (Xi)i∈Z is a uniform martingale, this process does not have a finite
dominating measure as, for example, a dominating measure would have to give
measure at least 1

2
to each integer. �

These examples show that, in terms of the conditions considered here, the
implication in the following theorem is as strong as possible. This proof is closely
related to that given by Kalikow [8] for 2-letter alphabets. Recall Theorem 3:

Theorem 3. Let A be any set and Ω = AZ. Let P be a stationary probability
measure on Ω so that (Ω,P) satisfies the ratio condition as in Definition 5, then
(Ω,P) is a random Markov process.

Proof. Let (pi)i≥1 ⊆ (0, 1) with
∑∞

i=1 pi = 1. It is shown in this proof that

there is a sequence {ni}i≥1 and a process (Ln)n∈Z with a coupling P̂ such that
(

(Xn, Ln)n∈Z , P̂
)

is a random Markov process and for each i ≥ 1, P̂ (L0 = ni) =
pi.
The sequence ni is chosen recursively. Using the ratio condition, as in Definition

5, choose n1 large enough so that for all n ≥ n1, and for all ω, E,
∣

∣

∣

∣

P (X0 ∈ E | X−1 = ω−1, . . .)

P (X0 ∈ E | X−1 = ω−1, . . . , X−n = ω−n)
− 1

∣

∣

∣

∣

<
p1
2
.

For all i ≥ 1, given ni, choose ni+1 ≥ ni to be such that for all n ≥ ni+1, for all
ω, E

∣

∣

∣

∣

P (X0 ∈ E | X−1 = ω−1, . . .)

P (X0 ∈ E | X−1 = ω−1, . . . , X−n = ω−n)
− 1

∣

∣

∣

∣

<
pi+1

2
∑

j≤i+1 pj
.

For every i ≥ 1, ω, define a measure, µω,i on A by

µω,i (E) = P (X0 ∈ E | X−1 = ω−1, . . . , X−ni
= ω−ni

) .

As in the proof of Theorem 1, the goal is to show that there is a joint distribution
with a process (Ln)n∈Z so that

µω,i (E) = P̂ (X0 ∈ E | X−1 = ω−1, . . . , X−n = ω−n ∧ L0 ≤ ni) .

For each i ≥ 1, define another measure τω,i as follows. For i = 1, set τω,1 = µω,1

and for i ≥ 1 define

(43) τω,i+1 (E) =
1

pi+1

((

∑

j≤i+1

pj

)

µω,i+1 (E)−

(

∑

j≤i

pj

)

µω,i (E)

)

.

Since µω,i and µω,i+1 are both probability measures on A, τω,i+1 is a signed
measure on A with τω,i (A) = 1. Note also, that by definition, for every measurable
set E and every i, the function ω 7→ µω,i(E) is a P-measurable function of ω.
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Thus, the function ω 7→ τω,i(E) is also P-measurable. To show that τω,i+1 is also
a positive measure, note that for every event E,

µω,i+1 (E)

µω,i (E)
=

P
(

X0 ∈ E | X−1 = ω−1, . . . , X−ni+1
= ω−ni+1

)

P (X0 ∈ E | X−1 = ω−1, . . . , X−ni
= ω−ni

)

=
P
(

X0 ∈ E | X−1 = ω−1, . . . , X−ni+1
= ω−ni+1

)

P (X0 ∈ E | X−1 = ω−1, . . .)

·
P (X0 ∈ E | X−1 = ω−1, . . .)

P (X0 ∈ E | X−1 = ω−1, . . . , X−ni
= ω−ni

)

≥

(

1−
pi+1

2
∑

j≤i+1 pj

)(

1 +
pi+1

2
∑

j≤i+1 pj

)−1

≥ 1−
pi+1

∑

j≤i+1 pj
=

∑

j≤i pj
∑

j≤i+1 pj
.

Thus,
(

∑

j≤i+1 pj

)

µω,i+1 (E) ≥
(

∑

j≤i pj

)

µω,i (E) which implies that for every

event E, τω,i+1 (E) ≥ 0.

The measure P̂ is defined so that for each i, ω and E.

(44) P̂ (X0 ∈ E | X−1 = ω−1, . . . , X−ni
= ω−ni

∧ L0 = ni) = τω,i (E) .

Equation (44) can be used together with the original measure P and the fact that

τω,i(E) is a P-measurable function of ω, to define a probability measure, P̂ on the
doubly infinite sequences (Xn, Ln)n∈Z.

�

4. Conclusion

Many new problems have been raised about extending results about random
Markov process on finite alphabets to processes on infinite alphabets. The ques-
tion of whether or not a uniform martingale has a representation as a random
Markov process with finite expected look-back distance is of interest in light of
the result of Kalikow [8] regarding sufficient conditions for a process to be weak-
Bernoulli. Kalikow [8] showed that a finite state random Markov process with
finite expected look-back distance and satisfying some other conditions such as be-
ing weak-mixing or having some state whose probability given any past is bounded
away from 0, is weak-Bernoulli. While this result [8, Theorem 7] was stated only
for processes on finite alphabets, the proof remains valid for countable alphabets.

In general, it remains unknown whether every uniform martingale on a count-
able alphabet with a finite dominating measure and

∑

n varn (P) < ∞ has a
representation as a random Markov process with finite expected look-back dis-
tance. If this is not true, there are some special cases raised by previous work on
random Markov processes that remain of interest.

One area in which open questions remain are the connections between uniform
martingales, random Markov processes and extension of processes, as in the sense
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used in isomorphism ergodic theory. Recall that the shift map T on doubly
infinite words is the function (ωi)i∈Z 7→ (ωi+1)i∈Z. A stationary process (Xi)i∈Z
on an alphabet A is said to extend to a stationary process (Yi)i∈Z on an alphabet
A′ iff there is a function f : AZ → A′Z that is measurable, measure preserving
and commutes with the shift operator.
Kalikow, Katznelson, and Weiss [10] showed that every zero-entropy process

can be extended to a uniform martingale on a finite alphabet. One could ask
whether every zero-entropy process be extended to a uniform martingale on a
countable alphabet with

∑

n varn < ∞?
In [9], Kalikow proved that every process can be extended to a uniform martin-

gale, and in fact to a random Markov process. In this paper we have established
that it is of particular interest when such a process has a finite dominating mea-
sure for the present given the past. A further direction would be to establish
necessary and sufficient conditions for a process to be extendable to a random
Markov process with a finite dominating measure. In particular, since a process
has finite entropy iff it can be displayed as process with a finite alphabet, one
interesting question is whether every process with finite entropy can be extended
to a random Markov process with a finite alphabet. This question was previously
posed by Kalikow in [8].
In this paper and in a previous paper by Kalikow [9], processes with a countable

alphabet have been studied in terms of the categories in which such processes can
be displayed. Here, we have also displayed finite processes as deterministic ran-
dom Markov processes and looked at categories of processes with an uncountable
alphabet. Isomorphism ergodic theory was launched by Don Ornstein with his
isomorphism theorem and since then a great many theorems about isomorphism
classes have been proved and extended to processes with a countable and uncount-
able alphabets. Now that we have displayed these additional ways of looking at
such processes, it is our hope that future work will extend isomorphism ergodic
theory to study these classifications also.
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France 65 (1937), 132–148. MR 1505076

6. Paul Hulse, An example of non-unique g-measures, Ergodic Theory Dynam. Systems 26

(2006), no. 2, 439–445. MR 2218769 (2007i:28022)
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14. R. Daniel Mauldin and Mariusz Urbański, Gibbs states on the symbolic space over an infinite

alphabet, Israel J. Math. 125 (2001), 93–130. MR 1853808 (2002k:37048)
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