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In conventional s-wave superconductors, only magnetic impurities exhibit impurity bound states,
whereas for an s± order parameter they can occur for both magnetic and non-magnetic impurities.
Impurity bound states in superconductors can thus provide important insight into the order pa-
rameter. Here, we present a combined experimental and theoretical study of native and engineered
iron-site defects in LiFeAs. Detailed comparison of tunneling spectra measured on impurities with
spin fluctuation theory reveals a continuous evolution from negligible impurity bound state features
for weaker scattering potential to clearly detectable states for somewhat stronger scattering poten-
tials. All bound states for these intermediate strength potentials are pinned at or close to the gap
edge of the smaller gap, a phenomenon that we explain and ascribe to multi-orbital physics.

PACS numbers: 75.25.-j, 74.55.+v, 74.70.Xa

While there is strong evidence for s± superconductiv-
ity in many of the iron-based superconductors, this may
not be universal, and in some of them there are claims
that other order parameters prevail1,2. LiFeAs is a sto-
ichiometric superconductor (Tc = 17 K), making it par-
ticularly amenable to a comparison with theory. Further,
it exhibits an atomically flat non-polar surface that does
not undergo reconstruction – making it suitable for spec-
troscopic studies of the order parameter by ARPES and
STM. Crude aspects of the gap structure of LiFeAs have
now been fairly well established by these methods3–7.
The overall agreement of multiple experimental groups
and methods led to several theoretical attempts8–12 to
calculate the detailed gap function, all of which led to the
identification of sign-changing s-wave gaps, but differed
on the sets of Fermi surface pockets that manifested the
same sign. Disputes over these details illustrate the cur-
rent capabilities of materials-specific calculations of su-
perconducting properties. One way to distinguish among
these various proposals is to test their predictive power
for impurity states, sensitive probes of gap symmetry and
structure.

In the past several years, significant progress has been
made in realistic simulations of the STM tunneling con-
ductance in superconductors13–16. In the present work,
we compare theoretical predictions of conductance spec-
tra for LiFeAs with experiment. While the results may
not provide direct information on the origin of Fe-based
superconductivity, they are an important indicator of the

state of progress towards a quantitative theory of super-
conductivity in these materials. To this end we study
iron-site defects, both engineered by deliberate addition
of manganese, cobalt and nickel during the growth of the
crystals as well as native defects.

LiFeAs crystals cleave between the Li layers, expos-
ing a square lattice of lithium atoms at the surface [see
Fig. 1(a)]. The square lattice seen in STM topography
has an orientation and lattice constant compatible with
the positions of the As or Li atoms on the surface and
is rotated 45◦ with respect to the iron square lattice.
Experiments were performed in a home-built low tem-
perature STM operating at temperatures down to 1.5 K
and in magnetic fields up to 14 T in cryogenic vacuum17.
The surface was prepared by in-situ cleaving at low tem-
peratures. We used STM tips cut from a PtIr wire. Bias
voltages are applied to the sample, with the tip at vir-
tual ground. Differential conductance spectra have been
recorded through a lock-in amplifier with f = 413 Hz
and a modulation of Vmod = 500 µV, unless stated oth-
erwise. Data obtained in the superconducting state have
been recorded at a temperature of 1.5 K.

The defects discussed here are all substituted at the
iron site, which has a D2 symmetry. In topographic STM
images, the defects share a common overall appearance,
which however differs in details [compare Fig. 1(b)-(f)]
such as the apparent height and the spatial extent. ”En-
gineered” (chemically substituted) defects can be identi-
fied from the topographic imaging as they exhibit a differ-
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FIG. 1. Appearance of Iron-site defects. (a) Atomic
configuration of the crystal structure of LiFeAs. The defect
site is highlighted in black. The gray dots represent Li atoms,
red dots represent Fe atoms and blue dots represent As atoms.
(b-f) Topographs showing (b) a native defect of type Fe-D2,
(c) a native defect of type Fe-D2-2, (d) a single Ni impurity,
(e) a Co impurity and (f) a Mn impurity. Topographs in (b-f)
are imaged at (Vs = −50mV, 50pA (Fe-D2), 50pA (Fe-D2-
2)), 50pA (Ni), 100pA (Co), I = 300pA (Mn). (g) Line cuts
along the impurities (b-f). The direction of the line cuts along
and normal to the impurity are indicated by a dotted lines in
(b-f). (h) Line cuts taken normal to the impurities.

ent apparent height in comparison to intrinsic defects in
LiFeAs18 as well as by their concentration. Fig. 1(g),(h)
shows line cuts taken along the main axis and normal
to it through the defects. All images in Fig. 1 were ob-
tained using the same bias voltage, −50 mV. The height
with which the defects are seen in topographic images is
largest for the native iron-site defects and smallest for
cobalt defects, whereas Ni and Mn show similar profiles.
Not only the apparent height, but also the separation of
the maxima changes for different types of iron-site de-
fects.

Tunneling spectra obtained on both engineered and na-
tive iron-site defects are shown in Fig. 2. Next to the
differential conductance spectra g(V ), we also plot the
change in differential conductance due to presence of the
impurity δg(V ) = gimp(V )−g0(V ). Of the engineered de-
fects, Mn, Co and Ni, only for Ni is a clear bound state
seen. Mn and Co, which both differ by only one electron
from iron in the occupation of their d-orbital, show only
weak changes in the tunneling spectrum.

A slight suppression of the coherence peaks is detected
for both, Mn and Co, defects. Subtracted spectra reveal
a weak bound state for Co (see Fig. 2(c)). The rather
weak influence of cobalt defects on superconductivity is
consistent with previous STM/STS reports in NaFeAs19.

Nickel, which has an almost full d shell, exhibits a
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FIG. 2. Impurity bound states. (a) Topography showing
a single manganese impurity (Vs = −50mV, Is = 300pA,
4.5 × 4.5 nm2). (b) Tunneling spectra taken at the impurity
site of single Mn, Co, Ni and native iron-site defects. The
position of the spectra recorded are color coded as shown in
(a). Vertical dashed lines indicate the bias corresponding to
∆1 at ±6 meV, ∆2 at ±3 meV, and EF at 0 meV. Spectra
are normalized at −15mV. (c) Difference δg(V ) between the
impurity spectrum gimp(V ) and a spectrum obtained with the
same tip on the bare surface (g0(V )).

stronger scattering potential. Spectra reveal indeed a
much stronger bound state at the smaller, positive bias
gap edge [Fig. 2(b)] compared to cobalt and manganese.
The bound state is strongest at the center between the
two lobes and exhibits a pronounced asymmetry between
positive and negative bias voltages. Outside the super-
conducting gap, within ±50 meV, there is no significant
modification of the tunneling spectrum in comparison to
the clean surface.

Native iron-site defects occurring in as-grown LiFeAs
have been reported previously18. These defects are most
likely due to impurities in the source materials, e.g. Si or
Al, substitution by other elements of the growth materi-
als, i.e. Li or As, or iron-site vacancies20. Our spectra
show a strong bound state resonance near the smaller su-
perconducting gap at positive bias voltages. This bound
state has been observed previously. Here, however, due
to the higher energy resolution, we can clearly determine
its energy, as it is resolved separate from the coherence
peak of the larger gap. As already seen to a much weaker
extent in the case of Nickel, the defect spectrum again
exhibits a pronounced particle-hole asymmetry.
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Defect nd EB/∆i Height h (pm) w (nm) ∆E (eV)

Mn 5 - 14.92 0.44 0.27 (0.28)

Co 7 1.0 4.50 0.74 -0.32 (-0.35)

Ni 8 1.06 15.21 0.78 -1.76 (-0.87)

Fe-D2-2 - 1.0 15.28 0.98 –

Fe-D2 - 0.92 35.46 0.50 –

TABLE I. Summary of defects: nd is the d-shell configura-
tion of the free impurity atoms if known, EB/∆i is the bound
state energy (EB) normalized to the inner gap (∆i) deter-
mined from spectra taken on the clean STS (3 ± 0.2mV), h
the apparent height of the defect from STM images obtained
at −50mV, and w the distance between the maxima (see also
Fig. 1g). The last column shows the calculated onsite poten-
tial (orbitally averaged and unrenormalized) difference at the
impurity for LiFeAs and in brackets the values for LaFeAsO
as reported in Ref. 21.

A remarkable feature of all Fe-site defects, which
clearly differ substantially in strength of their scatter-
ing potential, evidenced from the differing strengths of
the bound state features, is that they are all located at
roughly the same energy, namely at positive bias close
to the position of the smaller gap feature, as indicated
by the vertical dashed line at 3 meV in Fig. 2. While
in a sign-changing superconductor one naively expects a
weak nonmagnetic impurity potential to create a bound
state just below the gap edge, the features observed here
are not located there. Instead, they are located at the
gap edge, in a region of continuum states that one might
expect to completely damp such a state.

Theory. We model impurities and the electronic struc-
ture of the host on the same footing, as a step towards a
quantitative theory of Fe-based superconductivity gener-
ally, as well as an attempt to understand which aspects
of the superconducting gap structure and symmetry are
probed by impurity states in this case. For the calcu-
lations we used a 5-orbital tight-binding model, down-
folded from a 10-orbital model from Ref. 22. Imposing
an overall renormalization factor Z = 1/2 due to correla-
tions yields the correct magnitude of the superconducting
gap and roughly agrees with observed renormalizations
of the electronic structure in the normal state. Transi-
tion metal (TM) impurity potentials are obtained using
the methods of Ref. 23. The local density of states in
the superconducting state with a spin-fluctuation gener-
ated order parameter is calculated using a combination
of the T-matrix approximation and the Wannier function
approach of Refs. 14, 15, and 22. The result for the su-
perconducting gap on the Fermi surface is shown in Fig.
3(b). The model exhibits a density of states with two gap
features as shown in Fig. 3(a) (dash-dotted line). Note
that the superconducting gap without sign change (s++)
is constructed from the calculated s± gap such that the
gap functions on each Fermi surface sheet have identical
absolute values. In this case, the density of states of the
clean material is the same for both gaps and differences
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FIG. 3. (a) Lattice LDOS for an s± order parameter and a
Ni impurity. Note the strong enhancement at negative bias at
the NN and NNN positions relative to the impurity. (b) Su-
perconducting order parameter on the Fermi surface for the
two scenarios: Sign-changing s± order parameter as obtained
from spin-fluctuation pairing calculations (top) and s++ order
parameter with identical gap magnitudes, but everywhere the
same sign, yielding an identical density of states in the homo-
geneous case. (c) Continuum LDOS in [eV bohr3]−1, taking
into account the coupling of the electronic states to the tip
(“NN” refers here to the cLDOS at the dimer maximum, as
in experiment (see Fig. 2(a)). The largest change in the den-
sity of states due to the defect is now seen at positive bias.
(d) The continuum LDOS obtained assuming the same gap
magnitude but with equal signs of the order parameter on
all Fermi surfaces (s++). The change in the LDOS on the
impurity is almost symmetric with respect to zero bias.

between the two scenarios arise only due to in-gap states
near defects. In summary, we calculate the continuum
LDOS (cLDOS) ρ(r, ω) at the coordinates r = (x, y, z)
of the STM tip such that the differential conductance in
a STM experiment at a given bias voltage V is given by24

g(r, eV ) =
4πe

h̄
ρt(0)|M |2ρ(r, eV ) = αρ(r, eV ) , (1)

where all terms independent of the position and energy
have been collected into the constant α, ρt(0) is the DOS
of the tip and M the matrix element for tunneling be-
tween tip and surface.
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FIG. 4. Continuum LDOS (a) close to a Mn, (b) Co, and (c) Ni impurity and the corresponding difference spectra (e-g)
calculated for the sign-changing order parameter which is shown in the inset of (e). The inset in (f) shows a map of continuum
LDOS close to a Ni impurity on an area of 1 nm × 1 nm together with the positions of the spectra. All impurity potentials
divided by 2.5 relative to ab initio calculations. To model a native defect, a phenomenological potential of V µµimp = −1.3 eV is
used, yielding a spectrum comparable to those observed experimentally (d,h) .

The orbitally averaged potentials obtained from our ab
initio studies for Ni, Mn, Co are summarized, together
with the experimental results, in Table I and are very
similar in magnitude to those calculated earlier for a dif-
ferent compound21. The orbital dependence of the impu-
rity potentials is not very pronounced, but has been taken
into account for the following calculation. We start with
a discussion of the results for a Ni impurity where the on-
site impurity potential, like all potentials in this study,
has been renormalized downward by a factor 2.5. First,
we note that a lattice calculation does not reflect the
correct spatial symmetry of the LDOS at the surface14

and hence cannot be expected to yield a description of
the tunneling spectra. The calculation of the contin-
uum LDOS based on including the Wannier functions
correctly reflects the local environment of the atoms at
the surface and naturally yields a dimer structure in the
direction of the NN As atoms on the surface14.

Calculating spectra for the native defects shown in
Figs. 1 and 2 is difficult to perform within the same
framework as that used to analyze the TM impurities
for two reasons. The chemical identity of these defects
can at best be guessed, except for the fact that they are
Fe-centered. Possible candidates include Fe vacancies or
substitutions on the Fe site, or directly above it in the
crystal.

First principles analysis of the simplest possibility, the
Fe vacancy, indicates that the impurity potential is long-
range, rendering the t-matrix calculation of the impu-
rity influence significantly more expensive. We therefore
present results for a simple phenomenological on-site po-

tential and treat it within the same t-matrix approxi-
mation as for the TM impurities, tuning its strength to
reproduce the resonance energy as observed in experi-
ment. The resulting on-site potential of -1.3 eV is found
also to reproduce the dimer pattern conductance map, as
expected from Ref. 14.

While for a lattice calculation, the Ni impurity has
largest effect at negative bias, see Fig. 3(a), in the con-
tinuum LDOS shown in Fig. 3(c) we see that the bound
states occur at positive bias independent of the relative
position to the impurity, in agreement with experiment.
The improved treatment of particle-hole weights as fea-
ture related to superconductivity was noted earlier15 and
is generally due to a cancellation of NN and NNN Wan-
nier functions.

The calculated spectra are obtained for a fixed tip
height, which is different from the experiment where
spectra are recorded after switching off the feedback loop
which controls the tip-sample distance. This implies that
the tip-sample distance in the experiment will not be
identical between spectra taken at different positions.
Note that topographic STM images exhibit a maximum
in the height on the lobes of the geometric dimers (see
fig. 1), implying that the conductance would be larger
if it were measured at the same height as on the clean
surface. In the calculations, this enhancement is also vis-
ible at larger energies than the superconducting order
parameter, and is mostly a normal state property of the
impurities.

In contrast, a calculation where the order parameter
is forced to have identical magnitudes but positive sign
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on all bands (Fig. 3(d)) shows no impurity bound states,
as expected. Results for continuum spectra for all three
TM impurities are compared in Fig. 4. In each case,
the ab initio impurity potentials have been divided by a
factor of 2.5. As in experiment, there is little influence
from Co and Mn impurities as it can be easiest seen in
the difference spectra (fig. 4(e,f)). For Ni however the
impurity resonance is located primarily on the positive
bias side, at the position of the lower gap edge which
is also true for the phenomenological impurity potential
V µµimp = −1.3 eV (fig. 4(d,h))25. The difference spectra

(fig. 4(e-h)) exhibit excellent agreement with the experi-
mentally observed ones (fig. 2(c)).

Discussion. It is well known that while ab ini-
tio approaches capture qualitative features of the elec-
tronic structure of Fe-SC, they cannot accurately de-
scribe many important near-Fermi level properties of Fe-
SC in general26 and LiFeAs in particular27,28. These un-
certainties represent some of the underlying reasons why
the pairing state in this material is still under debate.
The results of our theoretical calculations, derived from
DFT-based band structures, agree quite well in many
qualitative respects with the experimental findings, but
clearly do not represent a complete solution to the prob-
lem. In the following, we list discrepancies and possible
explanations together with proposals to investigate them
more deeply.

The impurity potentials obtained from a first princi-
ples calculation are too strong in magnitude to yield the
weak in-gap bound states at the lower gap edge observed
experimentally. Since the identities of the engineered im-
purities are well known, and they are well isolated, a
one-impurity problem for the given chemical substituent
is appropriate. It seems likely therefore that the ab ini-
tio method simply overestimates the potentials due to
neglect of correlations, which are known to be significant
in LiFeAs27,28. It is well known that DFT calculations
for this material fail to reproduce the correct (ARPES)
Fermi surface, and while DMFT calculations succeed in
capturing the qualitative trend, they also fail to describe
properly, e.g., the shrinkage of the inner hole pockets.
Thus a low energy renormalization of the order of 2-4
in these systems seems perfectly reasonable. These val-
ues have been consistently observed in a number of iron-
based superconductors from comparison of ARPES and
DFT. Impurity potentials arise from states away from
the Fermi surface and are therefore subject to a different
renormalization. Assuming a screening that is compara-
ble for all TM impurities, the impurity potentials were
multiplied with the same overall renormalization, ulti-
mately giving a reasonable agreement of the spectra be-
tween experiment and theory. Thus the relative strengths
and the signs of the potentials seem to be calculated cor-
rectly.

One interesting question is why the bound state ener-
gies occur at the smaller gap, and in fact augment the
LDOS there. As noted above, in a one-band system, weak
potentials produce bound states just below the gap edge,

and are essentially invisible. A realistic impurity in a
multi-orbital system is approximately diagonal in orbital
space, and in this case the condition for a bound state in
a sign-changing s-wave state may be shown to decouple
into distinct orbital channels,

0 ≈ 1− V µµimpG
0
R=0(ω)µµ, (2)

for µ equal to any of the five d-orbitals, and G0
R=0(ω)µµ

the local diagonal Nambu Green’s function correspond-
ing to orbital µ. A resonant effect of a bound state in,
e.g. the dyz channel on the measured LDOS can ap-
pear, however, only if the damping is sufficiently small,
i.e. when the orbitally resolved LDOS in this channel
vanishes. This occurs below the (larger) dyz gap. The
continuum states that exist below this energy, i.e. the
dxy states, can broaden this bound state only to the ex-
tent the two orbitals mix, due to relatively weak band
hybridization and spin-orbit coupling effects. The net
result is that the impurity resonance appears to enhance
the lower gap coherence peak, as seen also in Ref. 25.

While this property is a consequence of the structure of
the local lattice Green function, the relative magnitude
of the bound states at positive and negative energies as
measured in an STM experiment can only be described
properly using the continuum LDOS following Eq. (1).
In the present case, the relative particle-hole weights are
switched when doing the basis transformation, giving the
primary spectral weight on the dimer maximum at posi-
tive bias, in agreement with experimental findings. The
spectra presented in Figs. 3 (c,d) and 4 are calculated at
a fixed tip height. Due to the overall differences in the
magnitude of the continuum LDOS close to the impurity,
the spectra are enhanced at larger energies, in contrast
to what is seen in the experimental conductance spec-
tra. A more realistic calculation would take into account
the size and local wavefunction of the STM tip, which
would give a more homogeneous conductance spectrum
at these higher energies to the extent it samples more
points within the unit cell. We have not investigated
these effects here because it is difficult to estimate the
microscopic details of the STM tip.

In conclusion, we have presented STM measurements
and a detailed theoretical analysis of Fe-site defect states
in the Fe-based superconductor LiFeAs, with the inten-
tion of distilling what can be learned about the supercon-
ducting state in this material, and refining techniques for
future analysis. The theoretical analysis finds good qual-
itative agreement with local spectra and impurity bound
states, but only if the ab initio impurity potentials are
renormalized, confirming earlier suggestions that corre-
lations play a significant role in the electronic structure.
The tendency of the bound states to occur at a fixed en-
ergy at the lower coherence peak position over a range of
impurity potentials is explained by the tendency of weak
potentials to form bound states first just below the large
gap, together with an approximately orbitally diagonal
impurity potential that allows the bound state to remain
sharp only in an energy range where other continuum
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states couple weakly to the bound state due to their dif-
fering orbital character. In consequence, the bound state
is noticeable only close to the energy of the smaller gap.
Of course, the existence of these peaks requires an s±
state, as we explicitly showed by calculation of spectra
assuming an analogous s++ state for comparison. The
good agreement of theory and experiment reported here
bodes well for a future true quantitative analysis of inho-
mogeneous superconductivity and STS spectra in these
systems.
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B. Büchner, T. A. Maier, P. J. Hirschfeld, and D. J.
Scalapino, Phys. Rev. B 88, 174516 (2013).

10 F. Ahn, I. Eremin, J. Knolle, V. B. Zabolotnyy, S. V.
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