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We report the optical control of localized charge on positioned quantum dots in an electro-photo-sensitive 

memristor. Interband absorption processes in the quantum dot barrier matrix lead to photo-generated 

electron-hole-pairs that, depending on the applied bias voltage, charge or discharge the quantum dots and 

hence decrease or increase the conductance. Wavelength-dependent conductance control is observed by 

illumination with red and infrared light, which leads to charging via interband and discharging via 

intraband absorption, respectively. The presented memristor enables optical conductance control and may 

thus be considered for sensory applications in artificial neural networks as light-sensitive synapses or 

optically tunable memories.  
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Semiconductor quantum dots embedded in optoelectronic devices are appealing for applications such as 

lasers,1 single photon sources,2 spin memories3 and floating gate transistors.4 Floating gate transistors are 

key building blocks of flash memories and store information by means of localized charge on a floating 

gate.5 Tuning the amount of charge with gate terminals allows to change the resistance of a nearby two-

dimensional electron gas (2-DEG).6 Realizing floating gates with quantum dots based on III-V-

semiconductors further provides optical and wavelength-selective control of the resistance,7-9 which can 

be exploited for single photon detection10 or optical memories.11,12 In addition, floating gate transistors 

can be used to realize a memristive operation mode.13,14 Memristors are passive fundamental circuit 

elements with a voltage controllable resistance15,16 and promising candidates for future computing 

architectures with inherent memory.17 The realization of optoelectronic memristors with optical read-

out,18-20 optoelectronic tuning of the resistance state21-23 and light-induced one-directional conductance 

change24-26 allows to perform arithmetic operations.25,27 Controlling memristors solely by light and 

realizing photonic synapses however requires bi-directional optical tuning of the resistance.28 In addition, 

wavelength-dependent conductance control is beneficial for sensory applications and enables optical 

communication of electronic devices by converting information of the wavelength to a resistance.25  

 

We present bi-directional and wavelength-dependent conductance changes of a quantum dot memristor. 

The memristor is realized on the mature III-V-semiconductor material platform and the conductance 

corresponds to different amounts of localized electrons on positioned quantum dots (QDs). Illumination 

of the device with infrared and red light allows to increase and decrease the conductance via intraband 

and interband absorption, respectively.  

 

The presented device is based on a modulation doped GaAs/AlGaAs heterostructure. A wire and lateral 

gates are defined via electron beam lithography and dry chemical etching (see Fig. 1(a)). QDs are 
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positioned along the wire by growing InAs on predefined holes (details on fabrication in Ref. 29). The 

presented measurements are conducted at 4.2 K. Memristive operation of the device is realized by 

connecting the drain contact of the wire with the lateral gates (as diode connected transistor, see Fig. 

1(a)).30 Fig. 1(b) shows the current-voltage-characteristic of the device in the dark and under cw 

illumination with a red light emitting diode (LED). The photon energy of the LED is 2 eV and above the 

band gap energies of the InAs QDs (≈1.35 eV) and the surrounding GaAs (≈1.50 eV) and AlGaAs 

(≈1.75 eV) barriers. In the dark, a pinched hysteresis loop as finger print of memristive operation is 

evident.31 The pinched hysteresis loop is characterized by a high (G = 0.7 µS) and a low conductance state 

(G = 1.4x10-5 µS) around zero bias voltage. Under cw illumination with a light power below 1 nW 

(detection limit of our photosensor), only the high conductance state is evident at zero bias. The high and 

low conductance states correspond to small and large amounts of localized electrons on the QDs, 

respectively,30 and hence, the QDs are completely discharged by the low power optical excitation. Within 

the voltage range from -1 to -3 V a reduction of the conductance under illumination is observed. The lower 

conductance implies that the QDs can be optically charged as well. Thus, depending on the bias voltage, 

optically activated charging and discharging processes occur.  

 

Fig. 1(c) shows the conductance of the device for pulsed optical excitation with pulse widths of Δt = 10 µs 

and different light powers. During the application of the pulses, the bias voltage is set to -1.8 V. After 

every optical pulse a voltage pulse with amplitude 1.0 V is applied to determine the conductance. Prior to 

the measurement, the QDs are discharged and the conductance is maximum with G ≈ 0.7 µS. For a power 

of 3 nW, the conductance remains almost unchanged up to 2000 pulses. Larger light powers allow to 

successively lower the conductance with the onset occurring at smaller pulse numbers. Setting the bias 

voltage during illumination to zero, the conductance increases as depicted in Fig. 1(d). The light power is 

44 µW and the pulse width is varied. Prior to the measurement, the QDs are charged. For a width of 
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100 ns, the conductance remains zero up to 2000 pulses. Larger widths lead to an increase of the 

conductance and less pulses are required for the onset. The increase and decrease of the conductances 

correspond to optical discharging and charging of the QDs, respectively. Because the retention time of the 

present device is longer compared to the timescale of the experiments, time dependent conductance 

changes are negligible for the presented experiments. 

 

The bias voltage dependency of the charging and discharging processes is explained by the band profiles 

of the conduction (CB) and valence band (VB), as illustrated in Figs. 1(e) and (f). The photon energy is 

sufficient to create electron-hole-pairs in the GaAs/AlGaAs heterostructure around the QDs via interband 

absorption. Generally, electrons and holes can accumulate on the QDs. Trapping more electrons than holes 

leads to an increase of the amount of localized electrons. Discharging of the QDs occurs when more holes 

than electrons are trapped, since the unpaired holes can recombine with localized electrons. The total 

number of photo-generated electrons and holes that populate or depopulate the QDs depends on their drift 

and diffusion according to the band profiles. For simplicity, effective rates for QD charging (additional 

accumulated electrons) and QD discharging (additional accumulated holes) Γc and Γd, respectively, are 

introduced. The drift of photo-generated holes and electrons depends sensitively on the applied bias 

voltage, which enables optical charging for V = -1.8 V in Fig. 1(c) and optical discharging for V = 0.0 V 

in Fig. 1(d). 

 

For a bias voltage of -1.8 V, electrons created on the surface side of the QDs drift to the QDs and holes 

drift to the surface (see Fig. 1(e)). A fraction of electrons and holes created on the 2-DEG side also 

accumulate on the QDs, where they may increase or decrease the number of electrons, respectively. Since 

the QDs become charged for a bias voltage of -1.8 V, the amount of electrons that drift to the QDs 

outnumbers the amount of holes and thus we have Γc > Γd. For zero bias voltage, holes created on the 2-
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DEG side can drift towards the QDs due to the internal built-in electric field, while the corresponding 

electrons drift towards the 2-DEG (see Fig. 1(f)). Hence we have Γc < Γd and the QDs become optically 

discharged by the recombination of photo-generated holes with localized electrons. Thus reducing the bias 

voltage allows to tune the ratio Γd / Γc from greater than one to smaller than one. 

 

To investigate the voltage-dependency of the rates in more detail, the bias voltage is changed during 

illumination with light pulses with widths of 10 µs and powers of 730 nW (see Fig. 2(a)). Initially the QDs 

are discharged and the conductance is large. For a voltage of -0.6 V the conductance remains unaltered up 

to 800 pulses. Smaller voltages lead to a decreasing conductance with voltage-dependent saturation values 

after 800 pulses (see Fig. 2(b)). Thus the charging of the QDs with electrons can be controlled by tuning 

the rates Γd and Γc with the applied bias voltage. Reducing the bias voltage lowers the ratio Γd / Γc and 

hence electron accumulation on the QDs becomes more efficient.  

 

The conductance of the memristor can be raised or lowered by interband absorption depending on the bias 

voltage. To possibly realize bi-directional and wavelength-dependent conductance control without 

changing the electrical input signal, intraband absorption processes are investigated. Current-voltage-

characteristics under cw illumination with infrared light of photon energies 1.32 and 0.95 eV are depicted 

in Fig. 3(a). Under cw illumination, the width of the low conductance state around zero bias and the area 

of the pinched hysteresis loop are reduced, which implies smaller amounts of localized electrons.30 The 

photon energies prevent interband absorption of single photons. Because of the low absorption coefficient 

for intraband absorption, optical powers of 39 and 1.4 µW are used for photon energies of 1.32 and 

0.95 eV, respectively. The conductance for pulsed optical excitation with photon energy 1.32 eV, pulse 

width 100 µs and power 3.6 mW is depicted in Fig. 3(b). The bias voltage during the application of the 

pulses is varied from -1.0 to -2.0 V. For large values of the voltage, the increasing conductance saturates 
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at enhanced values. The conductance increase is explained by QD-discharge via intraband absorption.32 

Localized electrons can be excited above the quantum dot surrounding barriers by absorbing a photon as 

illustrated in the inset of Fig. 3(a). The different saturation values after the application of 1000 pulses are 

explained by voltage-dependent efficiencies to discharge the QDs via intraband absorption. For small bias 

voltages, it is more likely to trap the excited electron on the QD again. Consequently, larger applied 

voltages require less pulses to raise the conductance and in addition lead to enhanced values after the 

application of 1000 pulses. 

 

Illumination of the presented device with red and infrared light allows to raise and lower the conductance 

by interband absorption and to raise the conductance by intraband absorption, respectively. The different 

absorption processes allow to identify a working point, where the QDs can be charged or discharged by 

optical excitation with different wavelengths. Fig. 4(a) illustrates the conductance versus pulse number 

for alternating optical excitation with the red and infrared (photon energy: 1.32 eV) LED. 20 infrared 

pulses (light power: 2.2 mW) followed by 10 red pulses (light power: 1 nW) are applied in an alternating 

order. The width of the pulses is 250 ms. The bias voltage during illumination is -1.6, -1.7 and -1.8 V. 

After every optical pulse a voltage pulse with amplitude 1.0 V is applied to determine the conductance. 

For illumination with infrared and red light, the conductance successively increases and decreases, 

respectively. Thus the conductance state of the memristor can be tuned solely by illumination with light 

of different wavelengths. Decreasing the bias voltage during illumination lead to lower minimum and 

maximum values of the conductance modulation, which is explained by a reduced rate Γd and enhanced 

Γc.  

 

To model the interband and intraband absorption processes, we use the rate equation 

𝑑𝑛

𝑑𝑡
= 𝑃 ∙ [𝐻(ℏ𝜔 − 𝐸𝑔)𝛤𝑐 − 𝑛𝛤𝑑],     (1) 
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where n is the number of localized electrons, P the photon incidence rate (proportional to the incident 

power), ℏ𝜔 the incident photon energy and H(…) the step function. Charging the QDs by interband 

absorption is only possible if the photon energy exceeds the effective band gap Eg of GaAs (first term in 

Eq. (1)). Discharging the QDs by intraband absorption is evident for red and infrared light (second term 

in Eq. (1)).  

 

Modelling the device performance within the Landauer-Büttiker formalism, the conductance can be 

reduced to 

𝐺(𝑛, µ) =
𝑒2

2𝜋ℏ
(exp[

𝐸𝑖(𝑛)−µ

𝑘𝑇
]+1)

−1

1+𝑅 
𝑒2

2𝜋ℏ
(exp[

𝐸𝑖(𝑛)−µ

𝑘𝑇
]+1)

−1.     (2) 

k is the Boltzmann constant, R the resistance in series to the wire, T the temperature, e the elementary 

charge, µ the electrochemical potential and      0

i iE n E n V is the transverse subband energy that 

depends on the QD charge and the applied voltage, V, through the efficiencies γ and η. According to 

Eq. (1), under a train of N pulses with width ∆𝑡 and ℏ𝜔 ≥ 𝐸𝑔, the localized charge evolves as 𝑛(𝑁) =

𝛤c

𝛤d
− (

𝛤c

𝛤d
− 𝑛0)  𝑒−𝑁𝑃𝛤d∆𝑡 with n0 being the initial QD charge. Hence, the QDs can be charged or 

discharged for 𝑛0 <
𝛤c

𝛤d
 or 𝑛0 >

𝛤c

𝛤d
, corresponding to the conductance decrease or increase displayed in 

Figs. 1(c) and (d), respectively. In agreement with the experimental data, the limiting value for large N is 

given by 
𝛤c

𝛤d
 and consequently depends on the bias voltage, as confirmed in Fig. 2(b).  

 

Figs. 4(b) and (c) show the theoretical conductance according to Eqs. (1) and (2) for the same pulse 

sequence as in the experiment in Fig. 4(a). Similar to the experimental results, the model indicates that the 

conductance can be successively raised or lowered by varying the photon energy. In addition, the 
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amplitude of the conductance modulation is affected by the ratio 
𝛤c

𝛤d
. Applying a periodic sequence of 𝑁1 

pulses with ℏ𝜔 > 𝐸𝑔 followed by 𝑁2 pulses with ℏ𝜔 < 𝐸𝑔, the system response becomes stable 

independent of the initial condition. Combining Eqs. (1) and (2) with the pulse sequence of the experiment, 

a periodic modulation of the conductance is observed (see Figs. 4(b) and (c)). The maximum and minimum 

conductances correspond to minimum amounts of localized charge 

𝑛𝑚𝑖𝑛 =
𝛤𝑐

𝛤𝑑

𝑒−𝑁1𝑃∆𝑡𝛤𝑑(1−𝑒−𝑁2𝑃∆𝑡𝛤𝑑)

1−𝑒−(𝑁1+𝑁2)𝑃∆𝑡𝛤𝑑
    (3) 

and maximum amounts of localized charge 

𝑛𝑚𝑎𝑥 =
𝛤𝑐

𝛤𝑑

1−𝑒−𝑁2𝑃∆𝑡𝛤𝑑

1−𝑒−(𝑁1+𝑁2)𝑃∆𝑡𝛤𝑑
,     (4) 

respectively. Thus, the ratio 
𝛤c

𝛤d
 determines the amplitude of the conductance modulation, as observed in 

the experiment (see Fig. 4(a)). Note that by decreasing Γd in Fig. 4(b) or increasing Γc in Fig. 4(c), both 

the amplitude and the lowest value of the conductance oscillation shrinks as observed for more negative 

bias voltages in Fig. 4(a). Thus we conclude that reducing the bias voltage in the experiment leads to larger 

rates Γc and lower Γd.  

 

In summary, we present an electro-photo-sensitive memristor that allows incremental and bi-directional 

conductance change solely by optical excitation. Within a critical voltage range, illumination with 

different wavelengths leads to increasing and decreasing conductances that are explained by intraband and 

interband absorption, respectively. The optical memristance control may pave the way to the realization 

of artificial synapses for sensory applications. Depending on the wavelength of incoming light, the 

conductance is raised or lowered. Thus converting information of the light into an electrical signal by 

sensory neurons is not required and learning can directly be induced by light. 
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Figure captions: 

FIG 1. (a) Sketch of the device and circuit diagram. (b) I-V-curves in the dark and under cw illumination 

with a LED emitting photons with energy of 2 eV. The arrows indicate the sweep cycle directions. 

(c) Conductance versus pulse number for pulsed optical excitation with photon energies of 2 eV, pulse 

widths of 10 µs, and different light powers. The bias voltage during illumination is -1.8 V. 

(d) Conductance versus pulse number for pulsed optical excitation with photon energies of 2 eV, powers 

of 44 µW, and different pulse widths. No bias voltage is applied during illumination. (e),(f) Sketch of the 

conduction (CB) and valence (VB) band profiles and the electron-hole dynamics for bias voltages 

of -1.8 V (e) and 0 V (f).  

 

 

FIG 2. (a) Conductance versus pulse number for pulsed optical excitation at different bias voltages during 

illumination with photon energies of 2 eV. The width and power of the pulses are 10 µs and 730 nW, 

respectively. The applied voltage during illumination allows to control the conductance change and the 

saturation conductance value after 800 pulses. (b) Conductance after 800 pulses versus bias voltage. The 

data is determined from similar curves as in (a). Lower voltages lead to lower values of the conductance.  

 

 

FIG 3. (a) Current-voltage-characteristics in the dark and under cw illumination with photon energies of 

1.32 and 0.95 eV. Under illumination, the area of the pinched hysteresis loop is reduced corresponding to 

a QD discharging. The inset illustrates the band profiles and the discharging of the QD via intraband 

absorption. (b) Conductance for pulsed optical excitation with photon energy 1.32 eV for pulse widths of 

100 µs and power of 3.6 mW. Tuning the bias voltage during illumination allows to control the 

conductance change and hence the discharging of the QDs via intraband absorption. 

 

 

FIG 4. (a) Conductance for pulsed optical excitation with the red (photon energy: 2.0 eV) and infrared 

LED (photon energy: 1.32 eV), measured for different bias voltages during illumination. G is successively 

enhanced and lowered by the infrared and red light pulses, respectively. Lower voltages lead to reduced 

minimum and maximum values of the conductance modulation. (b) Theoretically obtained conductances 

for the conditions used in the experiment in panel (a) for constant Γc and varying Γd. For the squares, 

circles and triangles, PΓdΔt is 0.15, 0.15/2 and 0.15/3, respectively. Lower Γd lead to smaller minimum 

and maximum conductance values. (c) Similar simulations as in (b), but for constant Γd, varying Γc and 

PΓdΔt = 0.15.  
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Figure 1: 
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Figure 2: 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



15 

 

 

Figure 3: 
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Figure 4: 

 

 

 


