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. Magnetic reconnect ion plays an important role in 
high temperature plasmas, and leads to the fast energy 
release from magnetic field to plasmas and the change 
of magnetic field topology. In order to investigate the 
behavior of magnetic recollnection both from the mi­
croscale viewpoint for electron and ion dynamics and 
from the macroscalc one for dynamical change of field) a 
full open boundary model with a particle simulation is re­
quired. :Moreovcf, we need to perform three-dimensional 
simulation in order to study relationship b~tween excita­
tion of instability and mechanism of magnetic reconnec­
tion. Because such a simulation becomes large scale, we 
develop a simulation code with distributed parallel algo­
rithm for the distributed memory and multi-processors 
computer system. 

For the distributed parallel algorithm, there are 
some programming languages, for example, Massive Par­
allel Interface (MPI) and High Performance Fortran 
(HPF). HPF is easier compared with MPI, because it 
is enough to only add the instruction statements for 
parallel calculation to the Fortran programming code. 
We adopt HPF for the distributed parallel computing 
method in this paper. 

It is very important to decide what array is dis­
t.ributed in the distributed parallel algorithm. There are 
two cases. One case is to distribute space. For example, 
the field quantity is defined by three coordinates, and 
we distribute it along z-direction. In this case, the array 
of particle's information are also distributed to have the 
same index of distribution as that of the space where it 
exists. However, the conlmunication between HPF pro­
cesses is needed when the particle moves to the neigh­
boring distributed space and the global calculation (for. 
example, Fourier transformation) is performed. Another 
case is not to distribute the space, but to distribute only 
information of particles. In this case, we do not need 
the communication frequently because every HPF pro­
cess has the same information of space and performs the 
field solver. We adopt the latter way in this paper. 

In Fig. 1, we show the schematic illustration of dis­
tributed array of particle position, velocity and so on. 
Every HPF process controls its particle's array. The in­
formation of electron and ion are recorded in the first and 
latter half of the array, respectively. In each electron's 
and ion's part of the array, the information of active 
and waiting particles are recorded in the first and latter 
half, respectively. : Active' means a array of the particles 
subject to the calculations of charge density and current 
density, and 'waiting' means a empty array for the parti­
cle which will come into the system in future. Using this 
type of distributed array, we can perform the parallel 
calculation as BLOCK distribution and attain a proper 
load balance between HPF processes. It is easy to change 
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Fig. 1. Schematic illustration of distributed array of 
particle position, velocity and so on. 

the number of parallel calculation. 
The free boundary condition for particles is devel­

oped in the Ref.1 and 2 (Fig.2). We show how to cal­
culate the number of incoming particles across the open 
downstream boundary in the distributed parallel algo­
rithm. In every HPF process (Ip), we first calculate the 
average particle velocity vx{Ip) and number density n(Ip) 
in region 1. Second, we obtain the net number of outgo­
ing particles passing across the boundary during one time 
step f'>.t in the system as 

N, 

N net 
= - L n{Ip)vx{Ip)f'>.txb' (1) 

Ip=l 

where Xb is width of region I and Np is the number of 
HPF process. According to the charge neutrality condi­
tion, the net numbers of electrons and ions are the same. 
So the numbers of incoming electrons and ions to the 
system are given as 

Then, we distribute N;n and Nin to every HPF process 
as 

n~n{Ip) = N~n/N,,,n:n(Ip) = N;n/Np. (3) 

We assume that the physical state outside is the same 
as that in region I. Then, the positions and velocities of 
the incoming particles can be defined by using the infor­
mation of particles crossing surface 2 from left to right. 
In this distributed parallel algorithm, the information of 
particles crossing surface 2 is kept in every HPF process, 
and we use it for n~n{Ip) and njn(Ip). 
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Fig. 2. U1ustration of the free boundary condition for 
particles. 
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