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Suppression of resistive g-mode turbulence by background shear flow generated from a small 
external flow source and amplified by the fluctuation-induced Reynolds stress is demonstrated 
and analyzed. The model leads to a paradigm for the low-to-high (L-H) confinement mode 
transition. To demonstrate the L-H transition model, single-helicity nonlinear fluid simulations 
using the vorticity equation for the electrostatic potential, the pressure fluctuation equation, and 
the background poloidal flow equation are used in the sheared slab configuration. The relative 
efficiency of the external flow and the Reynolds stress for producing shear flow depends on the 
poloidal flow damping parameter V, which is given by neoclassical theory. For large Y, the 
external flow is a dominant contribution to the total background poloidal shear flow and its 
strength predicted by the neoclassical theory is not enough to suppress the turbulence 
significantly. In contrast, for small Y, it is shown that the fluctuations drive a Reynolds stress 
that becomes large and suddenly, at some critical point in time, shear flow much larger than the 
external flow is generated and leads to an abrupt, order unity, reduction of the turbulent 
transport just like that of the L-H transition in tokamak experiments. it is also found that, even 
in the case of no external flow, the shear flow generation due to the Reynolds stress occurs 
through the nonlinear interaction of the resistive g modes and reduces the transport. To 
supplement the numerical solutions, the Landau equation for the mode amplitude of the resistive 
g mode is derived, taking into account the fluctuation-induced shear flow and the opposite action 
of the Reynolds stress in the resistive g turbulence compared with the classical shear flow 
Kelvin-Hehnholtz (KH) driven turbulence is analyzed. 

I. INTRODUCTION 

During recent years, many theoretical works on the 
relation between plasma turbulence and background shear 
flow have been done’-” in order to understand the physics 
of the high-mode, which has been experimentally observed 
in many tokamaks and searched for in other.devices, such 
as stellarators. The reduction of growth rates and satura- 
tion levels of many types of instabilities in the presence of 
background shear flow were theoretically confirmed. How- 
ever, drawing a closed picture of the H-mode physics re- 
quires a description of the mechanism for the generation of 
the background flow, and several theoretical models for 
that have been proposed. These models may be classified 
into two types. One is based on neoclassical or particle 
orbit loss processeszS3 and the other is based on turbulent 
processes or Reynolds stress. p6*9*10 The latter yields a sim- 
pler picture, in that a self-consistent treatment of the shear 
flow generation and its turbulence suppression can be con- 
structed within the framework of the fluid model of the 
plasma dynamics. 

In this work, our main concern is in the shear flow 
generation by the Reynolds stress in the case of the resis- 
tive g modes. 11-13 Here the electrostatic fluid model equa- 
tions are used for the analytical and numerical calculations 
in the single-helicity sheared slab configurations. It is 
known that the eigenfunctions of the pure linear resistive g 

modes yield no Reynolds stress (the word “pure” implies 
the case that neither background flow nor diamagnetic 
drift effects are taken into account). Therefore, as a seed of 
background shear flow, we put an external neoclassical 
flow velocity into the background momentum balance 
equation. However, significant suppression of the turbu- 
lence is not realized by the external shear flow predicted by 
neoclassical theory acting alone. It will be shown by the 
quasilinear analysis and the nonlinear simulations that the 
Reynolds stress generated by the resistive g modes in the 
presence of the weak neoclassical shear flow enhances the 
shear flow generation mechanism, so that the generated 
shear flow can become much larger than the external neo- 
classical shear flow, and thus effectively reduce the turbu- 
lence level and transport when the collisional flow damping 
rate is small. This situation is in striking contrast to the 
case of the Kelvin-Hehnholtz (KH) instability,‘4t’5 where 
the Reynolds stress weakens the background shear flow. 
This difference is also characterized by the tilting 
directions14 of the vortices in these instabilities, which are 
opposite to each other. Furthermore, we will find that even 
in the case that there is no external flow and no diamag- 
netic drift effect, nonlinear interaction of the pure resistive 
g modes yields a small seed of background shear flow, 
which grows up large enough to cause turbulent transport 
reduction. 
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This work is organized as follows. In Sec. II, the fluid 
model equations describing the resistive interchange modes 
and the background poloidal shear flow are explained. The 
external shear flow term derived from the neoclassical the- 
ory is also described. In Sec. III, we present the quasilinear 
analysis of the shear flow generation by the Reynolds 
stress. We find that the eigenfunction of the resistive g 
mode under the background shear flow yields the Reynolds 
stress enhancing the flow shear. We also derive the Landau 
equation for the evolution of the single-mode amplitude of 
the resistive g mode, taking account of the shear flow gen- 
eration. In Sec. IV, the shear flow generation and the trans- 
port suppression are investigated by the single-helicity non- 
linear simulations using the model equations given in Sec. 
II. Finally, conclusions and a discussion are given in Sec. 
V. 

II. MODEL EQUATIONS 

In order to describe the resistive g mode, we use the 
following equations12’13 for the electrostatic potential 
c#=$~+$ and the pressure p=Po+F (the subscript 0 de- 
notes the background part and r the fluctuation part): 

PmC a 
-jg ( ~-I-& +f nxvfj-v vf f#= -G v,, QIq-y c$, 

) 
B. 2 

(1) 

( &-xv: + ) 
a+ ;%xvf#.v p”‘cp--, B. 0 ay (2) 

where B. is the component of the static magnetic field 
along the z axis, pm is the average mass density, c is the 
light velocity in the vacuum, ?I is the resistivity, p is the 
viscosity, x is the pressure diffusivity, Ph z dPddx ( < 0) is 
the background pressure gradient, and fi’=dC!/dx ( > 0) 
is the average curvature of the magnetic field line.i6 Here 
VT =&$+a: denotes the two-dimensional Laplacian. The 
gradient along the static sheared magnetic field line is given 
by 

a xa 
YI =g+L, 5 - (3) 

Here Bo, L,, pm, 71, v, x, Pi, and Cl’ are assumed to be 
constant, since we treat a local transport problem. The 
electrostatic approximation is used in Eqs. ( 1) and (2), 
since we consider the low beta plasma in the peripheral 
region. 

The dissipation coefficients ,U and x are included to 
give an energy sink in the high wave number region, which 
is necessary for the turbulence saturation. We consider that 
they are dominated by the ion-ion collision and given by 
the classical or neoclassical expressions. 

We employ the following equation for the background 
poloidal flow uE= (c/Be) ( c&,/c?x) : 

(4) 

Here T=iiXV$ and 

- <G--> 

represents the Reynolds stress caused by the potential fluc- 
tuations, ( * ) is the average in the poloidal y direction, Vis 
the external flow, and v is the relaxation rate given by the 
neoclassical theory a&‘-l9 

(6) 

(7) 

where vi denotes the ion thermal velocity, Q is the safety 
factor, and R and rare the plasma major and minor radius, 
respectively. 

Hereafter we use the resistive g units given by 

[t]=(-P;m’/pm)-“2= &q&l,, 

[xl = [VI =cLgp2( -pmP$Y)f’4/Bo 

= Ls(~&T/@ce%i m) 1’2r 

[zl = JL, (8) 

[PI = [xl =c[qfrl/Bo 
= [x12/[t] =c2q( -P$wL;/g 

= J&l ( L$QIL,) 9 

[PI =mx1, 
where v - e-n&2q/me is the electron collision frequency, 
Dc1=c2@dBg is the classical diffusivity, w,,=e&/mg, 
Wci= eBdmg are the cyclotron frequencies, 
VT= 4-j A,= l/St’, and Lp = - PdPA. Then 
we obtain model equations in nondimensional variables 
from Eqs. (l), (2), and (4) as follows: 

88: 4+ iw: 41 =-vi +a,F+pv; 9, 
a&+ I427 = -ab+xv:: i-c 

(9) 

(10) 

artk+v(LtE- VI = -a,cug), (11) 
where 

d#o 
vE=~ t 

vII =a,+xa,, 

and 

Ill. QUASILINEAR ANALYSIS 

(121 

[ f,td = (ad2 (a$) - (ad c+f). 

We now consider a linear mode of the form . . 
qb=#k(x)e’KY-ror under the background shear flow Q(X), 
with the mode resonant surface of which is located at x=0. 
Linearization of Fqs. ( 1) and (2) yields the following 
mode equation: 
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d2 
p-p+ 

kv; # ik2x2 

_ .) 

respond to Kelvin-Helmholtz (KH), g mode, and mag- 
-- 
co-kvE (a-kvE)2- to-kv, &c(x) =o, netic shear effects, respectively; Contribution from the 

T- 
. 

g mode magnetic shear .(13) mode #k(x) = 1 $k(X) 1 exp[i&(x)] to the poloidal acceler- I 

where the viscosity p and pressure diffusivity x were ne- 
ation due to quasilinear Reynolds stress is given by 

glected and the last three terms on the left-hand side cor- 

d(C& d 
--=ik;i;; 

8X 

==zk-$ i 1~k/2~)=21~k~2[@i( j,yzE,2+ ]~~~~/4 ( ‘-~)}-j~.~j2 (l-2) 1’ 

I 1 L‘. _ j 
KH 

\ 
P mode 

, - . _ . 
magnetic shear 

(14) 

where we used Eq. ( 13 ) and o =wr+ ia;. If we assume that 
the background poloidal shear flow vE(x) has the profile 
iIl the form of v&c) =vo tanh(X/LE), or 
v&c) “V, sin(x/l,), we fmd that the sign of v$ 
= d%ddx2 is opposite.to that of vE and that we can put 
o,=O and ek( -x) =-ok(x). Then it can be seen from 
Eq. (14) that, for th e unstable mode w,> 0, the KH and 
magnetic shear terms weaken the shear flow while the 
g-mode term strengthens it. 

Characterizing the general shear flow profile vE(x) in 
terms of its maximum value v. and characteristic length 
Ls, the ratio of the g-mode term to the KH term in 
Eq. ( 14) is estimated as 2k2[vE/v$> (y + k2& - ’ 
‘1: (2G/( 1 + G)] ( LJA)2, where A denotes the radial 
mode width and G= ( L~v~)~(~$/L~LJ. In making this 
estimate, we use that for low wave numbers the resistive g 
growth rate y and mode width A are related by r/PA- 1 
in our units (8). From Ref. 7, G> 1 is required for the 
unstable resistive g mode. Considering the typical case 
where A < LE, we tid that the contribution of the g-mode 
term to the shear flow generation overcomes the damping 
due to KH term in the g-mode unstable case. As the shear 
flow grows, the magnitude of G decreases. Then the rela- 
tive contribution from the g-mode term also decreases, and 
the fluctuations are more stabilized so that the Reynolds 
stress effect is weakened. Thus the shear flow generation by 
the Reynolds stress is considered to work more effectively 
in the low to high. (GH) transition phase than in the 
H-mode phase. When the shear flow becomes extremely 
large, the KH term is the dominant contribution, and the 
KH instability appears instead of the resistive g mode. 
However, the criterion for the KH instability7’13 is not sat- 
isfied in the practical experimental parameters, and this 
KH unstable case is not considered in the simulations in 
the next section. 

For simplicity, let us consider the potential eigenfimc- 
tion of the form 

&(X) = 1 &k(X) 1 exp(ikax), (15) 

where a represents a tilting angle of the vortex with respect 
to the poloidal direction. In this case, we have 
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I 

a(v,q --= ax 
2k2adlh(x) I2 

dx * (16) 

Figures 1 (a) and 1 (b) show the contours of the potential 
eigenfunctions given by Eq. ( 15) with different signs of 
tilting angles a. Since generally xd 1 (p&) 1 ‘/dx iS negative, 
Eq. (16) shows that the background shear flow is de- 
creased by the Reynolds stress for auk > 0 [Fig. 1 (a)] but 
increased for auk < 0 [Fig. 1 (b)]. For the pure KH insta- 
bility, it was confirmed in Ref. 14 that the vortex tilting 
satisfied the condition auk > 0 and weakened the shear 
flow, which agrees with the our present prediction based on 
Eq. ( 14). On the other hand, for the resistive g mode under 
the background shear flow, we will verify later by simula- 

(b) a~‘~<0 
lY / 

FIG. 1. The contours of potential eigenfunctions given by Eq. (15). The 
quasilinear Reynolds stress increases the shear of the background poloidal 
flow for (a) &L& > 0 and decreases it for auk < 0. 
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tions that the direction of the vortex tilting is opposite to 
that of the pure KH instability, and the shear flow is en- 
hanced by the Reynolds stress. 

Next, we treat the resistive g mode under the back- 
ground poloidal shear flow near the marginally stable state 
by the weakly nonlinear theory.2C22 Here, we assume that 
the system is weakly unstable and that the maximum linear 
growth rate is slightly larger than zero. In such a weakly 
unstable state, fluctuation amplitudes and their temporal 
variation are small, and their smallness are represented by 
the parameter A. We make the following perturbation ex- 
pansion with the parameter A: 

($)=a(fi)+P(fJ+..., 
&$+a2-g+*.., 

1 2 
(17) 

v~=v~+av~~+a2v~+-~ . 
Since A is only the formal expansion parameter, we can put 
A = 1 in the final results, or, in other words, A can be in- 
cluded into the fluctuation amplitudes and time derivatives 
themselves. We put the external poloidal flow V(x) as 

v= vc+n2v2. (18) 
In the marginally stable state A=O, Eqs. ( 11) and ( 18) 
give the background poloidal flow v,= V,, for which the 
maximum growth rate of the mode with the lowest wave 
number k is zero. It should be noted that the marginal 
stability requires finite values for ,Q and x. For A&l, the 
system becomes linearly unstable, since we assume that V2 
in the external flow weakens the shear of V, and lowers its 
stabilizing effect. 

In O(A), Eqs. (9) and (10) yield the linear eigenmode 
equations, the solution of which is written as 

(R) =A&(,“$;) +A*@--if;;;;,,), (19) 

where we considered the mode with the resonant surface at 
x=0 only. Here qbt(x) and pi(x) are the eigenfunctions 
obtained from the O(A) equations, although we need to 
proceed to higher-order equations to determine the ampli- 
tude A. 

In the O(A’) equations, the beating of the first-order 
fluctuations & and & produces the second-order fluctua- 
tions, which have the poloidal wave numbers 0 and 2k. 
From the solvability condition of the O(A2) equations for 
the wave number k, we have 

a,p = 0. (20) 

Hereafter, in the O(A2) perturbations, we neglect the ef- 
fects of the fluctuations with the poloidal wave number 2k, 

and take account of only the background pressure and 
poloidal flow modifications, which correspond to the po- 
loidal wave number 0. These background corrections are 
the dominant O(A2) effects in the cases presented here, and 
are derived from Eqs. ( 10) and ( 11) as 

urn= V,+F IAl ~ma&(rb:a&)l 
=V2+ jA12vqL, (221 

where 1 A I’& denotes the quasilinear correction for the 
background pressure gradient, V, is the deviation of the 
external flow from its critical profile, which gives the linear 
instability, and 1 A 1 2v oL represents the background poloi- 
da1 flow generated nonlinearly (or quasilinearly) by the 
Reynolds stress due to the first-order potential fluctuations, 

We now obtain the folfowing Landau equation from 
the solvability condition of the O(A3) equations from the 
secular variation at the wave number k: 

&A=( -io-DlAf2)A. (23) 

Here o= o,+& is the linear eigenfrequency and 
D = D,+ iDi is the complex-valued constant determined by 
the shape and phase of the eigenmode. The third-order 
solvability condition gives the formulas 

D= D3/&, 

where 

Do= s d.d#:( -a:+@%h-P$h), 
D,=-ik 

s 
dx~v2[~l(-a~+k2)~,--Pfg,i 

+ V$#lh,* (24) 

where (pi and pf: are the eigenfunctions determined by the 
linear equations adjoint to those for ~$t and pt. The Landau 
equation (23) is analytically solved for the growth and 
saturation of the single-mode amplitude given by 

IA(O) l2 
‘A~f~‘2~(D~2o~)IA(O)~2+(1-(D/2~j)~A(O)~2]exp(-22w~)~ 
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Generally the quasilinear pressure flattening represented 
by p& contributes to the saturation of the amplitude, and 
we will see later that the flow generated by the Reynolds 
stress uoL also causes the amplitude saturation in both 
cases of the pure KH instability and the resistive g mode 
under the background poloidal shear flow. The saturation 
amplitude and the convective transport are given by 

~~~)=2klA121mag@T~1). (27) 

If we assume that uE( -X) = -u&), we have a pure 
imaginary linear eigenfrequency o=@ and a complex- 
valued eigenfunction h(x), satisfying 
I&-~)I=I~1w and arg &(-x) = -arg &(x). 
Then Da, D1, and. D3 are all real-valued constants. For 
linear instability, the deviation V2 of the external poloidal 
flow from that in the marginal stable state is required to 
increase the shear for the pure KH instability case and 
decrease it for the resistive g-mode case. As we found pre- 
viously in this section, the Reynolds-stress-produced flow 
vQL works opposite to V,. Then, comparing the contribu- 
tion of V2 to D1 with that of vQL to D3 in Eq. (24), we see 
that D1 and D3 (or Wi and D) have the same sign. Thus D 
is positive and vQL contributes to the amplitude saturation 
in both the KH and the resistive g-mode cases. From Eqs. 
(22) and (24)) vQL and D3 are inversely proportional to Y 
so that the saturation amplitude (26) and the transport 
flux (27) are lowered for smaller values of Y. 

Analytical treatments in this section are quantitatively 
accurate in the system near the marginally stable state 
while they give only qualitative suggestions for the behav- 
ior in the strongly nonlinear or turbulent state, in which it 
is difficult to apply-analytical methods and a numerical 
solution as in Sec. IV is required. Here we emphasize the 
analytically predicted tendencies that, under the back- 
ground shear flow, the Reynolds stress due to the resistive 
g mode enhances the shear, in contrast with the KH case, 
and that larger shear flow generation and smaller saturated 
transport are obtained for smaller values of Y. 

IV. SIMULATION RESULTS 

Equations (9)-( 11) are numerically solved in the 
sheared slab configuration. Here we concentrate on the 
single-helicity (or two-dimensional) nonlinear simulations, 
in which all the Fourier modes of fluctuations are assumed 
to have the same mode resonant surface at x=0. We put 
the boundaries at x= &a, which are chosen such that the 
fluctuations are damped enough by the magnetic shear be- 
fore reaching the boundaries. We use the external poloidal 
flow profile in the form of 

V(x) = v, siIl(m/2a), 

which gives the vorticity as 

C” (x) = v;, cos (m/2a) 

(28) 

(29) 

0' 0.1 0.2 
k 

FIG. 2. The linear growth rates for the resistive g mode under the back- 
ground poloidal flow given by the external one [ECq. (28)]. Three curves 
corresponds to different values of the maximum vorticity (or shear) 
VA : V; = 0 (no background flow case), ?$ = 0.1, and VA = 0.2. 

where I’; = rVo/2a gives the maximum vorticity (or 
shear). We employ the boundary conditions given by 

$=&J=~=O, at x=&a. (30) 

As initial conditions of the simulations, we give perturba- 
tions to all the single-helicity modes in the form of the 
linear eigenfunctions with the same kinetic energy and the 
random phase relation to each other. Since our concerns in 
this study are with the background shear flow production 
due to the Reynolds stress, we neglect the quasilinear pres- 
sure flattening and fix the background pressure gradient, 
which is equivalent to the addition of a certain source term 
to the pressure equation. In all the simulations here, the 
normalized viscosity and pressure diffusivity are given by 
,u=x=4.0. In th e d imensional form, they are written as 
,u=x=4.0Dc~L~/LpL,, which corresponds to the order of 
the ion classical diffusivity, since typically we have 
L:/ LpL,- 10. (When we employ the classical ion viscosity 
and thermal diffusivity, the nondimensional parameters p 
and x normalized by [x12/[t] = DclL~/LpL, are indepen- 
dent of plasma density and temperature, but only depend- 
in 

P 
on the ratio T/Ti and the geometrical factor 

L,/L,L, .) The potential and pressure fluctuations are 
Fourier expanded as 

(s) = z (~$~~)expGmkyh (31) 

where k=2n-/L, is the minimum poloidal wave number 
and we use k=;$ in the simulations. From Eq. (8), the unit 
length b] depends on the plasma density and temperature, 
etc. and typically b]/pi-O.l-l.O (pi is the ion thermal 
Larmor radius). Then the maximum poloidal wavelength 
Ly used here corresponds to 10-100 times larger than pi* 

Figure 2 shows the linear growth rates for the resistive 
g mode under the background poloidal flow given by the 
external one [Eq. (28)]. When the background poloidal 
flow has the maximum shear V,‘, = 0.2, the system is com- 
pletely linear stable. 

The nonlinear time evolution of the kinetic energy and 
the convective transport are shown in Figs. 3 and 4. There 
the same external shear flow with Vh = 0.1 is used and the 
same initial perturbation is given to the m = 1 mode poten- 
tial. The only difference in the parameters for Figs. 3 and 4 
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t 

FIG. 3. The time evolution of the kinetic energy f, k(g) and the 
convective transport l dxG&) for V& = 0.1 and ~=0.02. 

is the values of the relaxation rate Y in the momentum 
balance Fq. ( 11) : Y = 0.02 in Fig. 3 and Y= 0.3 in Fig. 4. In 
both figures, we can see that the m= 1 mode, which is the 
most unstable mode with the minimum poloidal wave 
number, gives the dominant contribution to the kinetic 
energy and the transport in the nonlinearly saturated 
states. The most remarkable feature of the comparison is 
that, in the small Y case of Fig. 3, a strong background 
(m=O) poloidal flow is generated and that this flow 

x1oo 
2 

total - 
s 

-. 
z 50 .J 

‘5 ~ 

m=l 

IL! I(,,, I 
0 1000 2000 

FIG. 4. The time evolution of the kinetic energy fr dx($) and the 
convective transport s d&i&) for V; = 0.1 and v=O.3. 

’ PV, 

FIG. 5. Radial profiles of the convective flux Gi?J in the cases of Figs. 
3 (a dashed line) and 4 (a solid line). 

strongly reduces the fluctuation kinetic energy and the as- 
sociated radial thermal transport. On the other hand, in 
the large Y case of Fig. 4, neither generation of a significant 
background flow, nor the reduction of the fluctuation ki- 
netic energy and the transport occur. These results are 
qualitatively consistent with those of the quasilinear anal- 
ysis in the previous section, where it was shown that the 
Reynolds-stress-produced flow increases and the saturation 
amplitude decreases as Y becomes smaller. The temporal 
evolution described by Eq. (25) qualitatively agrees with 
the numerical results in Figs. 3 and 4, in that Eq. (25) 
shows the saturation of the dominant m= 1 mode as well 
as its linear growth, although it fails to describe the over- 
shooting observed in Fig. 3, which may be due to highly 
nonlinear effects. 

Figure 5 shows radial profiles of the convective flux 
@i5;) in the cases of Figs. 3 and 4. Both profiles are of the 
Gaussian form with the same radial width. The radial 
structures of the m= 1 mode potential and pressure in 
these cases are almost the same as those of the linear eigen- 
functions. The flux amplitude for ~=0.02 is about three- 
fourths of that for ~=0.3. 

Figure 6 shows radial profiles of the background po- 
loidal flow vE(x) and the vorticity L&(X) at the time 
r=2000 in the case of Fig. 3. There profiles of the external 
flow V(x) and vorticity V’(x) are also plotted by the 
dashed lines. It is seen that the maximum shear (or vor- 
ticity) of the background flow generated by the Reynolds 
stress is about six times larger than that of the external 
flow. At this shear of the background flow, linear pertur- 
bation theory gives the completely stabilized state with no 
fluctuations. However, the saturated or quasisteady state 
with finite amplitude of fluctuations is obtained in the sim- 
ulation of Fig. 3. 

The contours of the m= 1 mode of the electrostatic 
potential in the case of Fig. 3 are shown in Fig. 7. There 
(a) is for the growing state (1= 500) and (b) for the sat- 
urated,state (t=2000). It is found that the vortex tilts in 
the same direction as in Fig. 1 (b), which implies the Rey- 
nolds stress enhancing the shear of the background poloi- 
da1 flow. The vortex tilting is clearer in (a) than in (b). In 
case (a) the shear flow generation due to the Reynolds 
stress exceeds the collisional damping (denoted by Y), 
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vE(x) , 

0 
I/’ 

/’ 

FIG. 6. Radial profiles of the background poloidal flow U&C) and the 
vorticity v;i(x) at the time t=2000 in the case of Fig. 3. The dashed lines 
denote the external flow V(x) and vorticity V’(x). 

while in the case (b) they are balanced with each other. In 
the saturated state (b), the fluctuation amplitude is high, 
and therefore only a small tilting angle is required to main- 
tain the shear flow if Y is small. 

[a) t=500 

(b) t=2000 
807r 

FIG. 7. The contours of the m= 1 mode of the electrostatic potential in 
the case of Fig. 3. Here (a) is for the growing state (t=500) and (b) is 
for the saturated state (t---2000). 

0 0 
I$=0 u =0.3 lJ =0.02 
(fixed) 

FIG: 8: The convective flux (j TX) and the background poloidal flow uk at 
the mode resonant surface x=0 for-v=0.02 and v=O.3. The solid circles 
correspond to the case of V& = 0.05, and the open circles to the case of 
I$ = 0.1. Also plotted is the convective transport, in the case where the 
background flow is fixed to be zero. The dominant mode number in the 
saturated state is m=2 for no background flow and Vh = 0.05 cases, and 
m=lfor Vh=O.l. 

Figure 8 shows the convective flux GFX) and the back- 
ground poloidal flow shear vi at the mode resonant surface 
x=0 for ~=0.02 and ~=0.3. The solid circles correspond 
to the case of Vh = 0.05 and the open circles to the case of 
V,$ = 0.1. Also plotted is the convective flux in the case 
where the background flow is fixed to be zero. For smaller 
v, the Reynolds stress generates a higher shear in the back- 
ground shear flow, and thus a larger reduction of the trans- 
port. In the case of no background flow and Vh = 0.05, the 
dominant poloidal mode number in the saturated state is 
m=2, which corresponds to the most linearly unstable 
mode. On the other hand, for Vb = 0.1, the m= 1 mode, 
which has the maximum linear growth rate, becomes dom- 
inant in the saturated state and gives larger transport than 
in the m = 2 mode dominant case. In the saturated states, 
we always found that only one mode is dominant, and 
contributions from the other modes to the. energy and 
transport are much smaller than the dominant mode con- 
tribution. (We never observed the cases in which both the 
m = 1 and m =2 modes had comparable amplitudes. ) It 
seems that the mode that has grown. faster suppresses the 
other modes. 

In Fig. 9, the convective flux, the background poloidal 
flow shear at x=0, and the maximum linear growth rate 
are shown for different values of Vh . Here v= 0.02 is used. 
The dominant poloidal mode number in the saturated state 
is m=2 for VA = 0,0.02,0.05, and m= 1 for Vh = 0.1. In 
the m = 2 mode dominant cases, the convective flux grad- 
ually decreases as I’; increases. However, in the m= 1 
mode dominant case, larger transport is found again in 
spite of the smaller linear growth rate and the larger 
Reynolds-stress-produced background vorticity. Gener- 
ally, nonlinear saturation levels of modes with smaller 
wave numbers tend to be less affected by the reduction of 
the linear growth rates and give larger transport. 

As seen from Fig. 3, any fluctuation with small ampli- 
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FIG. 9. The convective flux, the background poloidal flow shear at x=0 
and the maximum linear growth rate y for of V& = 0,0.02,0.05, and 0.1. 
Here v=O.O2. The dominant poloidal mode number in the saturated state 
is m=2 for Vt, = 0,0.02,0.05, and m= 1 for V,$ = 0.1. 

tude damps in the course of time for Vh ) 0.2, Figures 
IO-12 show the time evolution of the kinetic energy and 
the turbulent transport for two cases in which the external 
parameters are changed halfway through the time interval. 
InFigs. 10and ll,weputuE=OforO<t<lOOO,andthen 
subsequently vE is given by solving F?q. ( 11) with V& 
= 0.4 for t> 1000. Here v=O.3 is used in Fig. 10 and 
v= 0.02 in Fig. 11. In the large v case (Fig. lo), the back- 
ground flow vE approaches to the external one V. immedi- 
ately after t= 1000. Then the fluctuation energy decreases 
and the transport is reduced to less than one-seventh of 
that in the no shear flow case (t < 1000). We should note 
that the value of the maximum background vorticity Vh 
= 0.4, causing the significant reduction of the turbulent 
transport, is about twice that required for the linear mar- 
ginal stability of the system (see Fig. 2), although the 
transport is not reduced 
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FIG. 11. The time evolution of the kinetic energy and the turbulent 
transport. Here ok=0 for 0 < t < 1000, and u, is given by solving Eq. (11) 
with vl, = 0.4 and ~=0.02 fort> loo0. 

in the external flow with Vh = 0.1 (see the case of P’& 
= O&l and v=O.3 in Fig. 8), for which the linear growth 
rates is considerably decreased. (We already found the 
large background vorticity e-0.7 in Fig. 6, where the de- 
crease of the transport was also observed.) Thus, in the 
nonlinear turbulent regime, significant transport reduction 
can be realized only when the background flow has a shear 
that is much higher than that predicted by the linear sta- 

50 

xloo 

2 J 
total 

f8’if!l 

z 50 t 
m=2 

‘7 

0 1000 2000 

FIG. 10. The time evolution of the kinetic energy and the turbulent 
transport. Here o,=O for 0 < t < ltXKI, and vE is given by solving Eq. ( 11) 

FIG. 12. The time evolution of the kinetic energy and the turbulent 

with VG = 0.4 and v=O.3 for t> 1000. 
transport. Here vs=O for 0 < t < 1000, and v, is given by solving Eq. ( 11) 
with no external flow (Vs=O.O) and v=O.O2 for t> 1COO. 
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bility criterion. In the small Y case (Fig. 11) )I the Reynolds 
stress enables the background shear flow to exceed the 
external flow after t=lOOO, which leads to the complete 
suppression of the fluctuations and no turbulent transport. 

In Fig. 12, no external flow ( Vs=O.O) is given for 
t> 1000, while Y is the same as in Fig. 11 (~=0.02). In this 
case, we also find that the Reynolds stress effectively pro- 
duces the background flow, which reduces the fluctuation 
level and the transport. The shear flow generation and the 
transport reduction occur at t- 1200, with some delay af- 
ter the change of the simulation conditions. The vortex 
tilting required for the nonvanishing Reynolds stress in this 
case is produced, not by the external shear flow V,,, but by 
the nonlinear interactions of the modes with different wave 
numbers. This interaction process will be discussed in the 
next section. Interestingly, a small decrease in the back- 
ground shear flow accompanied with an increase of the 
fluctuation and the transport is observed suddenly at 
t- 1900, when no external change of the plasma conditions 
(like that at t= 1000) is introduced. 

Up to this point, we fixed the values of ,u, x, and 
k=2?r/L,. The numerical results can be influenced ‘by 
these dissipation coefficients as well as the maximum po- 
loidal wavelength Ly . These parameters determine the 
number of the modes that need to- be included in the sim- 
ulations for obtaining the nonlinearly saturated states. Sim- 
ulations using different values for these parameters were 
also done, and we found that, for larger L,, with fixed ,u and 
x (or for smaller p and x with fixed L,,), behavior of 
fluctuations becomes more turbulent,. and the high wave 
number Reynolds stress contribution to the flow damping 
increases in the steady turbulence phase, although the 
shear flow generation by the Reynolds stress still appears 
in the transition phase. 

The change of Y in Figs. 10-12 models the temperature 
increase due to the thermal flux into the,peripheral region 
accompanied by the auxiliary heating or the sawtooth phe- 
nomena. Since it is observed that these thermal influx phe- 
nomena trigger the L-H transition, our results seem to be 
consistent with the experiments. Since the damping coeffi- 
cient Y as well as the energy input to the fluctuation are 
dependent on background plasma parameters such as pres- 
sure, temperature, and their gradients, we should also take 
into account the reaction of the background parameters 
from the influence of the plasma turbulence, which has 
been disregarded here. A self-consistent treatment of 
mixed mechanisms of the background response, change in 
v, fluctuations, and shear flow is required for a more com- 
plete description of the L-H transition and remains for a 
future problem. 

V. CONCLUSIONS AND DISCUSSION 

In this work, we investigate the generation of, shear 
flow by the Reynolds stress arising from self-consistent 
pressure gradient-driven fluctuations, and the resultant re- 
duction of the turbulent transport in the case of the resis- 
tive g modes. As found in Eqs. ( 14) or ( 16), the radial 
variation of the phase of the fluctuation, or the vortex tilt- 
ing is required to yield the nonvanishing Reynolds stress. 

In Ref: 5, Diamond et al. also argued that the ,flow 
generation by the Reynolds stress requires a radial asym- 
metry in the turbulence spectrum, which corresponds to 
the radial phase variation or to the vortex tilting. (As in 
the case of the KH instability, some fluctuations with ra- 
dially asymmetric mode structures yield the Reynolds 
stress, which acts as an anomalous viscosity and damps the 
background shear flow.) Accordingly, they argued that the 
pure resistive g mode, which has a symmetry in the radial 
mode structure, gives no Reynolds stress and no back- 
ground shear flow. However, the radial asymmetry or 
phase variation appears in the modes under the effect of a 
small background shear flow, as seen in Sec. III, or it is 
also spontaneously generated, by the nonlinear interaction 
of pure resistive g modes with different phases, yielding a 
seed for the flow generation that is shown in Fig. 12. The 
property of the radial symmetry in the resistive g mode is 
reflected by the fact that both signs of the shear are realized 
with with equal probability. Thus, the result in Fig. 12 
shows a typical example of a spontaneous broken symme- 
try and gives the physically important new point of view to 
understanding the L-H transition. Shear flow effects were 
also investigated by Carreras et al.4s99’o in the cases where 
the shear flow is given initially or by diamagnetic effects. 
The shear flow generation due to the nonlinear interaction 
of the resistive g modes in the case of no external and no 
diamagnetic flow, and the important role of the collisional 
flow damping parameter v in the L-H transition were first 
pointed out in our work. 

The production of the phase variation by the nonlinear 
interaction is described as follows. For example, let us con- 
sider linear modes m=2, 3, 4, which have constant but 
different phases. Such a situation is possible, even in the 
pure g-mode case. Nonlinear interactions of the m = 2 and 
m= 3.modes and that of the m= 3 and m=4 modes both 
contribute to the-production of the m = 1 mode. If we rep- 
resent the contributions of these nonlinear interacti~ons to 
z;$‘;==; mode by ~&c)=~~J~)~e~~~ and &,(x) 

bx e, leb the phases 8, and &, are constants. How- 
ever, the sum of them Idb(x> lezeu+ j+b(X) (e 

iOb 

‘=II~a(x)Ieiea+I #b(x)je ieb 1 eiecx) has a x-dependent phase 
e(x) she l6Jx) I and I +b(x) I generally have different 
profiles. Thus the nonlinearly produced m= 1 mode has a 
radially varying phase and yields the nonvanishing Rey- 
nolds stress, which, in turn, causes the background shear 
flow. 

Once the background shear flow is generated, the ra- 
dial dependence of the mode phase appears; even through 
the linear process. In Sec. III, we found that the resistive g 
mode in the background shear flow has a phase variation 
or vortex tilting that enhances the shear flow, which is in 
sharp contrast to the pure KH instability case. In the KH 
case, the shear flow is weakened by vortex tilting. How- 
ever, as found in Sec. III and Sec. IV, both the KH insta- 
bility and the resistive g mode arranges the shear flow such 
that their growth rates are reduced, and therefore the sys- 
tem approaches the stationary state. It is instructive to 
consider these mechanisms from the point of view based on 
the energetics. Neglecting all the dissipation terms in Eqs. 
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(9)~( 1 1 ), we obtain the following energy 
law: 

; vi+; (i+xPo 

conservation 

(32) 

where the contributions from the boundary surfaces are 
assumed to vanish. Here the first term on the left-hand side 
is the kinetic energy of the background flow, the second 
term is the turbulent kinetic energy, and the last term is the 
released plasma internal energy. In the reference frame 
where the volume-averaged flow velocity 
(1/2a>JtZd x vE x ( 1 vanishes, as seen in Sec. IV, the back- 
ground kinetic energy f[ dx L& is also a measure of the 
flow shear or the vorticity. The transfer rates between the 
three energy components of the energy balance equation 
are given by 

(33) 
d 
;7; 

d+;=- ~ 
s 

dxv Gig 
E ax * 

; j- dx;?= j dx(vE~+(j-u,)), (34) 

d 
z s 

dx( -xPo) = - 
s 

dx$i&). (35) 

In the pure KH instability case, where the pressure gradi- 
ent terms are not taken into account, the turbulent kinetic 
energy is supplied by the background shear flow in the 
growing phase of the instability, and therefore we find from 
the above equations that -~(~~,G)/~x has the opposite 
sign of vE, i.e., the Reynolds stress reduces the background 
shear flow at the rate given by Eq. (33). On the other 
hand, in the resistive g-mode case, the turbulent energy 
comes from the plasma internal energy (or the background 
pressure gradient) in the form of the flux G&r). In this 
case, the background shear flow weakens the growth 
of the mode, so the term 
=-J dx(&i$) (A@ 

j- dx vE(i9(F&;>/cYx) 
x is negative, which implies that ) 

-a(C&,)/ax has the same sign as v,, i.e., the Reynolds 
stress enhances the background shear flow. 

In Ref. 6, Drake et al. showed the spontaneous gener- 
ation of the background flow resulting from a certain kind 
of instability in the neutral fluid, while, in our work, the 
spontaneous generation is shown, as discussed in Eqs. 
(33)-( 35)) from the energy stored originally in the plasma 
with the pressure gradient and the unfavorable magnetic 
curvature. The thermal energy is finally converted to the 
shear flow kinetic energy by way of the resistive g-mode 
fluctuations. 

In conclusion, we have shown in some detail how the 
Reynolds stress driven by the self-consistent plasma fluc- 
tuations works effectively for the generation of a shear flow 
that reduces the thermal transport when the collisional 
relaxation parameter v for the poloidal flow velocity is 
small, which corresponds to ion temperatures above a crit- 
ical value. The self-generated stabilization of the 
fluctuation-driven transport is especially abrupt and 
strong. Thus the coupled turbulent transport and poloidal 
flow model presented here for the onset of a reduced trans- 

port regime gives a useful paradigm for the experimentally 
observed rapid L-H transition. The experimental correla- 
tion of the transport reduction based on this Reynolds 
stress mechanism remains an interesting problem. In this 
work, only the single-helicity resistive g-mode case is ex- 
amined+ As a future task, we need to investigate the shear 
flow generation by the Reynolds stress in the case of mul- 
tihelicity turbulence and other types of modes such as the 
ion pressure gradient-driven drift wave turbulence. 

We are presently developing a simple dynamical model 
of the L-H transition consisting of the ordinary time- 
differential equations for the three variables in Eqs. (33)- 
(35)) i.e., the shear flow kinetic energy, fluctuation kinetic 
energy, and the plasma internal energy, which can self- 
consistently describe the transport reduction, the shear 
flow generation, as well as the background responses, such 
as the changes in the pressure gradient and the damping 
parameter v. The reduced dynamical model uses closure 
relations for the two anomalous fluxes contained on the 
right-hand side of Eqs. (33)-(35), based on the simula- 
tions presented here. These new results will be presented 
elsewhere. 
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