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Abstract—Traffic in wireless sensor networks (WSN) exhibits a
many-to-one pattern in which multiple source nodes send sensing
data to a single sink node. Since bandwidth, processor and
memory are highly constrained in WSN, packet loss is common
when a great deal of traffic rushes to sink. The system must
provide differentiated service to individual traffic classes. In this
paper, a pre-emptive multiple queue based congestion control
mechanism is proposed. To detect congestion and to provide
QoS for high priority traffic multiple buffers are used. Using this
mechanism, high system utilization, reduced packet waiting time,
and reduced packet drop probability are achieved. An analytical
model is developed to predict the performance of the proposed
mechanism by calculating the performance measures including
system throughput, drop probability of packets, and mean
queue length. By comparing analytical and simulation results
the effectiveness and accuracy of the model is demonstrated.
Markovian process is used to develop the analytical model and
ns-2 for evaluating the performance of the mechanism.

Keywords: Wireless Sensor Networks, Quality-of-Service
(QoS), Active Queue Management (AQM), Markovian Process

(MP)

I. INTRODUCTION

Wireless sensor network has emerged as a promising tech-
nology because of the recent advances in electronics, net-
working, and information processing. Although WSN can
be used in many applications there are a few constraints to
overcome before it finally becomes a mature technology [11].
Some of the constraints are limited resources, bandwidth,
higher bit error rates, lower throughput and longer delays
compared to other networks. In WSN, the intrinsic features
and limitations of sensor nodes, impose significant challenge
for the reliable communication. The traffic characteristics and
communication patterns in WSN are partial and vague. The
traffic in WSN is very dependent on application scenario.
Due to the development of different type of applications and
different types of traffic in WSN, traffic congestion has become
a critical problem and that can significantly degrade system
performance and deteriorate the QoS for network. Congestion
in WSN has negative impact on network performance and
application objective, indiscriminate packet loss, increased
packet delay, severe fidelity degradation [12]. Therefore, the
employment of an effective congestion control mechanism in
WSN is needed to guarantee the required QoS for various
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applications. Traffic in WSN can be mixture of real time, non-
real time, periodic and aperiodic types. The QoS solutions
developed for other networks cannot be directly ported to
WSN because of its inherent characteristics.

Active queue management has been proposed as an efficient
policy of congestion control to achieve high system utilization
and low packet delay in networks with different type of
traffic flows [13],[14]. The fundamental idea of AQM is to
proactively drop the incoming packets before the occurrence
of buffer overflow. In AQM schemes, to provide different QoS
service for different traffic, priorities are used. There are two
types of priority schemes, namely, inter-buffer priority and
intra-buffer priority. In inter-buffer priority the arrival of dif-
ferent traffic classes enter their dedicated buffers. In the intra-
buffer priority scheme, all traffic classes enter the same buffer,
which is partitioned by some thresholds in order to provide
differentiated loss priorities. In AQM schemes, performance
advantage of two thresholds over single threshold is reported.
Two thresholds can always be adjusted to give a lower delay
for the same throughput. AQM coupled with priority schemes
is able to provide better QoS differentiation as well as reduce
traffic congestion and packet delay. Mathematical models are
cheaper and easier to use than experimental or simulation
applications, and also they can improve understanding of the
real problem to set-up appropriate and flexible solutions that
suit the network and design requirements. There are a few
analytical models reported in the literature with limitations,
which are able to handle priority systems integrated with the
AQM congestion control policy in the presence of multiple
traffic. Hence, in this paper a pre-emptive multiple queue based
congestion control mechanism is proposed. This scheme uses
different queues for different types of traffic and provides QoS
requirements for High Priority (HP) packets.

Rest of the paper is organized as follows. Section II presents
a literature review on the recent related work that concern
with developing analytical models to evaluate the performance
of RED algorithm considering its different performance char-
acteristics. Section III describes the proposed AQM scheme
in detail. The analytical model and numerical expressions for
the performance characteristics are presented in Section IV.
Simulation and analytical results are presented in Section V.
Finally, in Section VI based on the obtained results conclusions
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are drawn and suggestions and recommendations for future
work are pointed-out.

II. RELATED WORK

This section presents a literature review on the recent related
work to develop analytical performance evaluation models for
the existing queuing systems and algorithms. In particular
related works on prioritized AQM and analytical models are
discussed. Tin Qiu et. al [2] presents a evaluation method
for packet buffer capacity of nodes using queueing network
model, whose packet buffer capacity analyzed for each type
node. The method is validated by the queueing network model
with holding nodes for WSNs and designed approximate
iterative algorithms. Mu Sheng-Lin et. al [3] developed a
queuing model for RED queue management scheme to in-
crease the transmission efficiency of multimedia over WSN.
Lin Guan et. al [4] developed analytical framework for the
performance evaluation of AQM mechanism based congestion
control mechanism in WSNs in their paper three discrete
time performance models with threshold based arrival rates,
namely, one-step, two-step and linear reduction have been set
to investigate how queue thresholds affect the whole system
performance. Walenty Oniszizuk [5] studied and developed a
Markovian Queuing scheme for multi server computer systems
with two priority classes[low and high], partial buffer sharing
schemes with thresholds and with blocking. Xiang-Lan Yin et.
al [6] employed a priority-based queue management method to
improve packet delivery ratio of more important packets. Gey-
ong Min et. al [7] developed an analytical model for a buffer
partitioned by a number of thresholds in order to provide dif-
ferentiated loss priorities to individual traffic classes. Hussein
Abdel-Jabed et. al [8] proposed a new analytical model based
on DRED algorithm on two queue nodes queuing network. Lan
Wang et. al [9] developed an analytical performance model
for a finite capacity Queuing system with AQM mechanism
on two thresholds. L Guan et. al [16] presented a Markov-
Modulated Bernoulli arrival Process for the traffic arrivals for
the performance evaluation of congestion control based on
RED mechanism using queue thresholds. I. Awan et. al [18]
presented a framework for the performance analysis of queuing
networks with blocking under AQM mechanism. The analysis
was based on a queue-by-queue decomposition technique. The
use of queue thresholds is a well-known technique generalized
exponential distribution which can capture the bursty property
of network traffic. The analytical solution was obtained using
the maximum entropy principle.

At this stage, it is important to realize that there are only
limited numbers of references precisely concern with devel-
oping analytical models as most researchers use computer
simulations or experimental tests in evaluating their systems
or algorithms. It is observed that a fair amount of work has
been done on designing analytical models on RED but not
so great work on analytical models coupled with priority. It
is also investigated that, analytical performance models of
AQM coupled with priority mechanisms provide better QoS
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Fig. 1. Working of pre-emptive multiple queue
TABLE I
NOTATION TABLE

Notation Meaning

BH Capacity of HP Queue

BL Capacity of LP Queue

curqlhp Current quelength of HP Queue

curqgllp Current quelength of LP Queue

P Drop probability
mingy, Minimum threshold of LP Queue
maxygp Maximum threshold of LP Queue

differentiation for multiple traffic, reduces traffic congestion
and packet delay.

III. PROPOSED PRE-EMPTIVE MULTIPLE QUEUE
CONGESTION CONTROL

In this section, the pre-emptive multiple queue congestion
control mechanism is proposed. Different traffic types demand
different packet delivery ratios and end-to-end delay. Vital
messages always have a first priority with a minimum end-
to-end delay. On the other hand, keep alive messages carrying
small periodic data have relatively low priority which can
tolerate to longer delay. To meet this demand, in this scheme
multiple buffers with different priorities are used. Arrived
packets are enqueued in respective priority buffers and will
pre-empt the low priority (LP) packets if their buffer is full.
The high priority (H P) packets are dropped only when both
HP and LP buffers are full. Thus, providing higher throughput,
lesser end-to-end delay and reduced drop probability for HP
packets. LP packets are upgraded to HP packets if they are
transient packets, and drop probability of LP packets depends
on minimum and maximum threshold values of the LP queue.
The threshold values are dynamically adjusted based on the
total number of packets in the queues. The operation of
the proposed AQM mechanism is depicted in Fig. 1. The
packet drop probability of pre-emptive multiple queue buffer
mechanism is given by:

p, = Ut =k+l (1)
mazy, — k + 1
where, ¢ = no. of packets in HP queue, j = no. of packets in
LP queue, and k£ = average queue length
The packet drop probability of HP packets is given by:

0
P =
hp {1

The packet drop probability of HP packets is given in Eq.

if curqlhp < BH

2
if curqlhp = BH and curgllp = BH @
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Fig. 3. Packet drop probability of LP packets

(2) and the interpretation of the equation is shown in Fig. 2.
Drop probability is 1 only when HP and LP buffers are full
otherwise it is 0. Similarly the packet drop probability of LP
packets is given by:

0 if curqllp < miny,
(curqlp—mingp,)?
(max¢p, — mingp, )?

P;

Py, = if ming, < curglp < maxy, (3)

if max;, < curglp < BL

The packet drop probability of LP packets is given in
Eq. (3) and the interpretation of the equation is shown
in Fig. 3. Drop probability of LP packets is 0 when
queue length is less than ming, and the drop probability
varies when queue length is between ming, and maxp,
and queue length is greater than maxy,. The notations
used in the Eqgs. (1) - (3) are mentioned in Table I. The
proposed pre-emptive multiple queue congestion control
mechanism for multiple traffic is presented in Algorithms.
1- 4. Algorithm. 1 presents pseudo-code of Delete-Packet-
From-Queue function of the proposed mechanism. This
algorithm explains how packets are deleted from HP and
LP queues. Packets are always deleted from HP queue and
are deleted from LP queue only when HP queue is empty.

Algorithm 1: Delete-Packet-From-Queue

1 if BH = empty then

2 ‘ Delete from front of LP Queue;
3 else

4 ‘ Delete from front of HP Queue;
5 end

Algorithm. 2 explains pseudo-code of a function which
assigns priority to packets. On the arrival of the packet, it is
assigned high priority if it is a transient packet or real-time
packet, otherwise, the packet is assigned lower priority.
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Algorithm 2: Assign-Priority

1 if arrived-packet = trasient-packet or arrived-packet =
real-time-packet then
2 ‘ priority = high;

3 else

4 ‘ priority = low;

5 end

Algorithm-3  describes ~ HP-packet  queue  insertion
procedure. HP-packet is inserted into HP queue and
if HP queue is full it will pre-empt the LP packet

from LP queue and insert the packet into LP queue.
Algorithm 3: Insert-Packet-HighPriorityQueue
1 if curqlhp < BH then

2 ‘ Insert-HPQ();

3 else

4 if curglhp = BH and curgllp = BL then
5 | Detete-end-LPQ(); Insert-front-HPQ();
6 else

7 ‘ Insert-Front-LPQ();

8 end

9 end

Algorithm. 4 presents LP packet insertion is based on
ming, and maxy, values. It is inserted into LP queue with
probability O when current queue length is less than miny,
and inserted with drop probability pl when the current
queue length is between ming, and maxy,. Inserted with
probability p2 when current queue length is between max;y
and BL. Values of pl and p2 are mentioned in Eq. (3).

Algorithm 4: Insert-Packet-LowPriorityQueue

1 if curqllp < ming, then

2 | Insert-LPQ();

3 else

4 if min,, < curqlp and curqlp < maxy, then
5 ‘ Drop-packets-with-probability P1;

6 else

7 ‘ Drop-packets-with-probability P2;

8 end

9 end

IV. ANALYTICAL MODEL

The analytical model using Markovian Process is formed
for a dynamic buffer allocation policy and queue behavior
under a priority service discipline. Each queuing system can
be mapped onto an instance of a MP and then mathemati-
cally evaluated in terms of this process. MP can analyze the
stationary and transient behavior of the network. To facilitate
analysis and construction of an initial simplified model of our
queuing mechanism, the assumptions imposed are as follows:

1) The events generated by WSN are assumed to follow
Poisson process, and it is known that the sum of a
number of independent tributary Poisson is also Poisson
process. So inputs of different traffic sources follow
Poisson distribution.
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TABLE II
ANALYTICAL MODEL NOTATION TABLE

Notation Meaning
A Arrival rate of packets
A1 Arrival rate of HP packets
A2 Arrival rate of LP packets
ni Servicing time of HP packets
wa Servicing time of LP Packets
P PacketLoss
T Throughput
L Mean-g-length

M
O D@
0,0 1.1 BH, 1
2
i

M m Aok m A+ hy m
0,2 1,2 2,2 i,2
m 2 in

k=maxth( A1+A2) k=(maxth + 1) A1 412 BLOM +42)

k=minth( Aq+22)
k.3
p-drop = (curglp - minth) * Drop all

(maxth - minith) the packets with
probability 1

Fig. 4. State-transition diagram

2) The service time distribution is considered to be an
exponential distribution.

3) The packets generated by different WSN applications
have different priorities.

4) Network has a queuing discipline which maintains mul-
tiple buffers for traffic of different classes and serves HP
buffers prior to other types.

5) Queuing discipline uses multiple buffers and use Drop-
Tail mechanism for HP Queue and RED mechanism for
LP Queue.

6) Buffers has the finite capacity BH and BL which are
equal and with two dynamic threshold values min,;, and
MaTth.-

7) Packets of all priorities are assumed to be of same size.

Packets arrives to the system with an arrival rate of A. Each
node classifies the arrived packets into HP packets and LP
packets if they are transient/real-time packets and locally
generated packets respectively. Let arrival rate of HP packets
and LP packets be A; and A5 respectively. Let the service time
of HP and LP packets be p; and po respectively. Let the total
system capacity be M. The packet dropping probability P,
and Py, are defined in Eq. (2) and Eq. (3) respectively. The
dropping process can be seen as a decrease of the arrival rate
with the dropping function. The maximum packets dropping
probability of both the traffic classes is 1.

A state transition rate diagram of a two dimensional Markov
chain of the queueing system with the AQM mechanism is
shown in Fig. 4. All possible states of the queuing model and
state transitions that occur among the states are shown in Fig.
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4. A state is described by random variables (i, k) where, i
represents number of jobs at service station, and k represents
its state where k = [0..5]. The equilibrium state of the system
for the arrival rates A1, Ao and service rates 1 and s is the
ratio of arrival rate to the departure rate. If P;; denote the joint
probability of state (i, %) in two dimensional Markov chain,
a set of linear equations are formed on analyzing the states
of state transition diagram as shown in Fig. 4. These set of
linear equations represents the transition equilibrium between
incoming and out-going streams of each state. Using these set
of equations, the desired performance characteristics such as
mean queue length (L), as in Eq. (10) throughput (T"), as in
Eq. (11) and probability of packet loss (P) as in Eq. (12) are
obtained. The notations used to derive the analytical model is
presented in Table I7. The Eqgs. (4) - (9) represents different
state equilibrium equations.

The expressions for the aggregated system performance met-
rics like mean queue length L and throughput T are derived
by utilizing the characteristics of traditional M/M/1 queueing
system. The packet loss probability consists of the probability
of packet loss when the queue is full and that of packet
dropping before the queue becomes full. Probability of packet
loss depends on mean response time and mean waiting time in
the queue and are derived using Little’s Law and hence packet
loss probability P expression is derived. Eq. (4) reveals that
arrival and departure equilibrium of the system in the 0" state.

(M4 A2)-Po1= (1 +p2)-Pia “4)

Eq. (5) presents the arrival and departure equilibrium of the
system in the ‘" state.

(A1 + Ao +i(py + p2)) - Pin

. )
=1 +X) - Poaa+@+1) (u1+p2) Py

Eq. (6) represents the arrival and departure equilibrium of the
system in the i*" state where mean queue length is less than
mingp,.

(A + X+ (p1+p2)) Pia=

(M +A2) - P11+ (6)
¢ (1 +p2) Piy1a

The arrival and departure equilibrium of the system in the

it" state where average queue length is between miny, and

mazxyy, is shown in Eq. (7).
M+ X+ (p1+p2))- Peiming, +1,1
()‘1 + )‘2) c+m1nth -1, 1+
C- (ILLl + NQ) * Peyming, ++1,1 + €
(1 + p2) - Peyming, ++1,2

)

Eq. (8) represents the arrival and departure equilibrium of the
system in the i*" state where average queue length is between
maxy, and M.

(A2 + C-(Ml + N2)> * Petmaxy, 1 = (/\1 + A2) -

c-‘rmaxth -1,1

(®)
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Fig. 5. Network topology used for simulation

Eq. (9) presents the arrival and departure equilibrium of the
system in the i*” state where average queue length reaches
M.

(M1 +X2).Poq = (1 + p2).Pia 9
The mean queue length L can be expressed from the equi-
librium joint probability F;; as

M

L= Y (Py-i-j)

i=1,j=1

(10)

The throughput 7' is calculated by considering the drop

probability of HP and LP packets respective to their arrival
rates, as given below.
M-1

T= Y (P (Pp- M+ Py o))

i=1,j=1

(1)

Similarly the packet loss P is derived by considering packets
(both HP and LP) staying in the system at their respective
arrival rates, as given below.

M
p_ Z Pij_(l—Plp)-)\l-i-(l—Php)-)\z

12
SN (12)

i=1,5=1
V. SIMULATION

A simple bottleneck network topology is considered for
simulating the proposed mechanism. The network consists of
two routers R1 and R2, with n multiple traffic generating
sources and n logically connected destinations. The bottleneck
link between R1 and R2 is assumed to have a link speed of
1.5Mbps and propagation delay 20ms. All other connections
are connected to routers R1 and R2 with each link 100Mbps
bandwidth. The propagation delay for other links is generated
randomly. Packet size of 1500 bytes is considered. Two
types of traffic flows namely real time and non-real time are
considered. The results are tested for both DropTail and pre-
emptive multiple queues. The simulation time specified is up
to 100 sec. Simulator ns-2 is used for simulation of proposed
AQM mechanism

Fig. 6. presents the packet drops recorded in DropTail is
relatively higher than proposed AQM mechanism. This is due
to multiple buffers used for different traffic classes. Fig. 7.
shows that for a prioritized application HP packet drops are
less in proposed AQM mechanism than LP packets. This
is because, HP packets acquire more bandwidth, wherein
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DropTail mechanism both HP and LP packets share same
bandwidth. Fig. 8. exhibits HP packets have higher throughput
in proposed AQM mechanism than DropTail, because HP
packets are handled crucially. Fig. 9. presents LP packets drop
of proposed AQM mechanism is more than DropTail, because
in the proposed mechanism LP packets are victimized wherein
DropTail mechanism both the traffic are handled with equal
priority. It is observed in Fig. 10. that throughput of LP packets
in DropTail is more than throughput of LP packets in proposed
mechanism because LP packets retransmission is more in
proposed mechanism. Fig. 11 depicts energy consumption in
proposed mechanism is less than DropTail since retransmission
of packets is less. Even though LP packets are dropped, total
packet drops is less than DropTail. Thus the mechanism results
in minimum retransmission and less energy consumption.
Fig. 12 states that end-to-end delay for HP packets is less
in proposed mechanism due to more buffer occupancy and
priority given to HP packets.

The analytical results are presented in Figs. 13 - 15. The
initial values for the parameters considered are as follows:
A= 1.6, Ao = 1.4, pp = 0.2, pus = 0.2, ming, = 5, mazxy,
= 15, BL = 35 and BH = 35, packetsize = 150bytes,
Data — rate — of — all — traf fic — sources = 100M bps,
link R1 and R2 = 1.5Mbps.

It can be inferred from Fig. 13 that the mean queue length
decreases as the number of connection increases. This result is
reflected in both numerical and simulation experiments. Fig.
14 reveals that the packet loss increases as number of FTP
connections increases. This result is supported by results of
both numerical and simulation experiments. Fig. 15 presents
that the throughput value gradually increases to the number
of connections. Simulation and numerical results recorded are
presented in Table I71.

VI. CONCLUSION

In this paper, a pre-emptive multiple queue based congestion
control mechanism for multiple traffic is proposed. The pro-
posed mechanism is simulated using ns — 2 by considering
different traffic classes with same packet size and queue
length. Simulation results shows that the proposed mechanism
outperforms the DropTail AQM mechanism in terms of packets
drop, throughput, end-to-end delay and energy consumption.
LP packets are victimized in this mechanism by providing
less bandwidth over HP packets. An analytical model for the
proposed mechanism is developed and numerical results are
compared with the simulated results for the parameters mean-
queue-length, throughput, and packet-loss. In this mechanism,
dynamic thresholds for drop probability is considered, how-
ever, it can be extended to arrival rate adjustment. Also, the
network size, topology, queue length and packet size can be
varied to obtain results in different scenarios.

REFERENCES

[1] Zhenfei Wang,Kun Yang,David K Hunter,Zheng Hu, Hui Tian “A Queue-
ing Theory-Enabled Dynamic Bandwidth Allocation Algorithm for a
Wired-Wireless Converged Network”. Wireless Pers Commun, pp 1373-
1397, 2013.

216



Proceedings of International Conference on Circuits, Communication, Control and Computing (I4C 2014)

Packets Drop w5 Simulation Tine [2] Tie Qiu,Lin Feng,Feng Xia,Guowei Wu,Yu Zhou “A Packet Buffer Evalu-
sapap pR—— ation Method Exploiting Queueing Theory for Wireless Sensor Networks”,
Prenptive Multiple Queue ComSIS, vol. 8, no. 4, oct. 2011.

[3] Mu-Sheng,Jeng-Shiou Leu,Wen-Chi Yu,Min-Chieh YuJean-Lien C Wu

“BOB-RED queue management for IEEE 802.15.4 wireless sensor

networks ~” EURASIP Jr. on Wireless Communications and Network-

ing,2011.

Lin Guan,Irfan U. Awan,Mike E Woodward,Xingang Wang “Impact of

AQM scheme on WLANs using queue thresholds”, Int. J. Wireless and

Mobile Computing,vol. 4,no. 1 ,2010.

[5] Walenty Oniszcsuk, “Flexible buffer management with thresholds and
blocking for congestion control in multi-server computer systems ”,
Theoretical and Alied Informatics, 2010.

[6] Xiang-Lan Yin,Hua Chen,Yang Shen“A Priority-Based Queue Manage-
ment Method For Wireless Sensor Networks”, Int. Jr. of Information
Acquisition vol.4,no. 1,p. 39-46, 2008.

[7] Geyong Min,Xiaolong Jin,“Performance Modelling of Random Early

Detection Based Congestion Control for Multi-Class Self-Similar Network

Traffic . proc. of ICC , 2008.

Hussein Abdel-Jaber,Mike Woodward,Fadi Thabta,Amer Abu-Ali “ Per-

formance evaluation for DRED discrete-time queueing network analytical

High Priority Packets Drop ¥/s Sinulation Tine model . Jr. of Network and Computer Alications,vol. 31,p. 750-770,2008
aawen rromptive RortlLF oot [9] Lan Wang,Geyong Min,Irfan Awan“Modelling Active Queue Management
with Different Traffic Classes ™. Proc. of AINA,2006.

[10] Changhee Joo,Saewoong Bahk,Steven S. Lumetta A Hybrid Active
Queue Management for Stability and Fast Adaption”Jr. of Communi-
cations and Networks,vol. 8,no. 1 ,2006.

[11] Qinghua Wang“Traffic Analysis and Modeling in Wireless Sensor Net-
works and Their Applications on Network Optimization and Anomaly
Detection” Proc. Network Protocols and Algorithms,vol. 2,no. 1 ,2010.

[12] Wei-wei Fang,Ji-Ming Chen,Lei-shu, Tian-shu Chu,De-pei-
Qian“Congestion avoidance, detection and alleviation in wireless
sensor networks”. Jr. Zhejiang University SCIENCE,vol. 11,no. 1,2010.

[13] Y.Cheng and W. Zhuang“Effective bandwidth of multiclass markovian
traffic sources and admission control with dynamic buffer partitioning”.

45600
48800

35600

[4

—

30000

Total Packets Drop

25600

20000

15600

10000

Sinulation Tine

Fig. 6. Comparison of two AQM mechanisms on packets drop

[8

—_

—

35600

30000

25600

20000

15600

High Priority Packets Drop

10000

5008

o - = = . IEEE Tran. on Communications, vol. 51, no. 9 ,p. 1524-1535.
Sinulation Tine [14] .Feng,A.K Agarwal,A. Jayaraman, and C.K Siew“Modified red gateways
under bursty traffic”. JEEE Communications Letter,vol. 8,no. 5 ,p. 323-
Fig. 7. High priority packets drop with two AQM mechanisms 325,2004.

[15] Bhaskar Bhuyan,Hiren Kumar,Deva Sarma,Nityananda Sarma,Avijit
Kar,Rajib Mall“Quality of Service(QoS) Provisions in Wireless Sensor
Networks and Related Challenges”. Proc. of Wireless Sensor Networks,p.

High Priority Packets Throughput ¥/5 Simulation Time 861_868’2010.

[16] L. Guan, .U Awan, M.E Woodward, Xingang Wang"“Discrete-time
performance analysis of a congestion control mechanism based on RED
under multi-class bursty and correlated traffic’. Jr. of Systems and
Software,vol. 80,p. 861-868,2007.

[17] L. Guan, M.E Woodward, I.U Awan“Control of Queuing delay in a
buffer with time varying arrival rate”. Jr. of Systems and Software,vol.
80,p. 1238-1248,2006.

[18] L. Guan, A. Yar, M.E Woodward“Analysis of Queuing Networks with
Blocking under Active Queue Management Scheme” Proc. of the 12th
Int.Conference on Parallel and Distributed Systems, vol. 2, p. 61-68, 2006.

8,8836

brop Tail
Prenptive Hultiple Queue

8.80355

8,8835

8.80345

0.0834

0.80335

High Priority Throughput

0.0833

0.80325

0.0832
5

Sinulation Tine

Fig. 8. Throughput of HP packets in two AQM mechanisms

No.of FTP Connections | S-Avg-Q-Length | N-Avg-Q-Length | S-Packet-Loss | N-Packet-Loss S-throughput | N-Throughput
5 13.538 13.508 0.22 0.26 8510 8492
10 13.216 13.200 0.23 0.29 9105 9099
20 12.799 12.790 0.25 0.31 9181 9177
30 12.214 12.220 2.08 2.14 9188 9175
40 11.436 11.441 5.67 5.72 9133 9129
50 10.418 10.425 8.60 8.65 9083 9078
TABLE III

COMPARISON OF NUMERICAL AND SIMULATION RESULTS
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