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Abstract: The present study considers the problem of selecting the 

‘Best’ new better than used(NBU) population among the several 

NBU populations. The procedure to select the ‘Best’ NBU 

population is developed based on a measure of departure from 

exponentiality towards NBU, proposed by Pandit and Math(2009) 

for the problem of testing exponentiality against NBU alternatives 

in one sample setting. The selection procedure is based on large 

sample properties of the statistic proposed in Pandit and 

Math(2009).We also indicate some applications of the selection 

procedure. 
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1. Introduction 
             The selection of the ‘best population’ among the 

several populations is based on the principle of ranking 

and selection developed in the literature. One of the 

criteria of selection is to select a population that belongs 

to some parametric family with reference to a parameter. 

Another approach  is  to  select  a  population  that 

belongs to Lehmann’s (1963) procedure based on ranks, 

Barlow and Proschan’s (1969) approach based on partial 

orderings of probability distributions. Further, a selection 

procedure based on means for selecting from class of 

increasing failure rate(IFR) distributions is given by Patel 

(1976). An extensive review of ranking and selection 

problems can be found in Gupta and 

Panchapakesan(1979). Here, we consider selection 

problem of selection for the NBU classes of distributions. 

Pandit and Math (2009) gave  
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measure of NBU -ness and used it to develop a test for 

testing exponentiality against NBU distributions. When F 

is exponential,
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It is easy see that, if )()( GF γγ ≥ , then a  life distribution 

F is said to possess more NBU -ness property than that of 

another life distribution G,   

 Here, the criterion for selecting the best 

distribution possessing NBU –ness property among   k 

NBU populations is based on the value of )(Fγ , 

assuming that the underlying distribution F is continuous. 

The selection procedure here is based on the U- statistics 

Tn,(F), an unbiased estimate of  )(Fγ which is defined as 

below: 

Let X1,X2, … ,Xn be a random sample from F.  Define 
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Here summation is taken over all  
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n  combinations of 

integers ),( ji  taken out of integers{1,2,3,…,n}. In this 

paper, the asymptotic normality of Tn(F) ( Refer Pandit 

and Math (2009) ) is used for selecting the most NBU 

distribution among k NBU  distributions.  
 

2. Selection procedure 
 Let F1,F2, …, Fk  be the distribution functions of 

k NBU distributions and hence the functional form of Fi 

and the NBU -ness measure )( iFγ  of  Fi  are unknown, 

but it is assumed that Fi are continuous. For the sake of 

convenience, let  )( iFγ be denoted by iγ . The goal is to 

select the population which has largest [ ]kγ , 

where [ ] [ ] [ ]kγγγ ≤≤≤ ...........21 denote the ordered NBU 

-ness measure for k distributions. Selecting largest [ ]kγ   

refers to selecting the most NBU distribution. 

Let [ ] [ ] [ ]( )kγγγγ .....,, 21=
−

and   
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be the parameter 

space which is partitioned into a preference zone ( )*δΩ  
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and an indifference zone ( )*δΩ−Ω , where ( )*δΩ is 

defined by  ( ) [ ] [ ]
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 are pre-assigned by 

the experiment and selection procedure R is required to 

satisfy the condition 
P(CS | R)≥P* ,for all 

( )*δγ Ω∈
−

                                                                                (A) 

 

Selection of any population with [ ]kγ  is regarded as the 

correct selection [CS] and condition(A) is referred to as 

P* condition. 

 The selection procedure here is based on the U-

Statistics  Tn(F)   and utilize the large sample properties 

of Tn(F). The asymptotic distribution of   

( ))()( FFTn n γ− is normal with mean zero and variance  

( )F14ξ  (see Pandit and Math(2009)). Since, the 

asymptotic distributions of each ( ))(FTn n
 is normal 

with mean )(Fγ  and variance ( )iF14ξ ,the problem of 

selecting the more NBU population can be treated 

selection of the largest mean of the normal population. 

 A strongly consistent estimator of ( )F1ξ is given 

by  
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Now, the following two stage selection procedure R is 

proposed, assuming large samples. 

Let t = t(k,p*)>0 be the unique solution of the equation  

∫
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where (.)Φ  is the distribution function of standard normal 

random variable. 
 

Procedure R 
 The two stages of the selection procedure for the 

selection of the best NBU distribution is explained below: 

Take an initial sample of size no from the i-th population, 

i=1,2,…,k  and compute )(
0 in FT  and   ( )

in F
01ξ̂ , 

define   ni=max (2n0, [1/c])  where [x]denote the smallest 

integer which is greater than or equal to x  and  
2

01
*

1
)(ˆ4

1








=

δ
ξ in F

c

. 

The second stage sample size from iπ denote by ni is 

determined as follows:  
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Compute )( iin FT  based on ni, the additional sample 

taken from iπ and define  
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i
−+= ,  

where0< ia <1 is determined to satisfy    
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Here,  
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estimator for variance of Ui. Note that no second sample 

is taken from the i
th

 population, that is ni=0, we 
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Lemma 

There exists ia satisfying   
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 Then, it is straight forward to show that ia  defined 

above satisfies 
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It is to be noted that ai can also be chosen to be  

2/))12(1( 0 −− cn and 2/))12(1( 0 −+ cn . In such a case, the 

initial sample size n0 is equal to the additional sample size 

ni and the coefficients ia  and )1( ia−  become 

interchangeable. 

Theorem:  For any p*, 
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Proof: For any i,we can write  
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Let U(i)  denote the statistic corresponding to the 

population having parameter [ ]iγ  ,  i=1,2, …, k. 

Then, we have  

P(CS|R)=P[ U(i)≤ U(k) , i=1,2,…,k-1] 
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Since U(i)‘s  are independent. 

The inequality (C) is true since the right hand side of (B’) 

is minimized, when [ ] [ ] [ ] [ ] *........ 121 δγγγγ −==== − kk
   

and (D) follows from  
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 To select the most IFRA distribution, we select the 

distribution which yields T[k] . In this case the preference 

zone is defined for fixed
*δ as 
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The probability of correct selection is given by 

( )[ ]1,...,2,1;][ −=≥ kiUUP ik . 

This probability of Correct Selection is minimized when 

[ ] [ ] [ ] [ ] *........ 121 δγγγγ −==== − kk and minimum 

value is the assigned P* used compute t using   
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Applications 
A significant application of the procedure R is that, it can 

be used to select the "best" distribution according to its 

NBU -ness property to a number of interesting situations, 

for which no other selection procedures are available. It 

can be used to select among k given life distributions, 

with the same functional form but different shape 

parameters, the distribution with the largest mean life or 

the distribution with the largest mean residual life at a 

fixed time to> 0. The procedure can be used to select the 

best of k NBU distributions all of which have the same 

mean. 
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