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Complementary total domination in graphs
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Abstract

Let D be a minimum total dominating set of G . If V − D contains a total dominating
set (TDS) say S of G , then S is called a complementary total dominating set with respect
to D . The complementary total domination number γct(G) of G is the minimum number
of vertices in a complementary total dominating set (CTDS) of G . In this paper, exact values of
γct(G) for some standard graphs are obtained. Also its relationship with other domination
related parameters are investigated.

Keywords and phrases : Graphs, domination, total domination, complementary total domination.

Introduction

All the graphs considered here are finite, undirected with no loops
and multiple edges. As usual p = |V| and q = |E| denote the number of
vertices and edges at a graph G, respectively. In general, we use 〈X〉 to
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506 B. CHALUVARAJU AND N. D. SONER

denote the sub graph induced by the set of vertices X and N(v) and N[v]
denote the open and closed neighborhoods of a vertex v, respectively. For
any undefined term in this paper, we refer the reader to Harary [6].

Let G = (V, E) be a graph. A set D ⊆ V is said to be a dominating
set of G, if every vertex in V − D is adjacent to some vertex in D. The
minimum cardinality of vertices in such a set is called the domination
number of G and is denoted by γ(G). For complete review on the
topic of domination related parameters, see [7], [8] and [13]. Kulli, Soner
and Sigarkanti, defined a similar concept, which they called “inverse
domination”, described here as “Complementary domination”. Let D be
a minimum dominating set of G. If V − D contains a dominating set say
X of G, then X is called a complementary dominating set with respect to
D. The complementary domination number γc(G) of G is the order of a
smallest complementary dominating set of G, see [10] and [11]. Cockayne,
Dawes and Hedetniemi [1] defined a concept of total domination. A set D
is a total dominating set (TDS) if each vertex in V has atleast one neighbor
in D. The total domination number γt(G) is the minimum cardinality of a
TDS of G. Analogously, we now define a complementary total domination
number as follows. Let D be a minimum TDS of G. If V − D contains a
TDS say S of G, then S is called a complementary total dominating set (CTDS)
with respect to D. The complementary total domination number γct(G) of
G is the minimum number of vertices in a CTDS of G.

A dominating set D of a graph G with |D| = γ(G) is called γ-set.
Similarly, the other types of dominating set are defined on the same line.

The following known results are used in the sequel.

Proposition A ([1]). For any graph with no isolated vertices.

(i) γt(Kr,s) = γt(Kp) = γt(Wp) = 2,

(ii) γt(Cp) =





( p
2

)
+ 1 , if p ≡ 2 (mod 4)

⌈ p
2

⌉
, otherwise,

(iii) γt(Pp) =





( p
2

)
+ 1 , if p ≡ 2 (mod 4)

⌈ p
2

⌉
, otherwise,

where dxe is a least integer not less than x.
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COMPLEMENTARY TOTAL DOMINATION 507

Theorem B ([1]). For any graph G with no isolated vertices.

(i) γt(G) ≤ p− ∆ + 1,

(ii) γt(G) ≤ 2p
3 (if p ≥ 3 vertices).

Theorem C [6]. For any graph G with no isolated vertices,

α1(G) + β1(G) = p.

1. Specific values of complementary total domination numbers

In this section, we illustrate the complementary total domination
number by presenting the value of γct(G) for several classes of graphs.

Proposition 1. For any complete graph Kp with p ≥ 4 vertices,

γct(Kp) = 2.

Proof. Let D be a minimum TDS of G. Since every vertex in G is adjacent
to every vertex in V − D. Thus V − D contains a TDS with S ⊆ V − D.
Hence, γct(Kp) = |S| = |D| = 2. ¤

Proposition 2. For any complete bipartite graph Kr,s with 2 ≤ r ≤ s,

γct(Kr,s) = 2.

Proof. Let V = V1 ∪ V2 be the vertex set of Kr,s with 2 ≤ r ≤ s,
where |V1| = r and |V2| = s. Let D = {(u, v) : u ∈ V1 and v ∈ V2}
be a minimum TDS of Kr,s . Then the induced sub graph 〈V − D〉 is
Kr−1,s−1 . Thus V − D contains a TDS with S ⊆ V − D. Hence γct(Kr,s) =
γct(Kr−1,s−1) = 2. ¤

Proposition 3. For any cycle graph Cp with p = 4n, n ≥ 1 vertices,

γct(Cp) =
p
2

.

Proof. Let D be a minimum TDS of Cp . Then by Proposition A, we have
γt(Cp) = p

2 and therefore V − D contains a TDS of S. Thus γct(Cp) =
γct(Cp) = |S| = p

2 if p = 4n, n ≥ 1 vertices. ¤

Proposition 4. Let G = Cp + uv where chord uv forms two cycles Cs and Ct

sharing edge uv (so p = s + t− 2). Then

γct(G) ≤ γct(Cs) + γct(Ct). (1)
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508 B. CHALUVARAJU AND N. D. SONER

Further, the bound is attained if and only if the vertices of cycles Cs and Ct are
similar with {s, t} = 4n; n ≥ 1.

Proof. First, we prove the upper bound. Since the vertices of a cycle are
similar, there exists γct -set of S and T of Cs and Ct , respectively, where u,
v ∈ S and u, v ∈ T . Then S ∪ T is a γct -set of G, so (1) follows.

Now, we prove the second part. Suppose (1) holds. On the contrary,
suppose the vertices of cycles Cs and Ct are not similar with {s, t} 6= 4n;
n ≥ 1. Then there exists cycle graph Cp with at least four vertices x, v, y
and u with edges (xv), (vy), (yu) and (ux) such that Cp + uv where chord
uv forms two cycles Cs and Ct sharing edge uv (so p = s + t − 2). This
implies that γct(Cp) exist. But γct(Cs) and γct(Ct) does not exist, a contra-
diction. Necessity is easy to check. ¤

Proposition 5. For any wheel graph Wp with p ≥ 4 vertices,

γct(Wp) =





(p + 1)
2

, if p ≡ 3 (mod 4)

p
2

, otherwise.

Proof. Let Wp = Wp + Cp−1 and u be a vertex of degree p − 1. Then
D = {u, v} is a TDS of G. The CTDS of Wp is the minimum TDS of
Cp−1 . Thus,

γct(Wp) = γt(Cp−1) =





[
(p− 1)

2

]
+ 1 , if p− 1 ≡ 2 (mod 4)

p
2

, otherwise.

Therefore

γct(Wp) =





(p + 1)
2

, if p ≡ 3 (mod 4)

p
2

, otherwise. ¤

2. Bounds on complementary total domination number

Proposition 6. For any graph G with p ≥ 4 vertices,

γt(G) ≤ γct(G) ≤ p−γt(G) . (2)

Proof. Clearly, every CTDS is a TDS of G and by definition of γct(G), (2)
follows. ¤
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COMPLEMENTARY TOTAL DOMINATION 509

Proposition 7. For any connected graph G with p ≥ 4 vertices,

(i) 2 ≤ γct(G) ≤ p− 2.

(ii)
⌈

(d(G)+1)
3

⌉
≤ γct(G) ≤ p −

⌈
(d(G)+1)

3

⌉
, where diameter d(G) of a

connected graph G is the length of any longest geodesic (a shortest u − v
path is called a geodesic).

(iii) ρ(G) ≤ γct(G) ≤ p − ρ(G), where packing number ρ(G) is the maxi-
mum cardinality of packing set in G (a set X of V is a packing set of G if
for each pair of vertices u and v in of X, N[u] ∩ N[v] = ∅).

(iv) δ(G) ≤ γct(G) ≤ p− δ(G), if g(G) ≥ 5.

(v) 2(δ(G)− 1) ≤ γct(G) ≤ p− 2(δ(G)− 1), if g(G) ≥ 6.

(vi) ∆(G) ≤ γct(G) ≤ p− ∆(G), if g(G) ≥ 7 and δ(G) ≥ 2, where girth
g(G) is the length of a shortest cycle in a graph G that contains cycles.

Proof. (i)-(vi) follows from (2) with the fact γt(G) ≥ 2, γt(G) ≥⌈
(d(G)+1)

3

⌉
, γt(G) ≥ ρ(G), γt(G)≥δ(G) (if g(G)≥5), γt(G)≥2(δ(G)−1)

(if g(G) ≥ 6) and γt(G) ≥ ∆(G) (if g(G) ≥ 7 and δ(G) ≥ 2). ¤

Proposition 8. For any connected graph G with p ≥ 4 vertices.

(i) γt(G) + γct(G) ≤ 2p− ∆(G)− 1.

(ii) γt(G) + γct(G) ≤ 5p
3 − 2.

Proof. (i) and (ii) follows from Proposition 7 of (i) and Theorem B. ¤

To prove our next result we make use of the following definition.
A vertex x in a subset X of vertices of a graph G is redundant if

its closed neighborhood is contained in the union of closed neighborhood
of vertices of X − {x}, i.e., x may be removed from X without affecting
the totality of accessible vertices. A set of vertices containing no redun-
dant vertex is called irredundant. It is apparent that irredundance is a
hereditary property and that any independent set is also irredundant. The
irredundance number ir(G) is the minimum cardinalities taken over all
maximal irredundant sets of vertices of G, see [4].

Proposition 9. If G has no isolated vertex and X ⊆ V is irredundant then
V − X is a CTDS of G.

Proof. Let x∈X⊆V , we define I(x, X)= N[x]−[X−{x}]. If I(x, X) 6= ∅,
then x is said to be irredundant and suppose x is not adjacent to any
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510 B. CHALUVARAJU AND N. D. SONER

vertex of V − X . Thus I(x, X) = {x} and x is not adjacent to any vertex
of X− {x}. We conclude x is isolated in G, a contradiction. Therefore x is
adjacent to some vertex of V − X and this implies V − X complementary
total dominates G as required. ¤

Proposition 10. For any graph G with p ≥ 4 vertices,

γct(G) + ir(G) ≤ p . (3)

Proof. If X is a largest irredundant set, then by Proposition 9, V − X
is a complementary total dominating and |V − X| ≥ γct(G). Thus (3)
follows. ¤

Proposition 11. For any graph G, the complementary total domination exists if
and only if G satisfies.

(i) γt(G) ≤ p
2 .

(ii) For every u ∈ V(G), N(u) 6⊂ D.

Proof. Suppose complementary total domination number exists for G.
Now we establish (i) On the contrary, suppose p

2 < γt(G). Then by
Proposition 6, γt(G) ≤ γct(G). Hence γt(G) < p

2 . Thus p < γt(G) +
γct(G), which is a contradiction. Therefore γt(G) ≤ p

2 . Now we establish
(ii) on the contrary, suppose u ∈ V(G) is such that N(u) 6⊂ D, where D
is a TDS in G. Thus u is not adjacent to any vertex in V − D and hence
V − D has no CTDS of G. This is a contradiction to the fact that γct(G)
exists. Thus (ii) holds.

Conversely, suppose G satisfies (i) and (ii) it is easy to see that γct(G)
exists for G. ¤

Proposition 12. Let G be a graph with an end vertex. Then γct(G) does not
exist.

Proof. Let v be an end vertex of G and u ∈ N(v). If D is a minimum
TDS of G. If v ∈ D, then u ∈ N(v) also belongs to D. By condition (ii) of
Proposition 11. It is easy to see that γct(G) does not exist. If u ∈ D, then in
V − D, u is not adjacent to any vertex and hence V − D does not contain
a CTDS of G. Thus γct(G) does not exist. ¤

To prove our next result we make use of the following definitions.
A graph G is k-total domination critical or just γtk -critical if G has

a total domination number γt(G) = k and for any edge e ∈ E(Ḡ) and
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COMPLEMENTARY TOTAL DOMINATION 511

E(Ḡ) 6= φ, γt(G + e) = k− 1. For more details on this concept, see [2] and
[12].

Observation 1. For any graph G and uv ∈ E(Ḡ) such that γt(G + e) <

γt(G), every γt -set of G + uv contains at least one of u and v.

Observation 2. If u and v are vertices of a graph G with dist(u, v) = 2,
then γt(G)− 1 ≤ γt(G + e). Further, if G is a k-total domination critical
graph with diam (G) = 2, then γt(G + e) = k− 1 for any edge e ∈ E(Ḡ).

Observation 3. For any edge uv ∈ E(Ḡ), γt(G)− 2 ≤ γt(G + e) ≤ γt(G).

Proposition 13. Let G be a graph with no isolated vertices. Then G is a k-
total domination critical graph if and only if γt(G) = α1(G) and γt(G + e) =
α1(G)− 1.

Proof. Let G be a k-total domination critical graph. Then γt(G) = k and
D = {v1, v2, . . . , vk} is a γt -set of G. By Theorem C, the set D covers all
the vertices of G which is analogous to the edge covering α1(G). Hence
γt(G) = k = |D| = α1(G). Suppose if any two non adjacent vertices say
w1 and w2 are joined. Then by definition of k-total domination critical
graph, we have γt(G + e) = α1(G)− 1.

Conversely, suppose γt(G) = k = α1(G) and for every edge e not in
G. Then by definition of k-total domination critical graph, G is a k-total
domination critical graph. ¤

The corollary directly follows from Proposition 13 and Theorem C.

Corollary 13. If G is a k-total domination critical graph, then k+β1(G)= p.

Proposition 14. Let G be a k-total domination critical graph.

(i) If γtk(G) > p
2 , then complementary γtk -critical does not exist.

(ii) If γtk(G) = p
2 and there is a vertex u such that N(u) ⊂ D, then comple-

mentary γtk -critical does not exist.

Proof. (i) and (ii) follows from Proposition 12 and 13. ¤

3. Non-complementary total domination number

A total dominating set (TDS) D of a graph G = (V, E) is a non-
complementary total dominating set (NTDS), if V − D is not contain a TDS
of G. The non-complementary total domination number γnt(G) of G is
the minimum cardinality of a NTDS of G.
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512 B. CHALUVARAJU AND N. D. SONER

Observation 4. Every NTDS of G is a TDS of G, Clearly, γt(G) ≤ γnt(G).
Further, let v be an end vertex of G and D be a γt -set of G. Then v /∈ D and
adjacent to some vertex in D. This implies that v is an isolate in 〈V − D〉
and hence D is an γnt -set of G. Thus γt(G) = γnt(G) follows.

Observation 5. For any graph G with no isolated vertices, γt(G) =
γnt(G)= p if and only if G = mK2 .

Proposition 15. For any non trivial tree T,

p− q + 1 ≤ γnt(T) ≤ p− η + 1 .

Further, the lower bound is attained if and only if T is isomorphic with star or
double star (a double star is a tree with exactly two vertices of degree greater than
one) and upper bound is attained if and only if T is isomorphic with star, where
η is the number of end vertices.

Proof. The lower bound follows from Observation 7 with the fact that
q = p− 1 in tree T .

Now, we prove an upper bound. Let A be the set of all end vertices of
T with |A| = η. Then for any end vertex x ∈ A, (V − A) ∪ {v} is a NTDS
of G. Thus the upper bound follows.

We shall now show that the lower bound is attained if and only if T is
isomorphic with star or double star. Suppose γnt(T) = p− q + 1 holds. On
contrary, suppose T is neither a star nor a double star, then there exist at
least three cut vertices and C is the set of all cut vertices, each cut vertices
is adjacent to an end vertex, this implies that C is a NTDS of G and hence
γnt(T) > p − q + 1, a contradiction. This proves necessity, sufficiency is
obvious.

Finally, we shall show that the upper bound is attained if and only
if T is isomorphic with star. Suppose γnt(T) = p − η + 1 holds. On
contrary, suppose T is not a star, then there exist at least two cut vertices
such that every cut vertex is adjacent to end vertex, this implies that
γnt, (T) > p − q + 1, a contradiction. This proves necessity, sufficiency
is obvious. ¤

To prove our next result we make use of the following definitions.
A dominating set (or TDS) D of a connected graph G is a split

(or, total split) dominating set if the induced sub graph 〈V − D〉 is dis-
connected. The split domination numberγs(G) (or, total split domination
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COMPLEMENTARY TOTAL DOMINATION 513

number γts(G)) of G is the minimum cardinality of a split (or, total split)
dominating set of G, see [9].

Proposition 16. Let G be a graph with γnt(G)< p−1. Then one of the follow-
ing holds,

(i) γts(G) ≤ γnt(G),

(ii) γs(G) + 1 ≤ γnt(G).

Proof. Let D be a γnt -set of G. Then either 〈V −D〉 contains an isolate or
D is a NTDS of G. Suppose 〈V − D〉 contains an isolate. Since |V − D| ≥
2, 〈V − D〉 is disconnected and hence D is a total split dominating set of
G and (i) hold. Suppose D is a NTDS of G. Then there exists a vertex
v ∈ D not adjacent to any vertex in V − D and hence 〈(V − D) ∪ {v}〉 is
disconnected. This implies that D− {v} is a split dominating set of G (ii)
holds. ¤

4. Rank of adjacency matrices in complementary total domination

A graph is said to be reduced if no two vertices have the same set of
neighbors. It is well known that for a given natural number r, there are
finitely many reduced graphs of rank r. Let m(r) denote the number of
vertices of the largest reduced graph of rank r.

Observation 6. Adding isolated vertices to a graph does not change the
rank of its adjacency matrix. So we may assume that our graphs have no
isolated vertices.

Given any graph G, we define an equivalence relation on the vertices
by setting v ≡ w if v and w have the same set of neighbors. Each
equivalence class is a coclique (A subset C of V(G) is called a clique if
every pair of vertices in C is joined by at least one edge, and no proper
super set of C has this property); shrinking each class to a single vertex
gives a reduced graph Gr . Conversely, any graph can be constructed
from unique reduced graph by replacing the vertices by cocliques of
appropriate sizes, and edges by complete bipartite graphs between the
corresponding cocliques. We call this process blowing-up.

Proposition 17. rank(Gr) = rank(G).

Proof. The adjacency matrix of G is obtained from that of Gr by replacing
each 0 by a block of zeros and each 1 by blocks of 1s. Now the result
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514 B. CHALUVARAJU AND N. D. SONER

follows by the interlacing theorem. See Chapter I of [5]. ¤

Observation 7. Let G be a graph with adjacency matrix A of rank r and
with no isolated vertices. By Theorem 8.9.1 in Godsil and Royle [3], G
contains an induced sub graph H of order r whose adjacency matrix B
also has rank r. Note that H must be reduced, since otherwise Hr would
be smaller than H and could not have rank r. Further, we have

A =

(
B BX

XTB XTBX

)
for some (unique) matrix X.

Observation 8. A total dominating set D of G is a minimal TDS if and
only if for each vertex v ∈ D, D− {v} is not a TDS of G.

Observation 9. If G has no isolated vertices, then

γ(G) ≤ {γt(G) = γt(Gr)} ≤ {γct(G) = γct(Gr)} .

Since a minimal TDS contains at most one point from each equivalence
class. Further, a dominating set must either include every vertex in a given
equivalence class, or at least one vertex dominating that class. So, if the
equivalence classes are sufficiently large (bigger than γt(Gr) will suffice),
then a minimum dominating set contains at most one vertex from each
equivalence class, and so is a TDS.

Proposition 18. Let G be a graph with no isolated vertices, having rank r. Then

γ(G) ≤ γt(G) ≤ γct(G) ≤ r .

Further, γ(G) = γt(G) = γct(G) = r if and only if each component of G is a
complete bipartite graph Kr,s with 2 ≤ r ≤ s.

Proof. After re-ordering if necessary, the adjacency matrix of G has the
form

A =

(
B BX

XTB XTBX

)
,

where B is an r× r matrix and rank(B) = r. Since there are no isolated ver-
tices, BX has no zero columns, so every vertex outside the set consisting of
the first r vertices has a neighbour among the first r vertices, which thus
form a total dominating set. Suppose that this dominating set minimal.
Then, for any i ≤ r, there exists j > r such that v j is joined to vi and to
no other vertex among v1, . . . , vr . Choose one such vertex v j for such vi
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COMPLEMENTARY TOTAL DOMINATION 515

with i ≤ r, and re-order the vertices so that j = i + r for i = 1, . . . , r. Let
Y be the sub matrix consisting of the first r columns of X . Then BY = I ,
so Y = B−1 + YT , and YTBY = B−1 . It is easy to check that, if a graph H
has the property that A(H)−1 is the adjacency matrix of a graph A, then
H is a matching and A(H)−1 = A(H). Applying this to the subgraph H
on {v1, . . . , vr}, we see that this subgraph is a matching, and that vi+r is
joined to v j+r if and only if vi is joined to v j . So the induced subgraph on
{v1, . . . , v2r} is a disjoint union of 4-cycles. Suppose that w is an arbitrary
vertex joined to more than one vertex vi with i ≤ r, say to v1, . . . , vk . It
is easy to see that v1, . . . , vk are pair wise non-adjacent. Now replace the
neighbour of vk in H by w to obtain another graph of rank r on r vertices
which is not a matching, and hence not a minimal dominating set. Thus
no such vertex exists. By observation 6, it follows that G is obtained by
blowing up H , as claimed.

The converse is straightforward. Now suppose that G satisfies
γt(G) = γct(G) = r; without loss of generality, G is reduced. Our
observations before the proposition show that it is possible to blow up
G to a graph H with γ(G) = r. By previous part of proof, H (and hence
G) is obtained by blowing up a matching. Again the converse is clear. ¤
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