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ABSTRACT 

Survivability of files in data centers, when a disaster occurs, is becoming a major 

challenge in designing cloud-based services. When such a disaster occurs, a specific 

geographical area is affected and components of communication networks (e.g., nodes and 

fibers) within the affected area become faulty, leading to the failure of one or more on-going 

communication. To handle such a situation, a robust communication protocol is needed, so that 

provisions can be made to allocate an alternative fault-free path, when a disaster disrupts the path 

used for data communication before the disaster occurs. In this work we have presented a new 

approach to this problem, in the case of dynamic Route and Wavelength Assignment (RWA) in 

WDM networks. In our approach, a communication request can be handled only if it is possible 

to set up i) a primary lightpath that minimizes the number of disasters that may affect the 

lightpath and ii) (for each disaster that disrupts the primary lightpath), a backup lightpath that 

avoids the disaster. We have proposed, implemented and studied an efficient heuristic to solve 

this problem.  
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Chapter 1 

1 INTRODUCTION 

1.1 Overview 

The rapid growth of broadband communications has led to many new web applications 

such as online interactive maps, social networks, cloud computing and CDN (Content 

Distribution Network) services. Most of these applications are provided by Data Center 

Networks (DCNs) [1-2]. Recent studies show that DCN based applications are reshaping the 

network landscape, by pushing the traditional hierarchical and connectivity-oriented internet 

towards a more meshed and service-oriented infrastructure, offering applications the promise of 

scalability, availability and responsiveness at very low costs [3]. To meet the requirements set 

by the rising volume of traffic in a datacenter network, optical networks are ideally suited, given 

their high-bandwidth and low-latency characteristics. But, the risk of large-scale failures in DCN 

is increasing rapidly and multiple failures generally occur due to natural disasters like 

earthquakes, hurricanes, tsunamis or deliberate attacks like weapons of mass destruction 

(WMD).  

Survivability against disasters, both natural and man-made attacks, is becoming a major 

challenge in communication networks. These events indicate that it is crucial to study and 

develop robust communication schemes to handle requests for communication in the case of a 

disaster. In this thesis we have proposed a heuristic based approach to the problem of designing 

robust Data Center Networks (DCN). 
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1.2 Wavelength Division Multiplexing Networks 

Wavelength Division Multiplexing (WDM) in optical networks has made it possible to 

design large communication networks with high throughput [3]. WDM technology has been 

improving steadily in recent years, with existing systems capable of providing huge amounts of 

bandwidth on a single fiber link. WDM systems are currently being deployed in long-distance 

telecommunication networks on a point-to-point basis, with the optical signals being converted 

back to electronic signals at each node. These opto-electronic switching and processing costs at 

the nodes can be potentially be very high, leading to severe performance bottlenecks and limiting 

the delivery of optical link bandwidth to the end users [3-4]. Hence to avoid such bottlenecks we 

consider the concept of transparent lightpaths in an optical network. Transparent lightpath is a 

point-to-point communication path that optically connects a transmitter at a source node to a 

receiver at a destination node with no optical-electronic conversion at any intermediate node in 

the route from the source to the destination of the communication. 

Lightpath: Signals travel through optical fibers in the form of light. These signals are 

used to communicate from a source node S to a destination node D, using an optical signal 

propagating from S to D through the fiber network [4].This optical communication path is 

referred to as a lightpath and is characterized by a physical path from S to D and a carrier 

wavelength (or channel) λ, on each link (optical fiber) of the path.  

Several lightpaths can be transmitted on a single fiber, provided they are transmitted 

using different carrier wavelengths. One of the challenges involved in designing wavelength-

routed networks is to develop efficient algorithms for establishing lightpaths in the optical 

network [5]. The algorithms must be able to select routes and assign wavelengths to connections 

in a manner which efficiently utilizes network resources (channels/wavelengths).  



  

 3  
 

Routing and Wavelength Assignment (RWA): The problem of finding a route 

for a lightpath and assigning a wavelength to the lightpath is often referred to as Routing and 

Wavelength Assignment problem (RWA) [8]. The objective of the problem is to route lightpaths 

and assign wavelengths in a manner which minimizes the amount of network resources that are 

consumed, while ensuring that no two lightpaths share the same carrier wavelength on the same 

fiber link.  Furthermore, in the absence of wavelength conversion devices, the RWA problem 

operates under the constraint that a lightpath must occupy the same carrier wavelength on each 

link in its route. This restriction is known as the wavelength-continuity constraint. The optimal 

formulation of the RWA problem is known to be NP-complete; therefore, heuristic solutions are 

often employed [5-6]. 

1.3 Faults in Optical Network 

Fault management has become critical in managing survivability of high speed networks. 

The impact of failure is aggravated by extremely high volumes of traffic carried on WDM 

networks. In a WDM network, the failure of a network element may cause failure of several 

optical channels leading to large data loss which can interrupt communication services. Signal 

integrity may be compromised by a catastrophic event (fiber cut), or a component failure (laser, 

optical switch). The most prevalent form of failures in communication networks the is accidental 

disruption of buried telecommunication cables [10].  

In this thesis, we address the problem of optical network survivability against disasters, 

which can cause severe service disruption due to cascading and correlated multiple node/link 

failures. Large-scale disasters affect specific geographic areas; as a result, a set of co-located 

nodes and links may go down simultaneously. Due to various faults there can channel failure, 

link failure or node failure [29].  
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1.4 Problem Statement 

The problem is to handle a communication request from a user node t for a file 𝑓1, where 

this file is kept at some data center node from the list of data centers m. For each such 

communication, we have to find out a primary path (in the fault free case) and backup paths (in 

the case of disasters) for transmitting the file 𝑓1 to the user node t. The definition of disaster d ϵ 

D is such that if a disaster d occurs at a particular node of the primary path, then the edges to and 

from that node path are longer available to carry out any communication.  

While finding out the primary path and backup path for a particular communication, we 

must ensure that the following conditions are satisfied: 

 The primary lightpath is from some node 𝑗1 (from the list of data centers 𝑚) to any 

user node requesting the file 𝑓1 located at node 𝑗1. 

 The backup path to handle disaster, say 𝑑1 can be from any other data center node, say 

𝑗2, other than 𝑗1, to the user node t requesting the file 𝑓1. 

 The backup path to handle a disaster can be from the same data center node 𝑗1, but 

through some other intermediate node, if some intermediate nodes of the primary path 

are disrupted by disaster𝑑. 

 Every lightpath has to satisfy the wavelength continuity constraint, which means that on 

all edges along a single path from source to destination, the same carrier wavelength will 

be used. 

When a new request for communication is received for file 𝑓1 from user node t, the 

network has a number of existing communications for the same file 𝑓1 from different user nodes 

in the network. Every time a primary or backup path is established to handle a communication 

request, we have all the information like the edges traversed and the channels (wavelengths) used 
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on those edges for both the primary path (in fault-free case) and the backup paths (to handle 

disaster 𝑑 𝜖 𝐷 ) to establish a communication request, stored in our updated edge-channel 

database. After a communication is successfully handled, the edge-channel database is updated 

with primary path and backup path’s information. 

Our objective is to establish the new communication request using a minimum cost of 

resources, where the cost is the minimum total number of new channels used. We have explained 

the problem and our proposed solution to solve it more elaborately in chapter 3. 

1.5 Scope of the thesis 

This thesis considers disaster-aware RWA with SPP (Shared Path Protection) for 

Dynamic Lightpath Demands (DLD) in WDM networks. We propose a scheme to handle 

requests for communication that takes into account the possibility of disasters that may affect 

multiple edges, nodes and data centers. Our objective was to minimize the usage of network 

resources (links or channels on links) on optical fibers when our network receives a new 

communication request. We tried to minimize the cost associated with a new channel every time 

a backup path is established, by trying to share channels, if possible, between backup paths of 

an existing communication and a new communication request. Fiber channels for backup 

lightpaths are shared resources if they are used to handle different disasters giving a new avenue 

for significant resource savings. Our algorithm uses a shortest path algorithm to find a primary 

path (in fault free case) and backup paths (for disasters that affect the primary path). Our 

simulation results indicate that the blocking probability increases with more disasters and 

decreases as we increase the number of channels per fiber.  
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1.6 Organization of thesis 

The rest of this thesis is organized as follows: Chapter 2 provides a review of some of 

the concepts and terminologies that are related to this work and seeks to provide more details of 

the areas related to this research. It also includes a review of some of the closely related work of 

other researchers. In Chapter 3, we define the problem and present the proposed algorithm. A 

heuristic solution for dynamic lightpath allocation is presented. In Chapter 4, we present a 

summary of the results of the experiments carried out. In Chapter 5, we conclude the thesis by 

proposing some future work. 
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Chapter 2 

2 REVIEW 

2.1 Optical Networks 

An optical network connects computers or any other devices which can generate or store 

data in electronic form using optical fibers. An optical network consists of number of nodes 

which are interconnected to each other to carry out communication across the network. Data is 

transmitted between sender and receiver node in the form of light pulses (optical signal) through 

optical fibers. Optical fibers are long, thin strands of pure glass having a diameter of a human 

hair [15]. They are generally arranged in bundles, known as optical cables and are used to 

transmit signals over long distances. The figure 2.1 shows the optical cable with the bundle of 

several optical fibers. [Image taken from http://fibresale.com.au] 

 

 

Figure 2.1: Optical Cable 

   

http://fibresale.com.au/
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Fiber optic data transmission systems send signals through optical fibers by converting 

electronic signals into light [16].  

An optical fiber is made up of three layers: core, cladding and buffer. Cylindrical core is 

the innermost layer and is made up of a very high quality glass (silica) or plastic [14-16]. 

Cladding is the outer material surrounding the core and it is also made of glass. The third layer 

i.e. buffer is known as the outermost layer of an optical fiber and is made up of plastic such as 

nylon or acrylic. A buffer protects both the core and cladding from any kind of physical damage. 

An optical signal travels through the core in the form of light pulses and bounces into the 

cladding which again reflects the light back to the core. This phenomenon is known as total 

internal reflection and it results in lower light signal attenuation and less energy loss [16]. Fig. 

2.2 shows a typical optical fiber and its three layers. 

 

Figure 2.2: Layers in an optical fiber 

Fig. 2.4 shows the cross-section a typical optical fiber. [Image taken from 

http:www.ustudy.in] 

         

http://www.ustudy.in/
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Figure 2.3: Total Internal Reflection inside optical fiber 

2.2 Data Transmission 

In an optical network, data communication is achieved by the use of transmitters at source 

at receivers at destination of the lightpath [15]. The main component of transmitter is a laser 

diode that is used to provide a beam of light, and the main component of a receiver is a 

photodetector which is used to detect a beam of light. Modulation is a procedure of converting 

data in electronic form to encode an optical signal [3]. The heart of the receiver is photodetector 

or photodiode which converts an optical signal into an electrical form at the destination at some 

particular carrier wavelength. It restores or extracts the data into the original form i.e. is electrical 

form. However, there may be some distortion of signal due to the presence of physical layer 

impairments. Every channel owns a corresponding transmitter and receiver pair. 

2.3 Wavelength Division Multiplexing 

The enormous bandwidth requirements faced by today’s communication networks have 

stimulated the massive deployment of optical backbone networks. Wavelength-Division 

Multiplexing (WDM) has emerged as the most popular technology for optical networks, due to 
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its flexibility and robustness. In a WDM network, an end-to-end connection is established 

through a wavelength/channel, known as lightpath [8].  

The technology which combines multiple optical signals in a single optical fiber by using 

different carrier wavelengths of laser light is known as Wavelength Division Multiplexing 

(WDM) [12].  As optical network supports huge bandwidth, WDM network splits this huge 

bandwidth into a number of smaller bandwidth optical channels. It allows multiple data stream 

to be transferred along the same fiber at the same time [7-12] by using different carrier 

wavelengths.  

WDM networks can transfer data on multiple channels by using a single fiber. In WDM 

networks light from different laser sources, each with a different wavelength is combined into 

single beam with the help of a multiplexer. At the receiving end a Demultiplexer (DEMUX) is 

placed that separates the wavelengths from the beam into independent optical signals. Generally 

the transmitter consists of a laser and a modulator. The light source generates an optical carrier 

signal at either fixed or tunable wavelength. The receiver consists of a photodiode detector which 

converts an optical signal into an electrical signal [12]. 

 

 

Figure 2.4: Wavelength Division Multiplexing System 
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Fig. 2.5 shows a WDM system with n channels (wavelengths). The sender end has n 

transmitters, each tuned to a different wavelength from 𝜆1 to 𝜆n. At the input end, multiplexer 

combines the signals together into one composite signal to be transmitted through the fiber. The 

input data to be communicated is converted from electrical to optical form. Similarly, at the 

receiver side there are n receivers, each tuned to a different wavelength from 𝜆1 to 𝜆𝑛. So, the 

signal is de-multiplexed (separated) and tuned into the corresponding wavelength and converted 

from optical to electrical to retrieve the original signal at the receiver end. An advantage of high 

speed data transmission using optical networks is that a single fiber can accommodate hundreds 

of channels.  

2.4 Physical Layer Impairments (PLI)  

In optical networks, as signal propagates through a fiber it undergoes degradations. These 

degradations are caused by physical layer impairments (PLI) in the fiber [7]. In other words, the 

distance a signal can travel along an optical fiber is limited, which is known as optical reach. As 

the distance increases, the effects of PLI are more pronounced and the signal degrades more and 

more. After a certain distance (optical reach), the signal becomes so distorted that it cannot be 

used further for any communication [8].  

Whenever an optical signal is propagated over a network, physical layer impairments 

(PLIs) in the components and links of the optical network lead to degradation of a signal. It is 

important to understand that PLI are not necessarily defects, but characteristics of the fiber. As 

travelling distance increases, the effects of the PLI become more significant. At some point, the 

quality of the signal falls below the acceptable level, which leads to error in transmission. The 

overall effects of PLI determine the feasibility of an optical path [12].  
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To verify the feasibility of a lightpath, quality of transmission (QoT) is measured. QoT 

is evaluated at the destination node of a lightpath by computing the Q-factor, which is directly 

linked to the bit error rate (BER) and optical signal-to-noise ratio (OSNR) [17]. The bit error rate 

is defined as the rate at which errors occur in a transmission system [18]. This can be directly 

translated into the number of errors that occur in a string of a stated number of bits [17]. It is the 

error that is generated in the transmission system. For each lightpath, one verifies whether the 

signal quality at destination is acceptable or not with respect to the admissible BER threshold. 

In some cases the BER is so high that we cannot adequately recover from the errors and we say 

that the QoT is unacceptable and that the lightpath is not feasible for data communication [19].  

Blocking Probability (BP): The blocking probability is defined as the ratio of the 

blocked request (lightpaths cannot be provisioned, either due to PLI or lack of network 

resources) to the total number of requests for communication. 

2.5 Optical Reach  

Optical reach [18] (also called as transmission reach [24]) is the maximum distance an 

optical signal can travel before signal regeneration is needed. Longer an optical reach is, lesser 

is the amount of regeneration needed. Many factors affect the optical reach; for example, the 

type of amplification, launched power of the signal, and modulation format of the signal [25]. 

An optical signal suffers from physical layer impairments such as noise, dispersion and 

nonlinear effects that are induced by long-haul and ultra-long-haul optical equipment [22]. As a 

result of this deterioration a high bit error rate is induced at destination of a lightpath. Due to PLI 

the QoT of signal is also deteriorated, as the distance increases. Generally, in WDM networks as 

channel gap decreases or number of channels increases, the signal quality becomes very poor 

due to high degree of interference. Due to all of these factors it is very important to minimize the 
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impact of PLIs. This problem can be tackled, using a well-known technique called maximum 

distance constraint [25]. 

The impact of linear impairments can be measured analytically by measuring the value 

of ratio of optical signal to noise (OSNR) for a given bit error rate. Nevertheless, there is a more 

intuitive way in which QoT of a signal is calculated based on the distance travelled by a signal 

in a fiber. It can be observed that the quality of signal falls as the distance increases, and the 

impact on QoT becomes more visible [21]. As soon as it reaches certain distance, the 

configuration of signal drops resulting in unacceptable value of bit error rate, making the signal 

useless for communication further than that distance. This progression is known as the maximum 

distance constraint, which is defined as the maximum distance a signal can traverse that, can 

enable a proper communication. 

On the other hand, as we know that non-linear impairments/constraints are dynamic in 

nature, and hence difficult to identify and calculate. In addition, the intensity and quantity of an 

interference and disruption may fluctuate substantially. To reduce the impact of various 

impairments/constraints a bound is put on the maximum transmission distance, which is known 

as optical reach. An optical reach is thus defined as the maximum distance an optical signal can 

travel before the signal quality degrades to a level that necessitates regeneration [25]. 

2.6 Types of Network 

An optical network can be classified into three categories, based on the presence and usage 

of regenerators. Figure 2.6 shows the three different types of networks, namely (a) Transparent 

Network, (b) Opaque Network and (c) Translucent Network. 
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(a)                                         (b)                                        (c) 

Figure 2.5: Types of Optical Networks 

2.6.1 Transparent Network 

In transparent optical networks there is no Optical-Electrical-Optical (OEO) conversion 

at intermediate nodes, and the signal always stays in an optical domain between the source and 

the destination. In other words, there is no regeneration at any node as shown in Figure 2.6 (a). 

One important constraint for transparent lightpath is the total length of the lightpath should not 

exceed the optical reach.  

2.6.2 Opaque Network 

In opaque networks every node performs signal regeneration as shown figure 2.6 (b). A 

regenerator is placed at each node so a signal undergoes O-E-O conversion and re-amplified, 

reshaped and retimed at every intermediate node along its path. An advantage of opaque 

networks is that it minimizes blocking probability and hence increases the network’s 

performance. On the other hand, the cost of performing regeneration at every node is very high. 

2.6.3 Translucent network 

Translucent network architectures have been proposed as a compromise between opaque 

and all-optical (transparent) networks [18]. In this type of network regenerators are placed 
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sparsely and strategically to uphold the adequate signal quality from source node to destination. 

In translucent networks a signal can travel as long as the signal quality does not falls below a 

threshold value. This approach also eliminates much of the electronic processing required in 

opaque networks, and allows a signal to remain in the optical domain for much of its path [18]. 

2.7 Lightpath 

In an optical fiber signal travels in the form of light from a source to a destination node 

through the optical fiber network. A lightpath in a WDM network is a unidirectional optical 

connection between a source node and a destination node, which carries data in the form of 

encoded optical signals and may span multiple fiber links and use one or multiple wavelengths 

[4]. Different lightpaths in WDM networks can use the same wavelength, as long as they do not 

share any common links. Due to the WDM technology, multiple lightpaths can be established 

on the same fiber using different carrier wavelengths. A lightpath is established based on two 

criteria: 

 Finding a route for the lightpath. 

 Assigning a certain unique wavelength to the lightpath along that route. 

If two lightpaths share the same fiber, then they must be assigned two different wavelengths on 

that fiber. In our work we assume the wavelength continuity constraint, which requires that the 

same wavelength be maintained along the entire lightpath [42]. Lightpaths are clear optical paths 

between two edge nodes. Figure 2.6 below shows an example of 5 lightpaths established over a 

5-node physical fiber network. 

The lightpaths in the following example are: 

Lightpath 1: node 1 → node 5 
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Lightpath 2: node 1 → node 2 

Lightpath 3: node 5 → node 4 

Lightpath 4: node 5 → node 3  

Lightpath 5: node 2 → node 4 

 

 

 

 

 

  

 

 

 

    

  

 

 

Figure 2.6: Lightpath setup in a 5 node network 

2.8 Physical and Logical Topology 

In fig 2.7, we have shown a 5 node network, which represents a map like structure of the 

network components being used in a network. This structure shows the relationship among 

different network components in which the circles represent the nodes of the network and solid 
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lines with arrows represent the actual unidirectional fiber that acts the link between the two end 

nodes. The physical topology of the network is represented by graph G [N, E], where N is the 

set of the nodes in the network and E is the edges of the network. Each edge of the network (i.e. 

the bidirectional link between the nodes) is constructed using two unidirectional links. 

 

 

 

 

 

 

 

 

 

 

  

Figure 2.7: Physical Topology 

 

Logical topology is the strategy that is followed for establishing communication between 

a source and a destination node in a network. In this instance, the lightpaths are viewed as the 

edges in the network connecting to the nodes in the physical topology. These nodes are same as 

the ones in the physical topology, but the lightpath between the sources and the destination nodes 

are the logical edges, and this representation of a network is known as a logical or virtual 
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topology [24]. Figure 2.8 represents the logical topology that is established over the physical 

topology in Figure 2.7, and lightpath setup in Figure 2.6. 

  

 

 

 

 

 

 

 

 

 

    

 

 

 

Figure 2.8: Logical Topology 

 

2.9 Routing and Wavelength Assignment (RWA) 

In WDM optical networks, the data is communicated from one node to another through 

lightpaths. To establish a lightpath for a connection request, a physical route from the source 

node to the destination is first determined and then an available wavelength on each link of the 

route is assigned. This problem of routing and assigning a wavelength to establish a lightpath is 

known as the Routing and Wavelength Assignment (RWA) problem [5].  
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The main objective of the RWA problem is to establish as many lightpaths as possible, 

keeping resource limitations in mind, which minimizes the network operation cost and increases 

the network performance [5]. As can be seen in Figure 2.7 a lightpath is implemented by selecting 

a path of physical links between the source and destination edge nodes, and reserving a particular 

wavelength on each of these links for the lightpath.  

Routing and wavelength assignment are subject to the following two constraints: 

 Wavelength continuity constraint: a lightpath must use the same wavelength on all the 

links along its path from source to destination node.  

 Distinct wavelength constraint: All lightpaths using the same link must be allocated distinct 

wavelengths.  

 

2.10 Different Lightpath Allocation Schemes 

Network traffic or lightpath demands can be broadly divided into two categories: static 

lightpath demands and dynamic lightpath demands. The major difference between them is the 

lifetime of these requests. In static lightpath allocation all the requests are known in advance. 

This is also referred to as permanent (or semi-permanent) lightpath allocation; because once the 

request is set up that lightpath is expected to continue for a relatively long time - weeks, months 

or years. After some time, if the traffic pattern changes, a new set of lightpaths can be established. 

The RWA corresponding to a set of static lightpath requests is typically computed offline. 

On the other hand in dynamic lightpath allocation the requests are not known in advance 

they are handled as and when they occur. These requests have a specified lifetime i.e., a start 

time when the lightpath is set up and an end time when the lightpath is taken down [27], which 

is typically of much shorter duration compared to static lightpaths. These requests are taken 
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down when communication is over, and the resources allocated to the lightpath can be reused. 

The dynamic lightpath allocation is further divided into scheduled lightpath demands and ad-hoc 

lightpath demands. The requests for which the start time and end time are known in advance 

(and are often periodic) are called scheduled lightpath demands (SLD). The demands, for which 

we neither know the start time nor the duration of such request in advance, are known as ad-hoc 

lightpath demands (ALD) [28]. In this thesis we focus on dynamic lightpath demands. Figure 

2.7 shows the various lightpath allocation schemes.  

2.10.1 Static Lightpath Demands (SLD) 

In static allocation all lightpaths are planned in advance so that either a specific lightpath 

is preassigned for each possible source destination pair or the entire set of lightpath requests is 

known beforehand and channel assignments are made for the request as a whole [39]. 

2.10.2 Dynamic Lightpath Demands (DLD) 

In dynamic allocation, Lightpaths are created on demand and are taken down when the 

communication is over, and the WDM channels used for this communication are reclaimed for 

future use in some other communication [40], [41].  

In such a scheme, all existing lightpaths have to be considered when creating a new 

lightpath to sup-port a new communication request. A dynamic scheme does not guarantee that 

communication tom a source to a destination will always be possible. If the conditions for 

establishing a lightpath are not satisfied, the communication will be blocked and may possibly 

be attempted again after some delay with the expectation that the conditions for establishing a 

lightpath are now satisfied. Clearly, in realistic situations, it is necessary to ensure that the 

probability that a communication is blocked is very low. 
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Figure 2.9: Different Lightpath Allocation Schemes 

 

2.11 Network Failures due to Disasters 

Failures: A network component may fail due to various reasons, but the most 

common type of failure is a link failure. In a link failure, the communication between two 

adjacent nodes gets disrupted due to a fault in the fiber connecting the two nodes.  Survivability, 

the ability of a network to withstand and recover from failures, is one of the most important 

requirements of networks [9]. In order to design a survivable optical network, it is important to 

lay out the possible failures under which the network must be survivable. The basic types of 

network failures generally considered are link and node failures. Cable cuts that cause link 

failures are common in optical networks. Man-made errors and uncontrollable natural 

phenomena (e.g., floods and earthquakes) cause equipment, and therefore node, failures. Besides 

node and link failures, which are common failure situations in any communication network, 
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channel failure is also possible in WDM optical networks. A channel failure is usually caused 

by the failure of transmitting and/or receiving equipment operating on that channel (wavelength) 

[10].   

In case of disasters, multiple nodes/links in the network may be disrupted and the same 

time. There has been significant research focus on both single link and node failure events [28]. 

Recently multi-failure studies have been conducted [29], [30]. However, protection against 

correlated node-link failures caused by a single dominant disaster is a topic that needs serious 

attention. In our work, we have focused on such failures while trying to minimize the network 

cost in terms of channel/wavelength usage. 

2.12 Fault Management in WDM Networks 

Fault management in optical network is done through reserving backup resources in 

advance called protection or discovering spare backup resources in an online manner called 

restoration [43]. Protection of paths against failures can be achieved by providing a backup 

path to the same destination, such that this backup path should be link-disjoint to the primary 

path. The classical protection schemes do not provide protection against dominant failure scenario 

(disaster) especially when it covers a region which affects both the primary and backup 

paths.  Protection schemes include dedicated path protection (DPP), shared path protection 

(SPP), dedicated link protection and shared link protection while restoration schemes include 

path restoration and link restoration [31-43]. An organization of these schemes is shown in 

Figure 2.8. 
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Figure 2.10: Fault Management Schemes 

 

There are essentially two types of path protection [9-30] schemes: dedicated path 

protection and shared path protection. In dedicated path protection, at the time of call setup for 

each primary path, a link-disjoint backup path and wavelength are reserved which are reserved 

for/dedicated to that call. The backup wavelength reserved on the links of the backup path are 

dedicated to that call only, and are not shared with other backup paths. In shared-path protection, 

at the time of call setup for a primary path, a link-disjoint backup path and wavelength are also 

reserved. However, the backup wavelength reserved on the links of the backup path may be shared 

with other backup paths. As a result, backup channels are multiplexed among different failure 

scenarios (which are not expected to occur simultaneously), and therefore shared-path protection 

is more capacity efficient when compared with dedicated-path protection. In our work we are 

considering shared path protection so that channels can be shared among different backup paths. 
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2.13 Datacenter 

A Datacenter (DC) can be visualized as a server that is used for storage, computing 

resources and distribution of large amount of data. The resources and data in a datacenter are 

served to customers through a network of datacenters, which is referred to as the cloud [14]. 

With the rise in demand for cloud services, huge amounts of digital content are being created 

and shared all the time over the network. Typically the content and services of data centers are 

replicated over multiple data centers, so that a user request can be served by any datacenter that 

hosts the required content. This replication strategy also solves the problem of data availability 

in the event of a disaster (earthquake, tsunami etc.), which may lead to failure of network 

components (failure of a node or optical fiber in the network). The concept of data replication 

was initially studied in [11] with the objective of reducing network cost and latency. In [13] the 

importance of a certain replica is based on the popularity of data.  

 

 

Figure 2.11: Datacenter 
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Figure 2.12: Nodes representing datacenters in a network 

 

Survivability of datacenters against disasters, both natural and man-made attacks is 

becoming a major challenge in designing cloud-based services, hence making cloud network 

design an important problem. In our work we consider that the communication requests are not 

static in nature and they arise dynamically, hence we use the concept of dynamic lightpath 

allocation for establishing any communication request. In dynamic lightpath allocation using 

path protection when a communication request from source S to destination D is received, our 

objective is to search for resources to set up two lightpaths – a primary lightpath and a backup 

lightpath. 

Cloud services delivered by datacenter networks yield new opportunities to provide 

protection against disasters. In such a network, heterogeneous contents and services are 
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replicated over multiple datacenters, so that a user request can be served by any datacenter that 

supports the specified content or service. This scheme, where the required content/service can 

be served from one of many potential datacenters, is known as anycast service [38]. Such 

services require infrastructures with high capacity, high availability, and robustness to serve the 

rising volume of traffic, and optical networks are well suited to meet these requirements [20].  

Research has been initiated introducing backup datacenters following the anycast 

principle to reduce bandwidth consumption [38]. Content/data protection is a fundamental 

problem in datacenter networks, as the failure of a single datacenter should not cause the 

disappearance of a specific content/data from the whole network. According to recent studies, it 

is crucial that the network supporting such services is resilient to data loss or service disruptions, 

hence making cloud network design an important problem. 

2.14 Literature Review 

In this section we discuss in detail the papers that are directly related to our thesis. 

In [33] the authors address the problem of path protection in datacenter networks that 

offer cloud services. They also address the problem of content placement, routing of path in the 

network. The authors have developed a new integrated Integer Linear Program (ILP) formulation 

to design an optical datacenter network. The disaster protection scheme proposed in this paper 

uses anycast service and provides more protection, but uses less capacity than dedicated single-

link failure protection. The authors formulate their problem of assigning paths to high bandwidth 

connections, determining content replica placement and providing shared path protection against 

single disaster failure (i.e., multiple failures caused by a single disaster) for both paths and 

content. Since, the ILP does not scale well, the authors also propose a heuristic to derive a 

feasible solution for a request (s,c) from the LP relaxation of the original ILP.  
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In [34], the authors jointly optimize the problem of Datacenter Network (DCN) 

placement with service routing and protection to minimize the network cost, while ensuring fast 

protection of all services against link or server failure. The authors develop an ILP to achieve an 

optimal design to solve the problem. The authors consider a WDM optical backbone network 

with topology, where DC nodes are placed at a selected subset of network nodes. They assume 

that a sufficient number of wavelengths can be multiplexed onto each link for high-speed optical 

transmissions. 

In [38] the authors proposed a disaster-aware protection scheme that adopts the principle 

of manycasting - establishing multiple paths to provision bandwidth for services distributed over 

multiple servers/datacenters, where datacenters are placed at a selected subset of network nodes 

and the files/contents are not fully replicated. The scheme provides degraded service (versus no 

service at all) and survivability in the case of multiple disasters using a probabilistic model for 

disasters. 

In [35], the authors address the problem of fast and coordinated data backup in 

geographically distributed optical inter-DC networks in order to improve the data-transfer 

efficiency of the regular DC backup. In order to prevent data loss in an optical inter-datacenter 

(inter-DC) network, a cloud system usually leverages multiple datacenters (DCs) for obtaining 

sufficient data redundancy. 

In [37], the authors considered) the problem of resource allocation before disasters and 

ii) re allocation of resources after a disaster. The study used a probabilistic model for failures 

and proposed a proactive (i.e., before disaster) disaster-aware provisioning schemes with the 

objective of minimizing the loss/penalty in the case of a disaster. The authors also investigated 
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a reactive (i.e., after a disaster occurs) scheme for re-provisioning the connections affected by 

the network component failures resulting from the disaster. 

2.15 Summary of Literature Review 

Table 2.1: Literature Review Summary 

Reference Type of 

communication 

request handled 

Protection 

Scheme used  

Solution 

Approach 

Type of failure 

addressed 

Habib et al. 2012 

[33] 

Static requests Dedicated Path 

Protection  

ILP  Single link failure 

Xiao et al. 2013  

[34] 

Dynamic requests Dedicated Path 

Protection 

ILP and 

Heuristic 

Single link failure 

Mukherjee et al. 

2014 [38] 

Static requests Shared Path 

Protection 

ILP Single link failure 

Yao et al. 2015 

[35] 

Static requests Shared Path 

Protection 

ILP and 

Heuristic  

Single link failure 

Tornatore et al. 

2015 [37] 

Static requests Dedicated Path 

Protection 

ILP Single link failure 
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Chapter 3 

3 DYNAMIC RWA FOR 

DATACENTER NETWORKS 

3.1 Problem Definition 

This section presents the problem that we are trying to solve using a heuristic approach. 

The problem is to handle a request for communicating a file 𝑓𝑖 to a destination node 𝑡 requesting 

the file. There are replicated copies of the file 𝑓𝑖 located at different data centers. The replication 

strategy is such that in the case of disaster 𝑑 𝜖 𝐷, for each file 𝑓𝑖 , we want to make sure that at 

least one site of the file can communicate with any destination node t. Given a communication 

request (𝑓𝑖 , 𝑡) , we have to; 

1) Select a site si for the file 𝑓𝑖 when the network has no disasters.  

2) Find a viable lightpath using Routing and Wavelength Assignment (RWA) from site 𝑠 to 

destination node 𝑡 requesting the file. This lightpath will be known as Primary Lightpath 

for communicating a file 𝑓𝑖 to destination node 𝑡. 

3) The channel used by a primary lightpath is exclusively allotted for that lightpath itself.  

For each fiber on the primary path, the channel cannot be used by any other 

communication request to establish their primary paths or backup paths. 

4) For each disaster 𝑑 𝜖 𝐷, find out a viable lightpath to transfer the file 𝑓𝑖 from site sj 

containing 𝑓𝑖  to destination node 𝑡, requesting the file 𝑓𝑖. In the case of a disaster 𝑑, 

affecting the primary lightpath, the lightpath obtained from step 2 will not be effective 
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any longer. Hence we want to find an alternate route and channel for every disaster 𝑑 𝜖 𝐷 

affecting the primary path. These lightpaths will be known as Backup Lightpaths, since 

they will be used if and only if there happens to be disaster 𝑑 affecting the primary 

lightpath. 

5) The channel used by a backup lightpath is sharable with other communication requests’ 

backup lightpath, if and only if the backup lightpaths handle different disasters 𝑑 𝜖 𝐷. 

Our approach is different from previous approaches as the previous approaches address the 

problem of static lightpath allocation in datacenter networks, while in our work we address the 

problem of dynamic Routing and Wavelength Assignment (RWA).  

3.2 Proposed Approach 

The requested file 𝑓𝑖 is located at some node, which we call as 𝑑𝑎𝑡𝑎𝑐𝑒𝑛𝑡𝑒𝑟 node in our 

network. There are replicated copies of the file 𝑓𝑖 located at more than one datacenter node. We 

have used an optimal replication strategy that has been designed and implemented by one of our 

team members, which gives us the information of how many copies of file 𝑓𝑖 are there in the 

network and at which data centers store are the replicated copies of file 𝑓𝑖.  

 If we are successful in handling a request for communicating file 𝑓𝑖 to a destination node 

𝑡 requesting the file, we should be able to get information about the primary lightpath which will 

be used to carry out the communication in a fault-free (disaster free) case and also the 

information about the backup lightpaths which will be used to carry out the communication in 

case of each disaster, 𝑑 𝜖 𝐷, where a disaster can occur either on the datacenter node itself or on 

any other intermediate nodes of the primary lightpath. The backup lightpath should be such that 

it avoids all the edges from the primary lightpath whichever has been affected by disaster 𝑑 𝜖 𝐷. 
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The result of the primary lightpath and the backup lightpath(s) will give us the information about 

which edges (optical fibers) have been used to establish the primary lightpath and the backup 

lightpath and which wavelengths (channels) have been used on those edges to establish the 

lightpaths. While determining the primary and backup lightpaths for a new communication 

request  (𝑓𝑖 , 𝑡), for file  𝑓𝑖 ,to be transferred to node t, the following conditions must be satisfied: 

 A lightpath is established to handle the fault-free case henceforth called a primary lightpath 

from some site si (a datacenter node containing the file𝑓𝑖) to node 𝑡 (destination node 

requesting the file𝑓𝑖).  

 A lightpath established to handle the scenario of any disaster,𝑑 𝜖 𝐷, where a disaster 𝑑 

disrupts edges of the primary lightpath, is from some node site sj (where j may be different 

from k) to the same node 𝑡 (destination node). Such a lightpath must avoid any of the edges 

disrupted by the disaster 𝑑 (𝑑 𝜖 𝐷) and is known as backup lightpath to handle disaster d, 

𝑑 𝜖 𝐷. 

 Both the primary and backup lightpaths should satisfy the wavelength continuity constraint. 

Wavelength continuity constraint states that all the edges of a lightpath should have the same 

wavelength. 

 Both the primary and backup lightpaths should satisfy the wavelength clash constraint with 

respect to the existing lightpaths on the same fibers. Wavelength clash constraint states that 

no two lightpaths, sharing the same edge/fiber can share a common wavelength, at the same 

time. 

In our work the replication strategy is predefined. The replication strategy ensures that 

during any dominant disaster, at least one copy of each file from a set of files F is available 
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to the user at any node t. We consider that a channel k on the edge 𝑒 (𝑖 →  𝑗) 𝜖 𝐸 belongs to 

one of the following categories: 

 Category 1: The channel on an edge has not been used by any previous communication. Such 

a channel can be used by a new communication request and the cost of such a channel in order 

to be used on a primary path or a backup path will be 1. 

 Category 2: The channel is used by a primary path of some existing communication. Such a 

channel cannot be used by any new communication neither to establish a primary path nor a 

backup path.  

 Category 3: The channel has been used by an existing communication to handle one or more 

disasters. We use the channel sharing strategy in this case, while designing our backup paths. 

If we want to design a backup path to handle a disaster 𝑑i for a new communication, then we 

can use a channel that has been used previously by an existing communication to handle any 

other disaster 𝑑j, where 𝑑𝑖 ≠ 𝑑𝑗. By this we mean that two different communications can share 

the same channel to handle different disasters 𝑑i and 𝑑j but they can never share a channel to 

handle the same disaster. The cost associated with such usage of channel will always be 0. 

3.3 Network State 

When we receive a request for transmitting a file 𝑓𝑖  to a node 𝑡 , requesting the file, the 

network already contains a number of ongoing communications, which were established earlier. 

Each ongoing communication has a primary lightpath and backup lightpath(s) established for 

them. The details of all the existing communications, like the path and the channel used by the 

primary lightpath (in fault-free case) and the backup lightpaths (to handle disaster 𝑑, (𝑑 𝜖 𝐷)) 

are known to us. 
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 Given such a network scenario, our objective is to minimize the cost of resources 

associated with the establishment of the primary lightpath and the backup lightpath(s) while 

handling a new request for transmitting a file 𝑓𝑖   to a destination at node 𝑡. Resources used to 

handle a request are measured in terms of the total number of channels (k) used by both primary 

lightpath (in fault-free case) and backup lightpaths (if any) on all edges of the communication 

request. The cost of a primary path is counted as 1 on each edge e that is used by the primary 

path, while the cost of backup path for disaster 𝑑0 will be counted as 0 on the edge e where it 

shares a channel k with another disaster 𝑑1 and as 1 on the edge e where it uses a channel k that 

was never been used previously. 

3.4 Concept of Virtual Node 

 

Figure 3.1: Concept of Virtual Node 

Since we have multiple copies of file 𝑓𝑖 located at different datacenter sites, in our 

approach we use the concept of virtual node. We define virtual node as a node which is not part 

of our actual network, but an imaginary node, which will be connected to all the datacenter sites 

𝑠𝑖that have a copy of the file 𝑓𝑖. There are virtual edges connecting the virtual node to all the 

sites 𝑠𝑖 and there is no cost associated with the channels in these virtual edges. 
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For example, in Fig. 3.1, there is a network of six 𝑛𝑜𝑑𝑒𝑠 (0, 1, 2, 3, 4, 5),  all of which 

are actually present in the original network. Apart from these six nodes, there is another node i.e. 

𝑛𝑜𝑑𝑒 𝑣 which is not a part of the original network, but is a virtual node. It is clear from the figure 

that there are two copies of the file 𝑓𝑖 which can be requested by any destination node and these 

two copies are located at 𝑛𝑜𝑑𝑒 0 and 𝑛𝑜𝑑𝑒 2. Hence, we say that 𝑛𝑜𝑑𝑒 0 and 𝑛𝑜𝑑𝑒 2 are the 

two sites containing file 𝑓𝑖 . The edges (𝑣 → 0)  & (𝑣 → 2) are the virtual edges and hence are 

shown with dotted lines.  

3.5 Establishment of Primary Lightpath 

When we receive a request for communicating file 𝑓𝑖 to destination node t, the network 

is already supporting a number of on-going communication requests. The details of all the on-

going requests are known to us. Therefore, we already know the routes used by the previous 

communications to establish their primary lightpaths in fault-free case. We also know the routes 

and corresponding channels (𝑘)  on those routes, used by previous communications to handle 

each disaster, 𝑑 𝜖 𝐷.  

Our objective is to find the primary and the backup paths for establishing the new 

communication request, such that the 𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑠𝑡 associated with the network resources will be 

as low as possible. We calculate the total cost in terms of number of wavelengths (𝑘)  used to 

establish a request’s primary path. For establishing a primary lightpath, always a new channel k 

is used on an edge e and hence every edge that a primary lightpath traverses, has a cost of 1 

associated with it as discussed in Section 3.3. 

The primary lightpath must follow the 𝑤𝑎𝑣𝑒𝑙𝑒𝑛𝑔𝑡ℎ 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑖𝑡𝑦 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡, i.e. it 

should use the same channel on every edge it traverses.  
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As example, we consider the network of Fig 3.2, and assume that there are three available 

channels (𝜆0, 𝜆1, 𝜆2  ) on each edge of the network in.  

 

Figure 3.2: Establishment of Primary Lightpath using RWA 

 

If there is a request for communicating file 𝑓𝑖 to the destination 𝑛𝑜𝑑𝑒 3, one possible 

primary path (shown in Fig 3.2) is from node v (virtual node) to node 3 via node 2 (one of the 

two sites which contain a copy of file 𝑓𝑖 ).  This primary path 𝑣 → 2 → 3 has a cost of 1 

associated with it, since it uses only one network edge 2 → 3, and the cost of the virtual edge 

𝑣 → 2 is 0, as discussed in Sec 3.4.  Assuming that all channels on edge 2 → 3 are available, 

we select the first available channel 𝜆0, for the primary lightpath. So after establishing this 

primary lightpath the channel 𝜆0 on the edge 2 → 3  of the actual network are no longer be 

available to process any future communication request. But the remaining two channels (𝜆1, 𝜆2  ) 

on edge 2 → 3 are still available to be used by any new communication request.  

  



  

 36  
 

Updating the edge-channel database with lightpaths information 

After establishing every primary lightpath we update our database namely “Channel 

Database”, with a value of “1” for the channel used on an edge of the primary lightpath. This 

database contains information of which channel has been used on which edge by any previous 

primary lightpath. By this updated information we mean that such a channel is no longer 

available for establishing any new communication request, like in the above example in Fig. 3.2, 

channel 𝜆0 on the edge 2 → 3 will be updated with a value of “1” in the “Channel Database” 

and hence the channel 𝜆0 on edge 2 → 3  won’t be available for future communication requests.  

This updated channel will also reflect on the “Channel Database” that will be used to 

design the backup paths for all the disasters 𝑑 𝜖 𝐷. For getting a backup path, we must ensure 

that none of the channels that have been used by some primary lightpath in the previous 

communications are available to handle any disaster 𝑑. We follow the concept of sharing 

channels while designing the backup lightpaths; however such sharing is restricted only among 

the backup lightpaths and not with any of the primary lightpaths.  

3.6 Establishment of Backup Lightpath 

Our approach towards designing the backup lightpaths may be viewed as a generalization 

of 𝑆ℎ𝑎𝑟𝑒𝑑 𝑃𝑎𝑡ℎ 𝑃𝑟𝑜𝑡𝑒𝑐𝑡𝑖𝑜𝑛, according to which two or more communications’ backup 

lightpaths can share the same channel/wavelength (λ) among themselves if and only if the backup 

lightpaths are designed to handle different disasters (𝑑1  𝑎𝑛𝑑 𝑑2  ).  

Effects of different types of disasters: A disaster d is defined by a set 𝑆𝑑 of 

resources {𝑟1,𝑟2, …. , 𝑟𝑝}, where each resource 𝑟𝑖 ϵ 𝑆𝑑 represents some component of the network 
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(e.g. fibers, nodes) that will fail and become faulty due to disaster d . In a wide-area network, 

there may be an infinite number of disasters occurring at distances much smaller than the length 

of one optical fiber connecting two nodes. If we consider two disasters 𝑑1 and 𝑑2, it is possible 

that the effect of disaster 𝑑1 may be more severe than disaster 𝑑2. In this case, we will say that 

disaster 𝑑1 dominates disaster 𝑑2. This leads to the notion of dominant disasters.  

Disaster d is a dominant disaster if there does not exist any other disaster d’, such that 

disaster d’ dominates disaster d.  We consider that the set of dominant disasters D that we have 

to take into account is predefined, hence we do not define how a particular disaster occurs in our 

network.  

A dominant disaster or Shared Risk Group (SRG) is specified in terms of a set of node 

and links which are affected simultaneously by a single disaster event. We consider that only 

one disaster occurs at a given time. For our simulations, we consider disasters only on a single 

datacenter or any other node in the network. We do not consider disasters that occur directly on 

link/fibers. If a node is affected by a disaster then all the links/fibers which are connected to that 

node fails and hence a portion of the network will no longer be available for further 

communication. We define this kind of disaster, which occurs on a particular node, to be the 

dominant disasters for our simulations, because this kind of disasters have more significant effect 

on the network than single link disasters as a portion of the network becomes inactive. Based on 

its location, a disaster may be categorized as follows: 

a) A disaster at the site itself where file 𝑓𝑖 is located (a datacenter node). To handle such a 

disaster, the file 𝑓𝑖 will be transmitted to the destination node 𝑡 from another site which has a 

replicated copy of the file 𝑓𝑖. In our example in Fig. 3.3, file 𝑓𝑖 is located at node 2 and node 

0, so, to handle the disaster occurring at node 2, the backup path can be designed from node 
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0 and it can be 𝑣 → 0 → 4 → 5 → 3. By doing this, we now get an alternate route to transmit 

the file 𝑓𝑖 to the destination by avoiding all of the edges going-into and going-out of datacenter 

node 2.  

 

Figure 3.3: Establishment of backup lightpath to handle disaster on a datacenter node 

 

Primary Lightpath 𝑣 → 2 → 3 

Edges disrupted by disaster at 

node 2 

2 → 4, 4 → 2; 2 → 1, 1 → 2; 2 → 3, 3 → 2 

Backup Lightpath 𝑣 → 0 → 4 → 5 → 3 

Table 3.1: Table showing primary and backup lightpaths 

Table 3.1 contains information about the primary and backup lightpaths being used in Fig 

3.3. In Fig. 3.3, primary Lightpath is 𝑣 → 2 → 3. Disaster at node 2 disrupts edges(2 →

4, 4 → 2; 2 → 1, 1 → 2; 2 → 3, 3 → 2), hence these edges are no longer available for 
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processing the primary lightpath 𝑣 → 2 → 3. Backup Lightpath designed to handle disaster 

at node 2 is 𝑣 → 0 → 4 → 5 → 3, where node 0 is another site of file 𝑓𝑖.  

b) A disaster at the destination node itself, i.e, the node requesting file𝑓𝑖. We say that such a 

disaster will make the communication request to be failure because if there is a disaster at 

the destination node itself, then the communication cannot be established. 

c) A disaster in an intermediate node of the primary path. Such a disaster can be handled by 

routing the backup path, possibly from the same source but through different intermediate 

nodes (avoiding the intermediate node from the primary path that has been affected by 

disaster 𝑑). 

 

Figure 3.4: Establishment of backup lightpath to handle disaster on an intermediate node 

Primary Lightpath 𝑣 → 0 → 4 → 5 → 3 

Edges disrupted by disaster at node 4 

(intermediate node of primary lightpath) 

0 → 4, 4 → 0; 4 → 5, 5 → 4; 2 → 4, 4 → 2 

Backup Lightpath 𝑣 → 0 → 1 → 2 → 3 

Table 3.2: Table showing primary and backup lightpaths 
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Table 3.1 contains information about the primary and backup lightpaths being used in Fig 3.4. 

In Fig 3.4, Primary Lightpath is 𝑣 → 0 → 4 → 5 → 3. Disaster at node 4 disrupts edges (0 →

4, 4 → 0; 4 → 5, 5 → 4; 2 → 4, 4 → 2), hence these edges are no longer available for 

processing the primary lightpath. Backup Lightpath is 𝑣 → 0 → 1 → 2 → 3. 

3.7  NOTATIONS & ALGORITHMS 

In this section we describe the RWA algorithm that has been designed to find a viable primary 

path in fault-free case and viable backup paths to handle disaster  𝑑 𝜖 𝐷.  

We use the following notations in the algorithm; 

G:  The network topology specified as a graph 𝐺 = (𝑁, 𝐸) 

𝑵:  The set of nodes in the network 

𝑬:  The set of directed edges of the network. If 𝑖 𝑎𝑛𝑑 𝑗  are nodes of the network (including 

datacenters), edge e 𝜖 𝐸 represents a fiber from node 𝑖 to node 𝑗 connecting the two nodes 

𝑲:  The set of channels 𝑘 per fiber, where 𝑘 𝜖 𝐾 

𝑫:  The set of disasters 𝑑, where 𝑑 𝜖 𝐷 

𝑵𝒅:  The set of nodes disrupted due to disaster  𝑑 

𝒗 : The virtual node 

𝑺 ∶ The set of datacenter nodes 𝑠𝑖  containing a copy of file 𝑓𝑖 . 

(𝒇𝒊 , 𝒕): A request where file 𝑓𝑖  is the file that is requested and node 𝑡 is the node requesting the 

file 𝑓𝑖  . When the request is handled, a copy of file 𝑓𝑖   from one of the datacenter sites 𝑠𝑖  , 𝑠𝑖  𝜖 𝑆  

that contain file 𝑓𝑖  will be communicated to destination node 𝑡. 

𝑵𝑾_𝑺𝑻 = The state of the network in terms of the availability of each channel 𝑘 𝜖 𝐾 on each 

edge 𝑒 𝜖 𝐸. 𝑁𝑊_𝑆𝑇 can be characterized in terms of the two parameters state(e, k) and 

disasters(e,k), which are defined below, for each channel k on each edge e. 
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𝒔𝒕𝒂𝒕𝒆 (𝒆, 𝒌)=  

{
 
 

 
 
1,   𝑖𝑓 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑘 𝜖 𝐾 𝑜𝑛 𝑒𝑑𝑔𝑒 𝑒 𝜖 𝐸  has not been used by any previous communication 

 
2,   𝑖𝑓 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑘 𝜖 𝐾  𝑜𝑛 𝑒𝑑𝑔𝑒 𝑒 𝜖 𝐸  has been used previously for a primary path………

 
3,   𝑖𝑓 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑘 𝜖 𝐾  𝑜𝑛 𝑒𝑑𝑔𝑒 𝑒 𝜖 𝐸  has been used previously for a backup path……… 

 

𝒅𝒊𝒔𝒂𝒔𝒕𝒆𝒓𝒔 (𝒆, 𝒌) = The set of disasters 𝑑 𝜖 𝐷 that are handled using channel k on edge e, for 

any communication request. We note that 𝑑𝑖𝑠𝑎𝑠𝑡𝑒𝑟𝑠 (𝑒, 𝑘) = [  ] whenever 𝑠𝑡𝑎𝑡𝑒 (𝑒, 𝑘) = 1 𝑜𝑟 2; 

and is non-empty whenever 𝑠𝑡𝑎𝑡𝑒(𝑒, 𝑘)  =  3. 

𝑰𝑵𝑭: A very large value for edge-cost indicating the edge cannot be used. 

LP: The lightpath (primary or backup). 

3.7.1 Disaster Aware Dynamic RWA Algorithm 

In this section we discuss our heuristic for solving the dynamic RWA problem. Our 

algorithm tries to allocate primary lightpath and backup lightpaths to a given communication 

request. A communication request is defined as a request to communicate a file 𝑓𝑖 to a node t. 

We call the file 𝑓𝑖  as the requested file and the node t as the destination node. Each 

communication request is denoted as (𝑓𝑖 , 𝑡), and for every such communication request, our 

algorithm finds out a viable primary path and if needed, a viable backup path using dynamic 

lightpath allocation.  

Given a physical network topology 𝐺 = (𝑁, 𝐸), of 𝑁 nodes interconnected with 𝐸 

bidirectional edges. We are also given set of 𝐾 channels on each edge of the network (𝑘 𝜖 𝐾), 

set of 𝐷 disasters, (𝑑 𝜖 𝐷), such that a single disaster 𝑑 occurs at a time in a node and as a result 

the edges entering and leaving that node are disrupted due to disaster 𝑑. We are using an optimal 

replication strategy for file 𝑓𝑖  which saves a copy of each file 𝑓𝑖  at multiple locations, where 

each of these locations is a data center. If there are 𝑛 number of copies of file 𝑓𝑖 , we know that 
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the copies of the file 𝑓𝑖  are saved at data centers (𝑠𝑖
1, 𝑠𝑖

2, 𝑠𝑖
3, … . . 𝑠𝑖

𝑛). The replication strategy is 

such that, for each disaster 𝑑 𝜖 𝐷,  at least one copy of each file 𝑓𝑖  has a fault-free path to each 

node in the network that avoids disaster 𝑑.  

 

Figure 3.5: Overview of disaster-aware RWA algorithm 

Fig 3.5 shows an overview of the RWA algorithm that we have designed for processing 

each communication request (𝑓𝑖 , 𝑡) by setting up a primary lightpath in fault-free case and 

backup lightpaths to handle each disaster (𝑑 𝜖 𝐷). Initially we consider that our network 

(𝑁𝑊_𝑆𝑇), is completely free from communication, which means that all the channels are 

Step 1: 𝑁𝑊_𝑆𝑇_𝐶𝑃   ←  a copy of the current network state 𝑁𝑊_𝑆𝑇 

Step 2: 𝑟𝑒𝑞𝑢𝑒𝑠𝑡  ←   read a request from RF (𝑓𝑖 , 𝑡) 

Step 3: path, k, cost = find_primary_LP ( (𝑓𝑖 , 𝑡), 𝑁𝑊_𝑆𝑇_𝐶𝑃 ) 

Step 4:  IF cost < INF 

Step 5:   Update 𝑁𝑊_𝑆𝑇_𝐶𝑃  

a) 𝑠𝑡𝑎𝑡𝑒 (𝑒, 𝑘)= 2, for each edge e ϵ E  

Step 6:  ELSE  

   Return REQUEST BLOCKED 

Step 7: For each disaster 𝑑 𝜖 𝐷 that affects the primary path  

Step 8:  path, k, cost = find_backup_LP    (𝑓𝑖 , 𝑡), 𝑁𝑊_𝑆𝑇_𝐶𝑃, 𝑑) 

Step 9:   IF cost < INF 

a) Update 𝑁𝑊_𝑆𝑇_𝐶𝑃 𝑠𝑡𝑎𝑡𝑒 (𝑒, 𝑘) = 3, for each edge e in the 

backup path that we get from Step 6 

b) 𝑑𝑖𝑠𝑎𝑠𝑡𝑒𝑟𝑠 (𝑒, 𝑘) = 𝑑𝑖𝑠𝑎𝑠𝑡𝑒𝑟𝑠 (𝑒, 𝑘) U 𝑑 

Step 10:   ELSE 

    Return REQUEST BLOCKED 

Step 11: 𝑁𝑊_𝑆𝑇  =  𝑁𝑊_𝑆𝑇_𝐶𝑃 

Step 12: Return SUCCESS. 
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available on all the edges to handle any communication request (𝑓𝑖 , 𝑡). In other words, 

𝑠𝑡𝑎𝑡𝑒(𝑒, 𝑘) = 1 for all channels 𝑘 𝜖 𝐾 on all edges 𝑒 𝜖 𝐸.  

In the Step 1 of our algorithm, we make a copy 𝑁𝑊_𝑆𝑇_𝐶𝑃 of the current network state 

𝑁𝑊_𝑆𝑇 and update the copied version, 𝑁𝑊_𝑆𝑇_𝐶𝑃, after processing every communication 

request (𝑓𝑖 , 𝑡), so that the actual network state (𝑁𝑊_𝑆𝑇) remains the same in case if a 

communication request (𝑓𝑖 , 𝑡) gets blocked. A communication will be blocked in two cases; i) 

if the algorithm is unable to find a viable route using a channel 𝑘 to establish the primary 

lightpath, ii) if the algorithm is unable to find viable route using a channel 𝑘 to set up a backup 

lightpath to handle disaster d . In Step 3, for a new communication request(𝑓𝑖 , 𝑡), when the new 

communication request arrives, the RWA algorithm calls the find_primary_LP function. The 

algorithm for setting up the primary lightpath using the function find_primary_LP is further 

explained in Section 3.7.2. Step 4 checks if a suitable primary lightpath has been found. If so, 

information about available resources is updated by updating NW_ST_CP and the algorithm 

continues to try to establish suitable backup lightpath(s) as needed.  Otherwise, the 

communication request (𝑓𝑖 , 𝑡) gets blocked (Step 6) and no resources are allocated to this 

request. In Step 7 - Step 10, the algorithm considers each disaster (𝑑 𝜖 𝐷) affecting the primary 

lightpath, one by one. For each such disaster, it tries to find a suitable backup lightpath (Step 8).  

If it is successful (Step 9), it updates NW_ST_CP to indicate which channels were used for the 

backup lightpath and then proceeds to find a path to handle the next disaster. If at any point, a 

suitable backup lightpath cannot be found (for any disaster), the entire communication request 

is blocked (Step 10). If for a communication request  (𝑓𝑖 , 𝑡), our algorithm finds both the primary 

lightpath and required backup lightpaths to handle each disaster successfully, then the 

corresponding resources are allocated and the actual network state is updated (Step 11), based 
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on the allocated resources. In this case, the algorithm returns, indicated that the new 

communication request was successfully established (Step 12). 

3.7.2 Dynamic RWA algorithm to find Primary Path 

 

Figure 3.6: Overview of function find_primary_LP 

Fig. 3.6 shows an overview of the function find_primary_LP (used in Step 3 of Fig. 3.5) 

used to find a suitable route and channel for establishing the primary lightpath to handle a 

communication request (𝑓𝑖 , 𝑡). Step 1 of the algorithm initializes the values of the three variables 

used to identify the primary lightpath. These are:  

Step 1: Initialize the parameters. 

a) 𝑐𝑜𝑠𝑡 =  𝐼𝑁𝐹 

b) 𝑝𝑎𝑡ℎ =  [  ] 

c) 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 =  −1 

d) 𝑣 = virtual node for the request (𝑓𝑖 , 𝑡) 

Step 2: FOR each channel 𝑘 𝜖 𝐾   

Step 3:  FOR each edge 𝑒 𝜖 𝐸 

Step 4:              Calculate 𝑐𝑜𝑠𝑡  of edge 𝑒 𝜖 𝐸 

a) 𝑐𝑜𝑠𝑡 (𝑒, 𝑘) = 1, 𝑖𝑓 𝑠𝑡𝑎𝑡𝑒 (𝑒, 𝑘)= 1 

b) 𝑐𝑜𝑠𝑡 (𝑒, 𝑘) = 𝐼𝑁𝐹, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

Step 5:    𝑐𝑘 = cost of shortest path 𝑝𝑘 based on 𝑐𝑜𝑠𝑡 of edge 

Step 6:             𝑝𝑘  = shortest path from 𝑣 to 𝑡  

Step 7:     IF 𝑐𝑘 < 𝑐𝑜𝑠𝑡 

a) 𝑝𝑎𝑡ℎ = 𝑝𝑘  

b) 𝑘 =  𝑘𝑘   

c) 𝑐𝑜𝑠𝑡 =  𝑐𝑘 

Step 8: Return 𝑝𝑎𝑡ℎ, 𝑐ℎ𝑎𝑛𝑛𝑒𝑙,  𝑐𝑜𝑠𝑡 
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 cost: This is initialized with a very large value INF. This variable is used to indicate the 

cost of the primary path in order to check if it is a viable primary path.   

 path: This is used to store the actual route to be used by the primary lightpath. The path is 

specified in terms of a sequence of network nodes starting from the selected data center 

si, containing a copy of the requested file 𝑓𝑖 , to the destination node t.  

 channel: This is used to specify the channel k that will be used along each edge of the  

primary lightpath.  

When processing a request for transmitting file 𝑓𝑖 to a destination node 𝑡, it is convenient 

to visualize a virtual node 𝑣 and some new virtual edges from 𝑣 to set of datacenter nodes 𝑠𝑖  𝜖 𝑆. 

For each data center node 𝑠𝑖 , containing a copy of file 𝑓𝑖 , we visualize a single virtual edge from 

virtual node 𝑣 to datacenter 𝑠𝑖 . When considering a communication request (𝑓𝑖 , 𝑡), we note that 

the length of these virtual edges will be 0.  

Once we add these virtual nodes and edges in our network, in Step 2 to Step 4, for each 

channel 𝑘 𝜖 𝐾 on each edge 𝑒 𝜖 𝐸 of the network, the algorithm calculates the cost of edge e 

based on the channel usage on an edge. In Step 4, the cost of using channel k on an edge e is 

calculated, where, 𝑐𝑜𝑠𝑡 (𝑒, 𝑘) is 1 if  𝑠𝑡𝑎𝑡𝑒 (𝑒, 𝑘) is 1. This means that channel k on edge e is 

available for setting up a primary lightpath but the cost of using that channel on that edge will 

be 1. Otherwise, 𝑐𝑜𝑠𝑡 (𝑒, 𝑘) is INF which means that channel k ϵ K is unavailable on the edge e 

and hence cannot be used to set up a lightpath. Using these edge costs cost (e, k), the algorithm 

calculates the cost of the shortest path from v to t, using channel k, for each k ϵ K (Step 5 and 6). 

If the cost of the primary path using channel k is lower than the best route found so far, the path, 

channel and cost are updated accordingly (Step 7). Once all the channels have been checked Step 

8 returns the best route, along the corresponding channel and cost. We note that if no feasible 
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routes could be found, using any of the channels, then the function will return the initial values 

assigned in Step 1.  

3.7.3 Dynamic RWA algorithm to find Backup Path 

 

Figure 3.7: Overview of function find_backup_LP 

After getting the primary lightpath for the communication request(𝑓𝑖 , 𝑡), the RWA 

algorithm in Fig. 3.7 shows an overview of the function find_backup_LP (used in Step 8 of Fig. 

Step1: Initialize the parameters. 

a) 𝑐𝑜𝑠𝑡 =  𝐼𝑁𝐹 

b) 𝑝𝑎𝑡ℎ =  [  ] 

c) 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 =  −1 

d) 𝑣 = virtual node for request (𝑓𝑖 , 𝑡) 

Step 2: FOR each channel 𝑘 𝜖 𝐾 

Step 3:      FOR each edge 𝑒 𝜖 𝐸 

Step 4:            Calculate 𝑐𝑜𝑠𝑡 of edge 𝑒 𝜖 𝐸 

   IF edge 𝑒 𝜖 𝐸 is affected by disaster 𝑑 𝜖 𝐷 

a) 𝑐𝑜𝑠𝑡 (𝑒, 𝑘) = 𝐼𝑁𝐹 

   ELSE 

b) 𝑐𝑜𝑠𝑡 (𝑒, 𝑘) = 1, if 𝑠𝑡𝑎𝑡𝑒 (𝑒, 𝑘)= 1 

c) 𝑐𝑜𝑠𝑡 (𝑒, 𝑘) = 𝐼𝑁𝐹, if 𝑠𝑡𝑎𝑡𝑒(𝑒, 𝑘) = 2 or 𝑑 in 𝑑𝑖𝑠𝑎𝑠𝑡𝑒𝑟𝑠 (𝑒, 𝑘) 

d) 𝑐𝑜𝑠𝑡 (𝑒, 𝑘) = 0, otherwise 

Step 5:   𝑐𝑘 = 𝑐𝑜𝑠𝑡 of shortest path  𝑏𝑘 based on 𝑐𝑜𝑠𝑡 of edge  

Step 6:            𝑏𝑘 = shortest path from 𝑣 to 𝑡 

Step 7:     IF 𝑐𝑘 < 𝑐𝑜𝑠𝑡 

a) 𝑝𝑎𝑡ℎ =  𝑏𝑘 

b) 𝑘 =  𝑘𝑘 

c) 𝑐𝑜𝑠𝑡 =  𝑐𝑘  

Step 8: Return 𝑝𝑎𝑡ℎ, 𝑘,  𝑐𝑜𝑠𝑡 
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3.5) used to find a suitable route and channel for establishing the backup lightpath to handle a 

communication request (𝑓𝑖 , 𝑡). Step 1 of the algorithm initializes the values of the three variables 

used to identify the backup lightpath. These are:  

 cost: This is initialized with a very large value INF. This variable is used to indicate the cost 

of the backup path in order to check if it is a viable backup path.   

 path: This is used to store the actual route to be used by the backup lightpath. The path is 

specified in terms of a sequence of network nodes starting from the selected data center si, 

containing a copy of the requested file 𝑓𝑖 , to the destination node t.  

 channel : This is used to specify the channel k that will be used along each edge of the  

backup lightpath.  

Just like the primary lightpath, when processing a request for transmitting file 𝑓𝑖 to a 

destination node 𝑡, it is convenient to visualize a virtual node 𝑣 and some new virtual edges 

from 𝑣 to set of data center nodes 𝑠𝑖  𝜖 𝑆. Once we add these virtual nodes and edges in our 

network, in Step 2 - Step 4, for each channel 𝑘 𝜖 𝐾 on each edge 𝑒 𝜖 𝐸 of the network, the 

algorithm calculates the cost of edge e based on the channel usage on an edge. The cost of an 

edge e i.e., 𝑐𝑜𝑠𝑡 (𝑒, 𝑘) is INF if disaster 𝑑 does affects any edge of the backup lightpath, 

otherwise for every disaster 𝑑 that affects the primary lightpath, the cost of using channel k on 

a disaster-free edge is calculated (step 4), where, 𝑐𝑜𝑠𝑡 (𝑒, 𝑘) is 1 if  𝑠𝑡𝑎𝑡𝑒 (𝑒, 𝑘) is 1 which 

means that channel k on edge e is available for setting up a backup lightpath, but the cost of 

using that channel on that edge will be 1. The cost of edge, 𝑐𝑜𝑠𝑡 (𝑒, 𝑘) is INF, if 𝑠𝑡𝑎𝑡𝑒 (𝑒, 𝑘) 

is 2, which means that the channel k on the edge e has been used previously by some primary 

lightpath or if disaster 𝑑 is in the set 𝑑𝑖𝑠𝑎𝑠𝑡𝑒𝑟𝑠 (𝑒, 𝑘) , which means that the channel k on the 

edge e has been used previously to set up a backup lightpath but to handle the same disaster d 
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from the set of disasters D and hence cannot be shared to set up the current backup lightpath. 

Otherwise the cost of edge, 𝑐𝑜𝑠𝑡 (𝑒, 𝑘) will be 0, which means that the channel k on the edge 

e has been used previously to set up a backup light but for a different disaster and hence the 

channel k can be shared because both the backup lightpaths handle different disasters d ϵ D. 

Using these edge costs, 𝑐𝑜𝑠𝑡(𝑒, 𝑘), the algorithm calculates the cost of the shortest path from 

v to t, using channel k, for each k ϵ K (Step 5 and 6). The cost of the backup lightpath (𝑐𝑘) is 

calculated based on the minimum number of new channels being used to set up the backup 

lightpath, as the algorithm tries to share as many channels as possible on edges through which 

it can set up the backup lightpath. If the cost of the backup path using channel k is lower than 

the best route found so far, the path, channel and cost are updated accordingly (Step 7). Once 

all the channels have been checked, Step 8 returns the best route, along the corresponding 

channel and cost. We note that if no feasible routes could be found, using any of the channels, 

then the function will return the initial values assigned in Step 1.  
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Chapter 4 

4 EXPERIMENTATION AND 

RESULTS 

In this section we discuss our network model, the experiments performed and the results 

we obtained using our heuristic approach. We present our simulation results for evaluating the 

performance of the proposed strategy under different disaster scenarios considering different sets 

of data center nodes in our network. Results reported in this chapter are the average of 5 different 

runs for each topology, considering different number of data centers and disasters. Our algorithm 

is able to produce results for practical sized networks. All the simulations were carried out on 

Intel Core i5 - 4300U CPU 1.9 GHz processor using an integrated development environment 

(IDE) of Eclipse (version - Mars). 

4.1 Simulation setup 

4.1.1 Network topology 

In this work we have considered several standard and widely used network topologies to 

perform experiments using our heuristic approach. The size of these topologies range from 6 

nodes to 24 nodes; the topologies used include, the 11-node COST-239 network shown in Fig 

4.1 [43], the 14-node NSFNET shown in Fig 4.2 [44], the 20-node ARPANET network shown 

in Fig 4.3 [45] and the 24-node USANET network shown in Fig 4.4 [44]. 
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For each topology, we have performed experiments for different sets of communication 

requests ranging from 20 to 40 communication requests from a large number of requests 

available in the request file. The request file that we gave as an input to our algorithm actually 

contained a total of 200 communication requests. All these 200 requests were generated 

randomly from the set of 10 files (fi) and the other nodes of the network which did not belong to 

the set of data center nodes containing file fi using random number generator. The simulation 

was run 5 times with 5 different request files. The results reported are the average of the 5 

different simulation runs for each topology considering different source-destination requests 

every time. 

 

Figure 4.1: COST-239 network (11 - node topology) 

  

 

Figure 4.2: NSFNET network (14 - node topology) 
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Figure 4.3: ARPANET network (20 - node topology) 

 

 

 

Figure 4.4: ARPANET network (24 - node topology) 
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4.1.2 Algorithm inputs 

The following parameters were given as inputs to our RWA algorithm: 

i) Network Topology: The network topology (N, E) consists of a defined set of nodes 

(N) and fiber links (E) connecting the nodes of the network. 

ii) File-Replication Information: We assume that copies of the relevant content (i.e. 

the files) have been distributed at selected data centers, based on some pre-defined 

replication strategy. For our simulations, we have used a simple replication strategy 

that places each file fi at a minimum number of data centers such that, 

 There is at least one copy of fi available under all disaster scenarios. 

 There is at least one fault-free path available from a surviving copy of fi to 

each surviving node, under all disaster scenarios. 

iii) Request-file: The request-file consists of a large number of communication requests 

from a source to a destination node. The source is a file fi located at some data center 

node and the destination is a node that requests a copy of the file fi . We ensure that 

the destination is never one of the data center nodes that contain fi. 

iv) Disaster Nodes: We consider different set of disasters and assume that one disaster 

occurs from the set of disasters at a time. When a disaster occurs, the edges entering 

or leaving the node affected by the disaster are not available for that particular disaster 

to process a communication request. 

4.2 Performance evaluation of Phase I & II 

The simulations are carried out in 2 phases. During Phase I, we try to accommodate a 

given number of communication requests using our algorithm.  We consider a database which 

contains information about the optical fibers connecting the network nodes and the wavelengths 
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on each fiber. We name this database as edge-channel database and it contains information about 

each wavelength’s availability on each fiber connecting the nodes of the network. Our algorithm 

tries to find a primary path to handle the communication in the fault-free case and the backup 

paths to handle the communication to handle each disaster. If a communication request is able 

to find a route and an available channel (wavelength) on that route using some Routing and 

Wavelength Assignment algorithm of WDM network, then the communication request is 

successful and resources are allocated to handle the request. We update the resource allocation 

information in the database (edge-channel database). A communication request (fi , t) specifies 

the file fi is to be communicated to the requesting node t. File  fi is available from any data center 

that has a copy of the file. A connection request (fi , t) will be successful only if; 

1) A primary lightpath can be established from a data center having a copy of fi to the 

requesting node t.  

2) Resources are available for backup lightpaths from a data center having a copy of fi 

(not necessarily the same data center used as the source of the primary lightpath) to t under all 

possible disasters that disrupt the primary lightpath. Resources for the backup lightpaths may be 

shared with those for other backup lightpaths, as explained in Sec 3.2. 

During Phase II, we assume that the network has a set of ongoing communications 

already established from Phase I. We randomly generate new communication requests and report 

the blocking probability for establishing a new connection with a set of existing connections 

already established over the network. We considered two categories of disasters as follows: 

 Category I: Disasters can only affect the DC nodes 

 Category II: Disasters can affect any node in the network 
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In the following subsections, we discuss our simulation results. Each value is obtained 

by taking the average over 5 simulation runs. 

Table 4.1: Comparison of Avg. BP in COST-239 network (8 channels/fiber) 

Network 

Topology 

Data center 

locations 

Disaster 

Category 

No. of requests in Phase I 

for 5 Runs 

Average Blocking 

Probability (BP)of 5 Runs 

in Phase II 

 

 

 

 

 

 

 

 

 

11 Node 

COST-239 

Network / 8 

channels 

 

 

 

 

 

 

 

 

 

[0, 5] 

 

 

 

 

 

I 

27 0.00 

31 0.01 

32 0.25 (high) 

 

 

II 

 

 

27 0.00 

31 0.03 

32 0.27 (high) 

 

 

 

 

 

 

 

[0, 5, 10] 

 

 

 

I 

59 0.00 

61 0.02 

63 0.125 (high) 

 

 

II 

59 0.00 

61 0.07 

63 0.36 (high) 

 

 

In Table 4.1, we have shown the simulation results for the 11 node COST-239 network. 

As an input to run the simulation, we have provided the network topology, the 𝑛𝑒𝑡𝑤𝑜𝑟𝑘_𝑠𝑡𝑎𝑡𝑒 

from Phase I, information about the number of channels per fiber in the overall network (for this 

experiment we considered 8 channels per fiber and there were a total of 26 bidirectional fibers 

connecting the nodes of the network), the number of data center nodes, where we considered two 
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sets of data centers, one set containing data center nodes [node0, node5], another set containing 

data center nodes [node0, node5, node10]. For data center nodes [node0, node5], when we 

considered the Category I disasters and ran a total of 27 requests from each of the 5 request files 

in Phase I, we got an average BP of 0.00, which otherwise means that none of requests in Phase 

II were blocked during this case. We then increased the number of requests in Phase I slightly up 

to 31 and we got an average BP of 0.01 in Phase II, which is quite an acceptable BP and means 

that some of the requests from the total number of requests in Phase II were blocked. We have 

also reported that the average BP that was quite high when we ran a total of 32 requests from each 

of the 5 request files in Phase I. From this experiment we can say that the BP in Phase II is highly 

affected even with a slight increase in the number of static requests in Phase I. 

Similarly when we ran our simulation for the same set of data centers nodes [node0, 

node5] but with disasters possible at any node (i.e. Category II), we got an average BP of 0.05 

for 31 requests. From this result we can say that, keeping the number of requests the same (i.e. 

31) in Phase I, but by increasing the number of disasters from Category I to Category II, increased 

the BP (from 0.01 to 0.05), but a more important factor affecting the BP is the number of ongoing 

connections currently established on the network. 

 We performed the next set of experiments in a similar way, but this time we increased 

the number of data center nodes from 2 data centers [node0, node5] to 3 data centers [node0, 

node5, node10]. From this experiment it is clear that increasing the number of data center nodes 

in the network significantly reduces the BP, since there is more flexibility in terms of how the 

RWA may be carried out. 
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Table 4.2: Comparison of Avg. BP for COST-239 network (16 channels/fiber) 

Network 

Topology 

Data center 

locations 

Disaster 

Category 

No. of requests in Phase I 

for 5 Runs 

Average Blocking 

Probability of 5 Runs in 

Phase II 

 

 

 

 

 

 

 

 

 

11 Node 

COST-239 

Network / 

16 channels 

 

 

 

 

 

 

 

 

 

[0, 5] 

 

 

 

 

 

I 

32 0.00 (was high in 8 

channels) 

60 0.00 

63 0.02 

65 0.20 (high) 

 

 

II 

 

 

32 0.00 (was high in 8 

channels) 

60 0.01 

63 0.07 

64 0.41 (high) 

 

 

 

 

 

 

 

[0, 5, 10] 

 

 

 

I 

63 0.00 (was high in 8 

channels) 

120 0.00 

124 0.02 

125 0.25 (high) 

 

 

II 

63 0.00 (was high in 8 

channels) 

120 0.00 

124 0.09 

125 0.47 (high) 

 

Table 4.2 shows simulation results for the same COST 239 network topology, but with 

16 available channels per fiber. When we had 8 channels per fiber, we were able to accommodate 

a total of 31 requests in Phase I to get a minimum BP in Phase II (Table 4.1), but in the scenario 

considered in Table 4.2, we are now able to accommodate more requests in Phase I i.e. 63 
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requests, for which we get the average BP of five runs to be 0.02. It is clear that increasing the 

number of channels allows us to accommodate more communication requests during Phase I, 

before we see any blocked connections during Phase II. However a similar trend is evident (as 

for the case with 8 channels per fiber), where there seems to be a threshold for number of ongoing 

connections. If the number of established connections is increased beyond this threshold for 

Phase I, then the BP increases sharply in Phase II.  

When we compare results in Table 4.2 with results in Table 4.1, we can see that when 

we has considered 32 requests in Phase I with 8 channels per fiber in Table 4.1 (2 Data center 

locations) the average BP was quite high, which was 0.25, but as we increased the number of 

channels in the same COST 239 network from 8 to 16 channels per fiber, the average BP for 32 

requests was still 0.00.  Similarly, we have reported the results that we go by considering 3 data 

center locations in our network, data centers [node0, node5, node10]. Increasing the number of 

data centers, our network was able to accommodate almost double the number of requests in 

Phase I, than it was able to accommodate for 2 number of data centers [node0, node5]. 

Considering 3 data center locations and a total of 124 requests in Phase I, we were able to achieve 

a an average BP of 0.02 in Phase II, but as soon as we increased the number of requests in Phase 

I to 125, the average BP increased sharply, which we had also noticed in the results in Table 4.1. 

Tables 4.3 & 4.4, 4.5 & 4.6 and 4.7 & 4.8 shows the simulation results for the 14-node, 

20-node and 24-node topologies respectively. For each topology, the first Table (i.e. Table 4.3, 

4.5 and 4.7) reports the results with 8 available channels per fiber and the second Table (i.e. 

Table 4.4, 4.6 and 4.8) reports the results with 16 available channels per fiber. The results for 

these topologies follow the same pattern as for the 11-node topology. However, the actual 



  

 58  
 

number of requests that can be accommodated, and the threshold at which the BP increases 

steeply are different in each case.  

Table 4.3: Comparison of Avg. BP for 14-node NSFNET network (8 channels/fiber) 

Network 

Topology 

Data center 

locations 

Disaster 

Category 

No. of requests in Phase I 

for 5 Runs 

Average Blocking 

Probability of 5 Runs in 

Phase II 

 

 

 

 

 

 

 

 

 

14 Node 

NSFNET 

Network / 8 

channels 

 

 

 

 

 

 

 

 

 

[5, 9] 

 

 

 

 

 

I 

25 0.00 

26 0.01 

28 0.15 (high) 

 

 

II 

 

 

25 0.01 

26 0.03 

28 0.22 (high) 

 

 

 

 

 

 

 

[0, 5, 9] 

 

 

 

I 

40 0.00 

42 0.04 

43 0.36 (high) 

 

 

II 

40 0.00 

42 0.09 

43 0.42 (high) 

 

In Table 4.3 we have reported the simulation results for 14-node NSFNET network by 

considering 8 channels per fiber. There were a total of 21 bidirectional fibers connecting the 14-

node NSFNET network nodes. Like the 11-node COST 239, network, a similar trend has been 

followed in the experimentation with 14-node NSFNET. If we compare the results in Table 4.3 

with Table 4.1, we can see that the number of requests that are handled in Phase I of Table 4.3 
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(for both the set of data center locations) is lesser than the number of requests that are handled 

in Phase I of Table 4.1 (for both the set of data center locations). From this comparison we 

understand that, even after increasing the number of nodes in our network from 11 (COST-239) 

to 14 (14 – NSFNET), our network was able to accommodate fewer requests, because the number 

of edges (fibers) were more in the 11- node network as compared to the 14 - node network.  

Table 4.4: Comparison of Avg. BP for 14-node NSFNET network (16 channels/fiber) 

Network 

Topology 

Data center 

locations 

Disaster 

Category 

No. of requests in 

Phase I for 5 Runs 

Average Blocking Probability of 

5 Runs in Phase II 

 

 

 

 

 

 

 

 

 

14 Node 

NSFNET 

Network / 

16 channels 

 

 

 

 

 

 

 

 

 

[5, 9] 

 

 

 

 

 

I 

28 0.00 (was high in 8 channels) 

45 0.00 

47 0.03 

49 0.27 (high) 

 

 

II 

 

 

28 0.00 (was high in 8 channels) 

45 0.01 

47 0.04 

49 0.42 (high) 

 

 

 

 

 

 

 

[0, 5, 9] 

 

 

 

I 

43 0.00 (was high in 8 channels) 

78 0.00 

80 0.01 

82 0.17 (high) 

 

 

II 

43 0.00 (was high in 8 channels) 

78 0.03 

80 0.02 

82 0.20 (high) 

 

In Table 4.4 we have reported the simulation results for 14-NSFNET by considering 16 

channels per fiber. According to the simulations that we ran, the average BPs reported were 0.03 
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and 0.04 when we considered 47 requests, respectively for Category I and Category II disasters, 

considering 2 data center nodes [node 5, node 9]. As expected, when we increased the number of 

data center nodes from 2 to 3 [node 0, node 5, node 9], our network was able to accommodate more 

requests in Phase I i.e. 80 requests and still reporting lesser BPs of 0.01 and 0.02 respectively for 

Category I and Category II disasters.  

Table 4.5: Comparison of Avg. BP for 20-Node ARPANET network (8 channels/fiber) 

Network 

Topology 

Data center 

locations 

Disaster 

Category 

No. of requests in Phase I 

for 5 Runs 

Average Blocking 

Probability of 5 Runs in 

Phase II 

 

 

 

 

 

 

 

 

 

20 Node 

ARPANET 

Network / 8 

channels 

 

 

 

 

 

 

 

 

 

[1, 7, 18] 

 

 

 

 

 

I 

19 0.00 

20 0.01 

23 0.15 (high) 

 

 

II 

 

 

19 0.02 

20 0.05 

  23 0.46 (high) 

 

 

 

 

 

 

 

[1, 7, 10, 18] 

 

 

 

I 

31 0.00 

32 0.07 

34 0.46 (high) 

 

 

II 

 

 

31 0.03 

32 0.09 

34 0.55 (high) 

 

In Table 4.5 we have reported the simulation results that we got after running our 

algorithm on 20 - Node ARPANET network, considering 8 channels per fiber.  For this 

experiment we had total 32 bidirectional edges connecting the 20 nodes of the ARPANET 
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network. But unlike the previous experiments of COST-239 and 14-Node NSFNET, we 

incremented the number of disasters in 20 – Node ARPANET network, due to which the number 

of backup lightpaths had increased in Phase I and hence the number of requests handled were 

less. Our experiments reported an average BP of 0.01 and 0.07, when we considered 20 requests 

in Phase I respectively for Category I and Category II disasters, considering 3 data center nodes 

[node 1, node 7, node 18] and the average BP was 0.07 and 0.09 when we considered 32 requests 

in Phase I respectively for Category I and Category II disasters considering 4 data center nodes 

[node 1, node 7, node 10, node 18]. 

 In Table 4.6 below, we have reported the simulation results that we got after running our 

algorithm on 20 - Node ARPANET network, considering 16 channels per fiber.  Since we increased 

the number of channels from 8 to 16, our network was able to handle more requests. In Phase II, 

our experiment reported an average BP of 0.04 when we considered 60 requests in Phase I, and 

when we slightly reduced the number of requests to 59, we got an average BP of 0.02. This 

reduction in the number of requests was due to the increase in the number of disasters from Category 

I to Category II. When we do an overall comparison of Table 4.6 (20 Node ARPANET network/ 16 

channels) with Table 4.5 (20 Node ARPANET network/ 8 channels), we see that the number of 

requests handled in Table 4.6 is more than that in Table 4.5 due to the increment in the number of 

channels per fiber. 

  



  

 62  
 

Table 4.6: Comparison of Avg. BP for 20-Node ARPANET network (16 channels per/fiber) 

Network 

Topology 

Data center 

locations 

Disaster 

Category 

No. of requests in Phase I 

for 5 Runs 

Average Blocking 

Probability of 5 Runs in 

Phase II 

 

 

 

 

 

 

 

 

 

 

 

20 Node 

ARPANET 

Network / 

16 channels 

 

 

 

 

 

 

 

 

 

 

[1, 7, 18] 

 

 

 

 

 

I 

23 0.00 (was high in 8 

channels) 

59 0.00 

60 0.04 

62 0.47 (high) 

 

 

II 

 

 

       23 0.00 (was high in 8 

channels) 

59 0.02 

60 0.10 

62 0.47 (high) 

 

 

 

 

 

 

 

[1, 7, 10, 18] 

 

 

 

I 

34 0.00 (was high in 8 

channels) 

77 0.00 

81 0.03 

82 0.22 (high) 

 

 

II 

34 0.00 (was high in 8 

channels) 

77 0.00 

81 0.09 

82 0.34 (high) 
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Table 4.7: Comparison of Avg. BP for 24-Node USANET network (8 channels/fiber) 

Network 

Topology 

Data center 

locations 

Disaster 

Category 

No. of requests in Phase I 

for 5 Runs 

Average Blocking 

Probability of 5 Runs in 

Phase II 

 

 

 

 

 

 

 

 

 

24 Node 

USANET 

Network / 8 

channels 

 

 

 

 

 

 

 

 

 

 

[0, 8, 15] 

 

 

 

 

 

I 

24 0.00 

40 0.04 

41 0.42 (high) 

 

 

II 

 

 

24 0.03 

40 0.09 

41 0.55 (high) 

 

 

 

 

 

 

 

[0, 8, 15, 23] 

 

 

 

I 

44 0.00 

51 0.05 

52 0.20 (high) 

 

 

II 

 

 

44 0.01 

51 0.07 

52 0.71 (high) 

 

In Table 4.7, we have reported the simulation results after we carried out similar 

experiments in 24 - Node USANET network, considering 8 channels per fiber.  

In Table 4.8 below, we have reported the simulation results after we carried out similar 

experiments in 24 - Node USANET network, considering 16 channels per fiber. The average BP 

reported followed a similar trend like the previous experiments. By comparing the experimental 

results from 24 - Node USANET network with previous experiments, we conclude that the 

location of the data centers in a network also plays a vital role in accommodating number of 

request in the network. 
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Table 4.8: Comparison of Avg. BP for 24-Node USANET network (16 channels/fiber) 

Network 

Topology 

Data center 

locations 

Disaster 

Category 

No. of requests in Phase I 

for 5 Runs 

Average Blocking 

Probability of 5 Runs in 

Phase II 

 

 

 

 

 

 

 

 

 

24 Node 

USANET 

Network / 

16 channels 

 

 

 

 

 

 

 

 

 

 

[0, 8, 15] 

 

 

 

 

 

I 

41 0.00 (was high in 8 

channels) 

87 0.01 

88 0.15 

89 0.20 (high) 

 

 

II 

 

 

41 0.00 (was high in 8 

channels) 

87 0.04 

88 0.17 

89 0.36 (high) 

 

 

 

 

 

 

 

[0, 8, 15, 23] 

 

 

 

I 

52 0.00 (was high in 8 

channels) 

90 0.00 

92 0.03 

93 0.23 (high) 

 

 

II 

 

 

52 0.00 (was high in 8 

channels) 

90 0.00 

92 0.04 

93 0.42 (high) 

 

  



  

 65  
 

Chapter 5 

5 CONCLUSIONS AND FUTURE 

WORK 

5.1 Conclusions 

In today’s world huge amount of important data are stored in the data centers and these 

data are transmitted to the users across the entire network through different communication 

schemes. Natural disasters and man-made attacks cause large scale damage to these 

communication networks. When such disasters occur, specific geographic area of the 

communication networks are affected, as a result of which, the network components like nodes 

and fibers (links) gets disrupted, which in turn leads to failure of communications across the 

network. To handle such situations, there is a need to develop an efficient communication 

scheme to handle requests for communication that includes provisions to handle disaster. In 

this work we have presented a new approach to the problem of developing efficient 

communication schemes to handle dynamic communication requests in data center (DC) 

networks. Our approach provides an efficient heuristic based solution to this problem. To the 

best our knowledge, this is the first work to provide a heuristic solution to the problem of 

handling dynamic communication requests in data center networks. The main objective of our 

work is to minimize the average blocking probability (BP) for the new communication requests 

that arise dynamically in a network when the network already has some pre-existing 

communications going on in it, while trying to minimize the overall resource (channels) usage 
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for each communication request. This is achieved by sharing resources (channels) to the 

maximum possible extent while allocating the backup lightpaths. To incorporate the sharing 

scheme, we considered that the backup lightpaths will be used if and only if a disaster affects 

the primary lightpaths. Since, the backup lightpaths are not active always, hence they can share 

resources among themselves when required. We ran our simulation on several network 

topologies, and with different sets of communication requests. Our approach reported the 

average blocking probability (BP) under different traffic conditions in the network, different 

number disasters and different number of channels per fiber. 

5.2 Future Work 

Directed attacks or natural disasters pose a serious threat to the safety of user data which 

are located in the data centers, hence making disaster survivability in communication networks 

a major challenge. The advent of cloud services delivered by data center networks gives novel 

opportunities to provide protection against disasters in a cost-effective way. In this work, we 

have presented an efficient heuristic to ensure the survivability of a dynamic communication 

request in presence of a disaster. Since our objective was to establish dynamic lightpaths 

(primary and backup), using minimum number of fibers, hence while generating the lightpaths 

using routing and wavelength assignment, we had to ignore the constraint of optical reach. In 

well-connected networks, our approach is guaranteed to identify survivable solutions. A 

promising direction to our future work can include, handling static communication requests by 

taking into account the constraint of optical reach. 
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