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ABSTRACT 

 

The exponential growth in the Information and Communication Technology (ICT) sector 

has resulted in increased power consumption and there is growing recognition of the need 

to develop more energy efficient networks. It has been shown in the literature that energy 

aware routing schemes for wavelength division multiplexing (WDM) optical networks can 

significantly reduce the overall energy consumption on the network. Much of the recent 

work has concentrated on switching off the unused network components during low 

utilization periods. In this thesis, we present a comprehensive heuristic algorithm that 

performs routing and wavelength assignment (RWA) and minimizes the overall energy 

consumption of a set of static lightpath demands, using Tabu search principle. We consider 

both unicast and anycast traffic models and investigate whether the additional flexibility of 

anycast routing can be exploited to further reduce network energy consumption. 
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CHAPTER 1 

INTRODUCTION 

1.1 Overview 

Optical networks are those in which the dominant physical layer technology for 

transport is optical fiber. They can be opaque or all-optical, and can be single-wavelength 

or based on dense wavelength division multiplexing (DWDM) [21]. It is a means of 

communication in which the electrical signal is converted into light to transfer 

information amongst various nodes of the network with the help of the optical fiber. In 

Information and Communication (ICT) sector, optical fiber is growing in popularity 

because of the increasing demand of the bandwidth. Optical networks are considered to 

be dominant in ICT because of their all-optical approach for a wide-area network, where 

the information can be transmitted in the optical domain between nodes at a distance of 

thousands of kilometers. The all-optical approach is applicable for both metro-area 

network (distance ranging from 1 to 10 kilometer) and local-area network (0 to 1 km) as 

well. The optical fibers can carry optical signals at different wavelength (or channels)   

1.2 Motivation 

Since the first electronic computational machine was built in 1946, the energy 

needed for a computation has been halved about every 19 months through technological 

advancement [1, 2]. Yet, the problem of energy consumption in ICT sector is an issue 

because of the exponential growth in the ICT. According to statistics released in the 
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European Conference of Optical Communication (ECOC) 2012, traffic growth is 

increasing by 40% per year and electrical power consumption is increasing at a rate of 

9% per year [23]. In addition, statistics also indicate that electrical resources are 

increasing at a rate of 3% per year, while the internet consumes about 5% of the total 

world electricity and is expected to rise to 8%  by 2020 [23]. Data Centers (DC) are 

considered to be the new polluters as they consume about 91 billion kWh of electricity, a 

50% rise in power consumption is expected by 2020 for DCs. There has been considerable 

research in the area of energy-aware routing in the WDM optical networks and a number 

of Integer Linear Programming (ILP) formulations and heuristics have been proposed to 

solve this problem [16, 17, 18, 19 and 20]. Recently, research in energy-aware anycast 

routing approach for WDM network has gained a lot of popularity. Several approaches 

for energy aware RWA with anycast routing approach have been proposed in [16], [18], 

and [20]. In the energy-aware anycast routing scheme, the energy saving is much higher 

than energy-aware unicast routing scheme as the lightpaths in this scheme are rerouted 

along the already existing paths, and the inactive network components are switched off 

[16]. Anycast routing allows to pick the destination node for the demand from the 

available pool of the destination nodes. For energy-aware anycast routing scheme, 

heuristic approaches need to be developed for larger sized networks, since optimal ILP 

formulations quickly. Therefore in our approach, we consider the tabu search heuristic 

for the static traffic model exploiting the anycast principle. 

1.3 Problem Statement and Solution Outline 

Growing internet has resulted into increase in the amount of energy consumption. There is 

a need to address the concern of better energy utilization for increasing number of high 
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performance and high bandwidth internet applications. Traditional techniques targeting to 

resolve this problem for WDM network only considers unicast routing principle, where the 

destination node is always pre-determined. In our thesis we are trying to target the problem 

of high energy consumption in optical grid networks by using anycast routing principle in 

which the destination node for demand and routing scheme is selected by the algorithm 

based on the cost efficiency. Also, we are trying to reduce the cost of overall network by 

rerouting the demands through the network components already in use.  

Several researches have tried a different approaches addressing this problem [16] - [20]. In 

this thesis, we have proposed a Tabu search heuristic approach targeting the problem of 

energy consumption which is suitable for practical sized networks, unlike an ILP 

formulation which is only suitable for small sized networks.  

We evaluated the performance of our heuristic algorithm by comparing the simulation 

results of our approach with unicast and shortest-path approach over different network 

topologies. The results indicates that our approach can lead to a significant saving in energy 

consumption compared to the traditional approaches.  

     

1.4 Thesis Organization 

The remainder of thesis is organized as follows. Chapter 2 reviews the energy aware 

routing techniques in an optical network and provides a brief description about the 

fundamentals of optical network. Chapter 3 presents our proposed tabu search heuristic for 

energy aware routing in an optical network. Chapter 4 shows the experimentation and 
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analysis and Chapter 5 provides the summary concluding the thesis along with the 

directions of future work. 
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CHAPTER 2 

BACKGROUND 

2.1 Introduction to Optical Networks 

 Optical networks are high-capacity telecommunication networks based on optical 

technologies and components that provide routing, grooming, and restoration at the 

wavelength level, as well as wavelength-based services [4]. Communication in these 

networks is achieved with the help of the signals, which are converted into light to transmit 

information between various nodes of the network.  Optical network operate at a limited 

range network like local-area network (LAN) or over wide-area network (WAN), which 

can cross metropolitan and regional areas all the way to national, international and 

transoceanic distances [5]. In this section we will review some of the fundamental concepts 

of optical networks. 

2.1.1 Optical Fiber 

 Optical fiber is a communication medium in which information is sent in the form 

of optical signals through the thin strands of pure glass or plastic fiber. The fiber consists 

of two layers: a core of glass on the inside, and silica cladding on the outside. The light 

travels through the fiber core, which is surrounded by the cladding that helps in avoiding 

any transmission loss using an optical technique called total internal reflection. The fiber 

itself is coated with the buffer to avoid any moisture or physical damage [6], as shown in 

in the figure 2.1 [6].  
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Figure 2.1 Cross-section of Optical Fiber 

Optical fibers are of generally two types: multimode and singlemode. The fibers are 

distinguished based on the size of their core composition. The basic multimode fibers have 

core size of about 50 to 62.5 microns and transmit multiple rays of light using LED sources. 

Alternatively, the singlemode fibers have a core size of about 9 microns and transmit a 

single ray of light using laser sources. Singlemode fibers are usually used for the faster 

network because of their lower loss and very high bandwidth [6].  

The index of refraction of glass or any optical material is a measure of the speed of the 

light in the material and any change in this index of refraction causes light to bend [6].   

Refraction causes light to be reflected from the surface after a certain angle, this reflection 

is used by the optical fiber to trap light in the core of the fiber, which has a proper index of 
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refraction. This process is called total internal reflection [6]. Figure 2.2 [7] shows the light 

propagation in an optical fiber using total internal reflection. 

   

Figure 2.2 Total Internal Reflection 

2.1.2 Lightpath 

 A lightpath is an optical connection or optical communication channel between two 

nodes of the optical network and carries the information in the form of the encoded signals. 

A lightpath may traverse through multiple fibers and router nodes between source and 

destination node in the network [8]. Figure 2.3 below shows an example of 6 lightpaths 

established over a 5-node physical fiber network. 

The lightpaths in the following example are: 

Lightpath 1: node 2 → node 1 

Lightpath 2: node 2 → node 3 

Lightpath 3: node 1 → node 4 

Lightpath 4: node 1 → node 5   
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Lightpath 5: node 3 → node 4 

Lightpath 6: node 3 → node 5 

 

Figure 2.3 Lightpath setup in 5 node network 

2.1.3 Physical Topology and Logical Topology 

 A 5 node optical network is shown in Figure 2.4, which represents the map like 

structure of the networks components being used in the network. This map like structure 

shows the relationship among different network components in which the circles represent 

the nodes of the network and solid lines with arrows represent the actual unidirectional 

fiber that acts the link between the two end nodes. The physical topology of the network is 

represented by graph G [N, E], where N is the set of the nodes in the network and E is the 

edges of the network. Each edge of the network (i.e. the bidirectional link between the 

nodes) is constructed using two unidirectional links. 

2 

4 

3 1 

5 
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Figure 2.4 Physical Topology 

  

Logical topology reflects the strategy for communication in a network. In this instance, the 

lightpaths are viewed as the edges in the network connecting to the nodes in the physical 

topology. These nodes are same as the ones in the physical topology, but the lightpath 

between the sources and the destination nodes are the logical edges, and this representation 

of a network is known as a logical or virtual topology [24]. Figure 2.5 represents the logical 

topology that is established over the physical topology in Figure 2.4, and lightpath setup in 

Figure 2.3. 

 

 

 

 

 

2 

4 

3 1 

5 
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Figure 2.5 Logical Topology 

 

2.1.4 Wavelength Division Multiplexing (WDM) 

 Increasing demand of internet which is doubling every six months has led a need 

to develop new technologies to accommodate all the traffic requirement. Wavelength 

Division Multiplexing is an optical technique in which optical signals of different 

wavelengths are combined onto a single strand of the optical fiber at the one end and then 

separated again at the other end of the fiber, this is achieved with the help of the multiplexer 

at the transmitter’s end and demultiplexer at the receiver’s end [24].  When this technology 

was first introduced in 1978, it was only possible to combine 2 signals at a time on a single 

strand of the fiber, but now as the technology evolves, it is possible to combine 160 signal 

on the single strand of the fiber at a single time. With this optical technology it is possible 

to increase the capacity of the network without laying more fibers. Furthermore, this 

technique has additional advantages like low signal attenuation, low signal distortion, low 

2 

4 

3 1 

5 
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power requirement, low material usage, small space requirement and low cost. Figure 2.6 

[25] shows an example of the Wavelength Division Multiplexing with all the devices being 

used which are discussed briefly in this section. 

Transmitter (TX): Transmitters in optical networks are the electrical devices used to 

convert the electrical signals into the optical signals for a specific wavelength. Light-

emitting diodes (LED) and laser diodes are most commonly used as transmitter. 

Receiver (RX): Receivers in the optical network are the photo-detectors, which are used 

to convert the optical signals into the electrical signals, using photoelectric effect. 

Multiplexer (MUX) and Demultiplexer (DEMUX): Multiplexers in optical network are 

the devices used to combines the signals of different wavelength onto a single strand of the 

fiber, whereas Demultiplexers are used to separate the combined signals at the receivers 

end.  

 

Figure 2.6 Wavelength Division Multiplexing 
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2.1.5 Routing and Wavelength Assignment (RWA) 

 Routing and wavelength assignment (RWA) is the fundamental control problem in 

optical WDM networks [28]. Since the performance of a network depends not only on its 

physical resources (e.g., OXCs, converters, fibers links, number of wavelengths per fiber, 

etc.) but also on how it is controlled, the objective of an RWA algorithm is to achieve the 

best possible performance within the limits of physical constraints [9]. One important 

objective of RWA is to allocate maximum number of demands in the network and each 

demand should be assigned and route and a wavelength which remains consistent for the 

entire path.  

There are two constraints which should be satisfied for a valid RWA: 

i. Wavelength clash constraint: This constraint ensures that two lightpaths traversing 

along the same physical link cannot have the same wavelength. 

ii. Wavelength continuity constraint: This constraint ensures that each lightpath 

should have the same assigned wavelength for its entire path. 

Figure 2.7 shows an example of RWA, over a small 5 node network. The first lightpath 

routes from 1→4→3, and the second routes from 4→3, since both the lightpath traverse 

from the same physical link 4→3, so they cannot be assigned the same channel and hence 

first one has been assigned channel with wavelength λ1 and other one has been assigned 

with channel of wavelength λ2. The lightpaths uses the same assigned channel for their 

entire route and hence both the constraints are satisfied here and it’s a valid RWA.   
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Figure 2.7 Routing and Wavelength Assignment 

2.2 Energy Consuming Devices 

This section describes about the various devices in an optical network on which the energy 

is spent for a successful transmission of information amongst various nodes. 

Optical Amplifier: 

An optical amplifier is a device that amplifies an optical signal directly, without the need 

to first convert it to an electrical signal. An optical amplifier may be thought of as 

a laser without an optical cavity, or one in which feedback from the cavity is suppressed 

[10]. Optical inline amplifier can amplify the signals in the optical domain, without a need 

to convert them into the electrical signals.  

 

2 

4 

3 1 

𝜆2 

𝜆1 
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Transceivers:  

A transceiver is a device comprising both a transmitter and a receiver which are combined 

and share common circuitry or a single housing. When no circuitry is common between 

transmit and receive functions, the device is a transmitter-receiver [11]. This device is used 

to terminate the optical signals at each end and convert the opto-electric signals for further 

processing. Figure 2.8 [12] shows and design structure of the transceiver. 

 

Figure 2.8 Transceiver 

IP Router: 

A router is a networking device that forwards data packets between computer networks [13]. 

Routers perform the traffic directing functions on the Internet. A data packet is typically 

forwarded from one router to another through the networks that constitute the internetwork 

until it reaches its destination node [13]. 
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Optical cross-connect switch (OCX): 

An optical cross-connect (OXC) is a device used to switch high-speed optical signals in 

a fiber optic network, such as an optical mesh network [14]. OXCs can be used for 

electrical or optical switching or both. The figure 2.9 [22] shows a typical structure of an 

optical cross-connect switch.  

Figure 2.9 Optical cross-connect switch (OXC) 

2.3 Optical Grid 

 Distributed computing as well as the concept of the computational grid is becoming 

more significant due to the high bandwidth and increasing speed of the internet. Concept 

of grid computing is used in the large scale and data intensive applications, where two or 

more network components are connected to each other to share the common resources [5]. 
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Figure 2.10 Optical Grid 

Figure 2.10 [15] shows an example of optical grid network, where two or more end users 

connected to two or more grid resources in the network, and the connection between them 

is established with the help of the optical links and the switching equipments. 

2.3.1 Unicast Routing  

 Unicast routing is the process of transmitting traffic from a source node to a 

destination node and in this process the traffic is forwarded only a unique specified 

destination. Figure 2.11 show an example of unicast routing in the 6 node network, from 
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the source node 1 to the unique destination node 3.  The traffic may be routed along 

different paths, e.g. 123 or 14 53, but the destination remains the same. 

 

Figure 2.11 Unicast Routing 

2.3.2 Anycast Routing 

 In unicast routing, discussed in previous section, the source and the destination 

nodes are known in advance and are unique. In optical grid networks, on the other hand, 

the service location is often not important, as the main goal is to successfully execute the 

job. This can be very helpful for optimizing the resource allocation process in optical grid 

network, by using the principle of anycast routing [20]. In anycast routing, the job p 

generated at the source node can be processed at any destination node 𝑑𝑝 from the available 

pool of the destination nodes 𝐷𝑝 where  𝑑𝑝 ∈ 𝐷𝑝 the actual destination node 𝑑𝑝 is 

selected on the basis of certain criteria.   

 

1 

2 

4 5 

6 

3 
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Figure 2.12 Anycast Routing 

 

Figure 2.12 shows an example of anycast routing for 6 node network with a single demand 

originating at the source node 1 that can be processed at any available destination node, i.e. 

node 3 or node 4. The destination node is selected in a way that optimizes certain design 

objectives for the optical network. Our goal in this thesis is to minimize the total energy 

consumption of the optical network by selecting the best destination node and route to the 

selected destination, for each demand. This is accomplished by selectively rerouting certain 

lightpaths in the network and switching off the network components which are not being 

used.  

 

  

1 

2 

5 

6 
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 2.4 Tabu Search 

 Tabu Search is a Global Optimization algorithm and a Metaheuristic or Meta-

strategy for controlling an embedded heuristic technique [16]. The objective of Tabu search 

algorithm is to prevent the embedded heuristic from returning to the recently visited nodes 

(i.e. solutions) in the search space. Tabu search is an extension to the hill climbing 

algorithm [26], which greedily searches the local neighborhood until a local optimum is 

reached. Whereas, Tabu search looks for a better solution in the global search space. Before 

discussing the details of Tabu search algorithm, we present some standard terminologies 

used in the Tabu search algorithm.  

2.4.1  Search space and neighbourhood structure 

Search space is the simply the space of all the feasible solutions, which can be visited 

during the search. Sometimes it better to not to restrict the search space with only feasible 

solution, by allowing the search to move to infeasible solution for better results. Search 

space is denoted by S. The definition of neighbourhood structure is closely linked to that 

of search space. Neighbourhood structure N(S) is a subset of search space, i.e. the solutions 

obtained by applying single local transformation to search space [16]. 

2.4.2  Tabus   

 Tabus are the elements in the search which make Tabu search different from hill climbing. 

Tabus are used to prevent cycling in the search, by not allowing visits to the same step in 

the solution space. For example, if we have certain node which is visited in the network 
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and it gives a better solution then it will be stored in the tabu and won’t be visited until 

certain iterations [16].  

2.4.3 Aspiration Criteria   

Tabus can sometime prove detrimental to the search process, hence it was necessary to 

device algorithmic process to cancel the Tabus. This is known as aspiration criteria. The 

most commonly used tabu aspiration criteria is allowing a tabu move when it results in a 

better objective solution from the current best known solution [16]. 

2.4.4 Termination Criteria 

It is possible that the search process could go on indefinitely, so it is necessary to stop the 

search at a certain point and this is achieved with the help of the termination criteria. The 

commonly used termination criterion is terminating the search after certain number of 

iterations. The other criteria used are terminating the search after certain number of 

consecutive iterations without any improvement in the best known solution or when the 

objective value attains the best specified solution [16].   

2.4.5  A simple tabu search algorithm 

An outline of the typical tabu search algorithm is given below [16]. The first step of this 

algorithm is to choose an initial solution and make it as the best known solution. The main 

aim here is to minimize a function f(S). The next step includes searching of the solution in 

the neighborhood until the better solution is obtained compared to the best known solution 

or until the termination criterion is satisfied.  If a better solution is obtained that that move 

is made tabu by recording it in tabu list T for a specified duration [16].  
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The following outline of a tabu search algorithm is taken from [16]. 

Algorithm 1 Tabu Search Algorithm  

Notation 

 S, the current solution 

 S*, the best known solution 

 f*, value of S*, 

 N(S), the neighbourhood of S, 

 Ñ(S),  the “admissible” subset of N(S) (i.e., non-tabu or allowed by aspiration), 

 T, tabu list 

Initialization 

 Choose (construct) an initial solution 𝑆0  

 Set S := 𝑆0, f* := f(𝑆0), S* :=S, T:=Ø. 

Search 

While termination criteria not satisfied do 

 Select S in argmin [f(S’)];  s’ ∈ Ñ(S) 

 if f(S) < f*, then set f* := f(S), S* :=S; 

 record tabu for the current move in T (delete oldest entry if necessary); 

Endwhile. 

In this algorithm, argmin returns the subset of solutions in Ñ(S) that minimizes f.  
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2.5 Literature Review 

 The internet traffic is growing at a rate of 40% per year due to increase in the 

number of high bandwidth internet application. Internet consumes about 5% of the total 

world electricity and it is expected to rise to 8% by the year 2020. It is believed that energy 

consumption cost is superior over the component cost and this is considered as bottleneck 

for the growth of efficient optical network. This exponential traffic growth in ICT has 

resulted in development of more energy efficient optical networks. Significant research has 

been done energy aware unicast routing in WDM network [17, 19] and energy aware 

anycast routing in WDM network [16, 18, and 20]. Both the approach have a similar aim 

of reducing the energy consumption, both the static and dynamic power components of the 

optical network by switching off the network components or rerouting the existing 

lightpaths over the already turned on optical links using the ILP or heuristic approach. In 

this section we review most relevant literature to this thesis. 

Coiro et al [17] appears to be the first to propose energy aware unicast routing in 

WDM networks. The proposed approach uses an ILP and heuristic to reduce the power 

consumption of the optical links in the network. In this approach the optical links were 

turned off by certain heuristic criteria as soon as there was a significant decrease in the 

traffic load. Optical routers and optical cross connect switches in the network were not 

considered in this approach. The lightpaths in the network were rerouted on the active links 

instead of turning on the new links for some demands. This resulted in 28% to 86% lower 

energy consumption in optical links, depending on the traffic load. On an average, 35% 

energy saving was observed in the entire optical network through this approach.  
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 Buysse et al [16] proposed an approach exploiting anycast routing in optical 

network for reduction in energy consumption. Reduction in energy consumption was 

considered for the optical networks both with and without wavelength conversion. The 

proposed approach aimed at selecting the best destination node by exploiting anycast 

principle to switch of the unused network components. This resulted in about 25% 

reduction in energy consumption compared to unicast routing for a standard network, with 

IP routers, OCX switches and fiber links used to connect them. The authors conducted 

experiments using COST-239 European networks with 11 nodes and 26 uni-directional 

links with each fiber supporting 16 wavelengths. Authors claimed that the fiber links 

account for the 30% of the total energy consumption, whereas OCX and other network 

components accounts for the rest 70% of the total energy consumption. On an average this 

approach resulted in 20% of energy saving for the entire network considered for the 

experimentation.        

 Tafani et al [18] presented a distributed lightpath allocation algorithm based on 

anycast routing. Authors believe that distributed application such as computational grids 

are considered to be the major factors that result in increasing traffic. The authors propose 

a distributed framework with an aim to reduce energy consumption in the WDM backbone 

transporting the traffic between the node and computational grid by exploiting anycast 

routing [18]. In this system each nodes switches between active and sleep mode with an 

aim to maximize the energy savings in the network. Each node maintains 2 thresholds, 

which determine its active and sleep state and directly affect the network performance.  

 Authors have considered various topologies for the purpose of simulations, 

networks ranging from a 6-node network to 14-node NSFNET network [27]. Each optical 
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link accommodates 16 wavelengths, and each full wavelength channel can accommodate 

one request operating at rate 10Gpbs [18]. They compared the results for networks with 

energy unaware routing, Active Sleep Mode (ASM) and Sleep Mode (SM). Numerical 

results showed that energy unaware scheme performed the worst; ASM performed the best 

amongst all the three with a significant amount of energy saving of up to 35% with 40 

lightpath demands.   

 In [19], Kantarci et al present a novel approach towards the energy aware routing 

in optical fiber. The authors in this approach propose a three stage MILP which aims at 

reducing the transport energy of the network and maximize the power saving by the data 

centers (DC), which are located at the core of the IP-over-WDM network.  The authors 

have also proposed three heuristics in this approach; two behave similar to the MILP 

aiming towards the power saving and minimizing the propagation delay in the network. 

The third heuristic aims to compromise between the power saving and propagation delay. 

For experimentation authors have considered 2 topologies viz. cloud over a 6 node network 

and cloud over NFSNET network with 14 nodes for all the MILP proposed in this 

approach. All the experiments performed in this approach are considered for the above 

mentioned network with static bandwidth. The experimental results shows that MILP-1 

and MILP-2 performed better in overall energy saving for transport network and DCs over 

MILP-3. As the size the size of the network increased the MILPs became time inefficient 

and the proposed heuristics performed better. 

 Chen et al [20] state that the optical grids are considered to be the best and emerging 

platform for satisfying the growing bandwidth demands because it is possible to select the 

best destination from the pool of the available destination for a specific job. In this paper, 
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the authors proposed an ILP which selects the best destination and performs RWA which 

leads to the overall energy saving for the network. They also proposed a 2-stage ILP which 

performed faster for the larger networks. Simulations were carried out using the 11-node 

COST-239 topology and 14-node NFSNET topology. The total power in this approach is 

calculated by summing up power consumption of all the network components like OCX, 

IP router, fiber link and various amplifiers. The authors compared their approach with an 

energy-aware unicast approach and an energy-unaware anycast approach and their 

proposed approach performed better in comparison to both of the approaches. The energy 

saving for the overall network with this approach ranged from 35% for 40 demands to 

about 15% for 120 demands.   

2.5.1 Summary of Literature Review 

Table 2.1 shows a summary of the most relevant papers related to this thesis. 

Reference Traffic Model Traffic 

Granularity 

Routing 

Scheme 

Solution 

Approach 

Buysee et al. 

2011 

Static traffic 

model 

Sub- 

wavelength 

Anycasting ILP 

Coiro et al. 

2011 

Static traffic 

model 

Sub- 

wavelength 

Unicasting ILP/ Heuristic 

Tafani et al. 

2012 

Dynamic 

traffic model 

Lightpath Anycasting ILP 

Kantarci et al. 

2012 

Static traffic 

model 

Lightpath Unicasting ILP/ Heuristic 

Chen et al. 

2013 

Static traffic 

model 

Lightpath Anycasting ILP 

Table 2.5.1 Literature Review Summary 
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CHAPTER 3 

ENERGY AWARE ROUTING IN OPTICAL 

NETWORKS 

3.1 Introduction 

In this chapter we will discuss about our proposed approach towards energy 

efficient optical networks using Tabu search heuristic algorithm, along with unicast and 

anycast principle to achieve the objective of reducing the total power consumption of the 

network by using efficient routing scheme. Statistics reveal that, internet traffic growth is 

increasing by 40%, and the electrical power is increasing at the rate of 9% per year. Also, 

the electrical resources are increasing at the rate of 3% per year, whereas the internet 

consumes about 5% of the total world electricity and this is expected to rise to 8% by 2020 

[22].  This higher rate of energy consumption is resulting into point of congestion for the 

optical networks. 

 

3.2 Network Energy Model 

Fig 3.1[20] shows a transparent IP-over-WDM network architecture used in this 

work; each node in the network consists of an optical cross connect (OXC) switch which 

is connected to an IP router. Power consumption of the network nodes and as well as for 



27 
 

amplifiers along the fiber link are taken into consideration.  Below equations can be used 

to calculate the total power consumption of: IP router, optical cross connect (OXC) switch 

and amplifiers in the network. 

𝑃𝐼𝑃 = 𝑃𝐼𝑃_𝑙𝑜𝑤 + 𝑃𝐼𝑃_𝑂𝑁 + 𝑃𝐼𝑃𝑑𝑦𝑛
* 𝑡𝐼𝑃       (3.1) 

𝑃𝑆𝑊 = 𝑃𝑆𝑊_𝑙𝑜𝑤 + 𝑃𝑆𝑊_𝑂𝑁 + 𝑃𝜆* 𝑡𝜆       (3.2) 

𝑃𝑙𝑖𝑛𝑘
𝑒  =  𝑃𝑝𝑟𝑒 +  𝑃𝑝𝑜𝑠𝑡 +  𝑃𝑖𝑛𝑙𝑖𝑛𝑒       (3.3) 

 

Figure 3.1 Network Energy Model: Transparent IP-over-WDM network architecture 

In equations 3.1 and 3.2, the first terms,  𝑃𝐼𝑃_𝑙𝑜𝑤 and 𝑃𝑆𝑊_𝑙𝑜𝑤 respectively, indicates the 

power consumption of the corresponding devices in low power or inactive state, i.e., when 

there is no traffic flow. The second terms 𝑃𝐼𝑃_𝑂𝑁 and 𝑃𝑆𝑊_𝑂𝑁 denotes the static power 

consumption of the devices when they are turned ON or are in active state. Finally, third 
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term indicates the dynamic or traffic dependent power consumption of the device, which is 

proportional to the amount of traffic (tIP or t) flowing through the network component.  

Additionally, 𝑃𝑙𝑖𝑛𝑘
𝑒  in equation 3.3 is the total power consumption of an active fiber link e. 

The total power consumption by an active fiber link is obtained by determining the number 

of inline amplifiers, which depends on the length of the fiber link, and pre and post 

amplifiers associated with each active fiber link. Table 3.1 [20] shows the power 

consumption of different network components mentioned above. 

Device Symbol Power Consumption 

IP Router (Static) 𝑃𝐼𝑃_𝑂𝑁 150 W 

IP Router (Dynamic) 𝑃𝐼𝑃_𝑑𝑦𝑚 17.6 W per λ 

Electronic Control System 𝑃𝑆𝑊_𝑂𝑁 100 W 

Optical Switch 𝑃𝜆 1.5 W per λ 

Pre-amplifier 𝑃𝑝𝑟𝑒 10 W 

Post-amplifier 𝑃𝑝𝑜𝑠𝑡 20 W 

In-line amplifier 𝑃𝐼𝐿𝐴 15 W 

Transponder 𝑃𝑇𝑅 34.5 W 

 

Table 3.1 Power consumption of network devices 

3.3 Solution Approach  

In our work we are using the anycast principle along with Tabu search such that we 

can select the destination from the pool of available destinations. Also, we are trying to use 



29 
 

the network elements already in use to handle the existing or new traffic demands to reduce 

the power consumption resulting from the use of new network elements. Before discussing 

the proposed Tabu search heuristic approach, we will illustrate our approach with a simple 

example.  

We consider a 6-node network in Fig. 3.2, which consists of 6 nodes and 8 edges 

with 3 lightpaths labelled as 𝑙1, 𝑙2 and 𝑙3. Additionally there is one more lightpath𝑙4, which 

will be considered for rerouting over the network components already being used. 

 

Figure 3.2 6-Nodes Network Physical Topology 

In Fig. 3.3, 𝑙4 is routed from source node 0 to destination node 5 along the path 

0→3→4→5. This being the initial path is not efficient in terms of power consumption, 

because if we look at the path it is using nodes and links which were not used earlier and 
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it possible to reroute this demand to active links in the network. Table 3.2 shows the power 

consumption of each node and link in the network being used for the initial solution. 

 

Figure 3.3 6-Nodes Network with in-efficient route 
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Nodes 

Power Consumption 

(W) Edges 

Power Consumption 

(W) 

0 288.2 𝑒0 90 

1 103 𝑒2 90 

2 288.2 𝑒4 60 

3 103 𝑒8 60 

4 289.7 𝑒12 60 

5 288.2 𝑒14 105 

 

Table 3.2 Power consumption for RWA for network in Figure 3.2 

Demand 𝑙4 can be rerouted in many possible ways to reduce the energy consumption of the 

network. In the current path, for demand 𝑙4, node 3 and links between 0→3 and 3→4 needs 

to be activated which results into more cost for routing the demand through this network. 

The routing scheme should be such that the least number of network components are used 

to accommodate maximum number of demands in a network. It is possible to reroute the 

path for demand  𝑙4 by using path 0→1→2→5 such that only one extra link will be required 

to be activated in order to satisfy the demand. 

Fig 3.4 shows a network with efficient routing scheme, such that only link between node 2 

and 5 needs to be activated for routing. The cost of routing along this path will be much 

lower as compared to the initial path which requires turning on a node and 2 links. 
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Figure 3.4 6-Nodes network with efficient routing scheme 

This will result into the decrease of the static and dynamic power consumption of the node 

3 which was required to be activated only for demand 𝑙4 as well as the power consumption 

by the amplifiers between the node 0→3 and 3→4. Whereas, in the efficient way of routing 

only a link between nodes 2→5 will be required to turned on as all the other components 

are already being used for other demands. It can be seen from the table 3.1 that the static 

component of power consumption for both the IP router and OXC is dominant compared 

to the dynamic component of power consumption, so in this case, only the dynamic 

component of power consumption will be calculated while considering the new routing 

schemes as all the nodes required along the path are already turned on. 
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3.4 Proposed Tabu Search Algorithm 

In this section we represent our energy aware Tabu search heuristic algorithm 

shown in Figure 3.5. In the first step of the algorithm, the initial solution is constructed and 

stored as the current solution and global best solution. Also, cost of initial solution is 

calculated and stored as the current best cost and global best cost for the solution. The 

initial solution and cost are calculated by selecting the shortest path for routing each 

demand.   

1. 𝐿𝑃𝑙𝑖𝑠𝑡  = list of demands to be routed through network 

2. For each 𝑙 ∊  𝐿𝑃𝑙𝑖𝑠𝑡  construct initial solution 

3. While 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎 not satisfied do steps 4 – 8 

4. Select a demand l for rerouting, based on 𝑠𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎 

5. 𝑃𝑠𝑎𝑣𝑖𝑛𝑔𝑠  = Totals savings if demand 𝑙 is removed from its current route 

6. For each alternate route  r of demand l 

Add r to the neighbor list (Nlist) if at least one channel is available on 

each edge e in route r. 

7. From Nlist, select the least cost  route 𝑟 such that 

a. Cost of r is less than 𝑃𝑠𝑎𝑣𝑖𝑛𝑔𝑠   and  

b. Using route r for demand l is admissible. 

8. IF a suitable route is found in Step 7 

a. Update the current solution and costs for the network as needed. 

ELSE  call DIVERSIFY to generate a new solution 

a. Update the current solution and costs for the network as needed. 

 

Figure 3.5 Overview of Energy-Aware Tabu Search Heuristic Algorithm 
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Figure 3.6 Edge information for the 6-nodes network 

 

Figure 3.6 shows a 6-node topology.  Each bidirectional link in the topology consists of 

two unidirectional edges, shown using dashed lines and labelled with the corresponding 

edge numbers. Five lightpath demands l1, l2, l3, l4 and l5 are to be established over this 6-

node topology. Table 3.3 shows the information about all the demands and possible routes 

that may be used by each demand. The routes are specified in terms of the edges to be 

traversed, and for each demand, p0 represents the shortest path between the source and 

destination of the lightpath demand.  
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Demand Possible Path 𝒑𝟎 Possible Path 𝒑𝟏 Possible Path 𝒑𝟐 

𝒍𝟏(01) 𝑒0 𝑒2→𝑒7 - 

𝒍𝟐(04) 𝑒2→𝑒12 𝑒0→𝑒4→𝑒8 - 

𝒍𝟑(05) 𝑒2→𝑒12→𝑒14 𝑒0→𝑒4→𝑒10 - 

𝒍𝟒(24) 𝑒8 𝑒10→𝑒15 𝑒5→𝑒6→𝑒12 

𝒍𝟓(25) 𝑒10 𝑒8→𝑒14 - 

 

Table 3.3 Potential paths for demands 

 

Figure 3.7 6-nodes network with 5 demands 
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Figure 3.7 shows the five lightpaths routed using the shortest paths over the given topology. 

This is taken as the initial solution for our problem and can be represented as shown below 

in Fig. 3.8. Each entry corresponds to one lightpath demand and the value for that entry 

represents the route used for the demand. In this case, all values are set to 0, because each 

demand is routed using the shortest path (p0). At this step Tabu list (T) is empty.  

0 0 0 0 0 

 

Figure 3.8 Initial Solution 

The next step of algorithm is to explore the neighbourhood of the current solution and get 

better results, i.e. much more power savings in the consumption. For this, a single demand 

is rerouted along a different route from the list of possible route for that demand. It can be 

seen from table 3.3 that apart from the shortest possible path 𝑝1, demand can be rerouted 

on the possible path 𝑝2 and 𝑝3. In the next step the savings is calculated for removing 

rerouted demand, so that it becomes easy to compare the cost of the new route and the 

existing route.  Savings for the rerouted demand is achieved by calculating the total power 

consumption of: IP Routers, OXCs and amplifiers as shown in the equation 3.4.  

𝑃𝑠𝑎𝑣𝑖𝑛𝑔𝑠 =  𝑃𝑙_𝐼𝑃 +  𝑃𝑙_𝑂𝑋𝐶 +  𝑃𝑙_𝐴𝑀𝑃        (3.4) 

The next steps points towards finding the neighbors for rerouted demand. The total cost of 

all the neighbors is calculated for the rerouted demand and the solution is checked for its 

admissibility. The solution is considered admissible if the neighbor is not in the Tabu list 

and its cost is less than current cost or if the neighbor is in Tabu list, the neighbor cost 

should be less than the global best cost.  If the solution is admissible, than this solution is 
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considered as best solution until the next better solution is found. If, after certain number 

of intervals, a better solution is not found we perform diversification such that a solution 

is chosen from the available list of feasible solution and entire steps are repeated for that 

solution as in it is an initial solution. Diversification is performed so as to explore much 

better results compared to the global best solution and cost. All the above steps are carried 

out until the termination criteria is satisfied for the Tabu search algorithm. Whenever a 

feasible solution is found the demand number and the shortest path number are added to 

the Tabu list. Any entry in the Tabu list becomes “tabu” i.e. it can be used until specified 

number of iterations.  Flow of the algorithm can be better understood from the flowchart 

in the figure 3.11.  For the example shown in figure 3.7 along with the information from 

table 3.3, the best solution after certain criteria achieved can be traced as in figure 3.9 and 

3.10. 

0 1 1 0 0 

Figure 3.9 Global best solution – showing best possible paths for demands

Figure 3.10 Efficient routing scheme for 6-node network 
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Figure 3.11 Flowchart for energy Aware Tabu Search Heuristic Algorithm 
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CHAPTER 4 

EXPERIMENTATION AND RESULTS 

In this chapter we discuss about our network model, experiments performed and 

results obtained using our Tabu search approach. Results reported in this chapter are the 

average of 5 different demand sets for each topology and demand set size considered for 

simulation.  Our Tabu search heuristic approach is able to produce results for practical 

sized networks. Our heuristic algorithm considers a set of pre-computed paths between 

each source and destination node pair, for a given network. 

4.1 Simulation setup 

4.1.1 Network topology 

 In this work we have considered several standard and widely used network 

topologies to perform experiments for our Tabu search approach. The size of these 

topologies range from 11 nodes to 24 nodes; the topologies used include, COST-

239 shown in figure 4.1 [29], NSFNET shown in figure 4.2 [30] and USANET 

shown in figure 4.3 [31]. We have performed experiments for different demand set 

sizes ranging from 10 demands to 200 demands, for each topology. The simulation 

was run for 5 times for each of the demand set size, for each topology. The results 

reported are the average of the different simulation runs, for each scenario.  
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4.1.2 Algorithm inputs 

The following parameters are given as inputs to our heuristic algorithm: 

Network Topology: The network topology (N, E) consists of defined set of nodes 

(N) and fiber links (E) connecting the nodes of the network.  

Set of possible paths: For unicast routing, each demand has a specified source 

and destination node.  For each demand in the demand set for a network we have 

pre- computed a set of possible paths between the source and destination node.  

 Possible destination nodes:  For anycast routing, the actual destination node is 

not specified beforehand. In this case, a set of possible destination nodes (D) is 

provided as an input. So only the source node of the demand is specified, and the 

algorithm selects a suitable destination node, from the set D.  
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Figure 4.1 COST-239 – 11 node network topology: 52 bidirectional links 

 

Figure 4.2 NSFNET 14-node network topology: 42 bidirectional links 
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Figure 4.3 USANET 24-node network topology: 86 bidirectional links 

 

4.2 Comparison of Tabu search heuristic 

 The first approach considered in our work is to select the shortest path for all the 

demands and perform RWA, this is a commonly used approach, which provides a feasible 

solution for any topology. We have considered this shortest path approach as the base case 

for our comparisons, and have compared it with our Tabu search heuristic using both 

unicast and routing. In our simulations, we considered fibers links with 8 and 16 available 

channels per fiber. The results shown this section correspond to fibers with 16 channels. 

The results for 8 channels followed a very similar pattern, and are not shown separately.  
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4.2.1 Comparison of energy consumption and number of nodes 

Simulations were run for various topologies, for different demands sets like: 20, 30, 

40, 100 and 200 demands. Figure 4.4 shows the graphical representation of 

comparison of energy consumption for all 3 considered topologies with 20 

demands. The results clearly indicate that the Tabu search heuristic, for both unicast 

and anycast routing, performs better compared to the shortest path approach. 

Figures 4.5 and 4.6 show corresponding results for demand set sizes of 40 demands 

and 200 demands respectively. On average our proposed Tabu search heuristic 

approach for unicast routing provides 20% reduction in energy consumption, 

compared to shortest-path approach. Furthermore, the proposed anycast routing 

approach provides an additional improvement of about 9% over the unicast 

approach.   

 

 

Figure 4.4 Comparison of energy consumption for 20 demands 
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Figure 4.5 Comparison of energy consumption for 40 demands 

 

 

 

Figure 4.6 Comparison of energy consumption for 200 demands 
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4.2.2 Comparison of energy consumption and demand size 

Figure 4.7 shows how the energy consumption varies with demand size for the 11-

nodes topology. As expected, energy consumption increases steadily with demand 

size, since more equipment need to be in active state to accommodate more 

demands. The Tabu search algorithm for anycast routing performs the best, and the 

shortest path approach performs the worst.  Figures 4.8 and 4.9 show the 

corresponding results for the 14-node and 24-node topologies respectively.  

 

 

Figure 4.7 Comparison of energy consumption for 11-node network 
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Figure 4.8 Comparison of energy consumption for 14-node network 

 

 

 

 

Figure 4.9 Comparison of energy consumption for 24-node network 
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4.2.3 Comparison of path-length and demand size 

As the network and demand size increases, the number of resources required to 

satisfy all the demand also increases. Figure 4.10 shows the total path length of all 

the demands, for different demand set sizes in the 11-node topology. Clearly, the 

total path length increases with increase in the demand size, as expected. The 

shortest path approach always selects the shortest route and hence has the least total 

path length. Our Tabu search approaches (both unicast and anycast) often select 

longer routes that result in lower energy consumption. So, the trade-off for reducing 

energy consumption is more resource usage in terms of available channels on fiber 

links. Figures 4.11 and 4.12 show the corresponding results for the 14-node and 24-

node networks respectively, which follow a similar pattern. 

 

 

Figure 4.10 Comparison of path-length for 11-node network 
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Figure 4.11 Comparison of path-length for 14-node network 

 

 

 

 

 

Figure 4.12 Comparison of path-length for 24-node network 
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CHAPTER 5 

CONCLUSION AND FUTURE WORK 

5.1 Conclusion  

There is a need for energy efficient routing scheme due to increasing energy 

consumption by high bandwidth applications over the internet. In this work we have 

presented a new approach towards energy aware RWA, which performs efficient 

routing over optical grid networks for all the demands for both unicast and anycast 

routing. To best of our knowledge, this is the first work to use Tabu search heuristic 

along with anycast principle reduce overall energy consumption of optical grid 

networks. The main objective of our work is to minimize the overall energy 

consumption of the network by minimizing the number of components being used 

in a network. This is achieved by turning of inactive network components and using 

the network components already in use to satisfy the demands for a network. We 

ran our simulations on several well-known network topologies, and with different 

demand sets. Our approach exhibited a significant reduction in amount of energy 

consumption by reducing the number of active network components required to 

satisfy the demands. In order to validate our experiments we compared our 

approach with the widely used shortest-path routing approach. Results indicate that 

our approach consistently outperforms the shortest path approach with average 

improvements of 20% - 30%. 
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5.2 Future work 

There is an increasing popularity in grid computing due to its use in high 

performance computing applications; this requires an efficient way of resource 

allocation and high bandwidth for proficient functioning [8]. Due to the distributive 

nature of optical grid network, it’s essential to ensure that they are fault tolerant for 

efficient routing of traffic flow through the network. In our work we have only 

considered fault-free networks; in case, if any link or the network node fails, traffic 

needs to be rerouted promptly and efficiently. A promising direction to our future 

work can be developing fault tolerance strategies and an extension to our algorithm 

which work in collaboration with these strategies.     
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