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ABSTRACT
One: Yrundred and sixty subjects participated in each
of two stages of an experiment designed to test the pre-
dictive abillty of a modified Inference model of concent-'
uzl rule learning. In Stage I, each subject solved one
.rule lea;Ling problem based on one of ﬁhe foﬁr~primary
bidimensional rules (conjunction, inclusive disjunction,
_conditional, or biconditiohal). Visual stimuli‘varying
on the three tri-valued dimensions of shape, colour, and
number were sorted into one of two response categories
until a criterion of 16 consecutive=correct'responses or
162 trials was reached. The subjects! preexperimental
rule biases were inferred from their initial classificat-
ion of_stimuli, ﬁith the subjects predominantly expresk}ng
either inftial coﬁjunqtiée, disjunctive, or affirmative
strategles. eIn Stage 11, each subject solved a second
rule learning problem which was again based on one of the
four primary bidimensional rules. For the respec%ive
stages, with trials and errors scores as the dependent
measures, the effects of either preexperimental rule bias
or rule training upon conceptual performance yere assessed
in three ways: i)[rule difficulty hierarchies, i1) within- |
rule solution d;ziiculty, and 1ii) relative difficulty of

truth table stimilus classes, Only minimal effects of

preexperimental rule bias upon rule learning performance
were.observed, and the few differences were accounted for -

i
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as artifacts of a floor effect. ‘The results were inter-

preted as indicating that while naive subjects may be

familiar with different rule strategiles, they'are const-

rained in typical rule learning experiments to adopt a
conjunctive bias, thereby acecounting for the predictive

success of the Inference model. On the other hand, consid-

erable differences in conceptual pefformance as a functioﬁ"'

of training with either the same or a different primary
bidimensional rule were observed, although it was concluded
that one-problem practiceiyas not sﬁfficient to establish

s rule bias for rules other than the conjunctive. Prelim-
inary trends in the data were interpreted as indicating
that the Inference model has predictive vali@ity when
modified with respect to various rule biases, thereby ;

adding support to a view that the inference—operations

underlying the model actually refleét the processes involved

in conceptual rule learning.

i1
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Chapter 1
, INTRODUCTION
The present research involved an attempt to test the

generallty of a model constructed to account for observed
.differences in the ease of conceptual rule learning. - The
 Inference model, proposed by Boufne‘tBeurne, 197%; Salatas
and Bourne, 197%), has as a central assumption that people
In the Westerh culture have experience primarily with con-~
Junctive relationships (Bruner, Goodnow, and Austin, 1956).
The modellealculates the relative difficulty of rules in
terms of differenceS‘er violations of the other rules from
the eonjunction in the assignment of stimiii to response
categories, successfully pfedicting the empirical rule
difficulty hie?archy. |

| Alternative explanations have attempted to account

for the rule difficulty effect either in terms of: (a)
logieal complexity of the rules (Neisser and Weene, 1962),
(b) a focussing strategy on- the positive category of
stimili (Glambra, 1974 Gottwald, 1971; Peters and Demny,.
19713 Seggie, 1969), or (c¢) a focussing strategy on the
"most liomogeneous category of stimuli.(Bourne and Guy, 1968b;
Bourne, Ekstrand, and Montgomery, 1969). These alternative
.hypotheses fail to account for the observed differences in
conceptual rule difficulty (Bourne, 1970; 1974). Thus, the
Inference model repreéeﬁts the most viable explanation of

relative rule difficulty, in terms of the model's ability’



to successfully. predlct the empirical rule difficulty order.’
o Recent studies, lowever, suggest thatfthe assumptlon
of predominant conaunctive bias may not be accurate
(Dominowski and Wetheridk, 1976; Gates; 1978; Reznick and
Richman, 1976). Reznick and Richmah proposed that the
predictive abillty of the Inferénce model would be increased
if the set of inferences underlying the model were modified
to take into éccount individual differences in rule bias.
The rule difficulty hierarchy and the ease of learning a
-particular éonceptual rule would be expected .to differ
: depending on the rule bias held by a subject, both of which
may be predicted by a modified Inference’ model.

The objectives of the present study were: first, to
modify the inference model assumptions to take into account
various rule biases besides the conjunction; second; to
determine the preexperimental rule biases/of naive rule-
learnipg subjects and to assess the effects of preexperiwm
mental bias upon.concepﬁual performance; third, to estab-
lish in subjects.Particular.solution ruie biases by giving
pfactice on a particular coﬁceptual rulq} assessing the
effects of specific rule practice upon conéeptual perférm—
ance; and fourth,'to.assess the degrge_of‘agreement hetween
obtained results and predictions of a modifiedq&nference
model;

In the following sectian terminology and procedures
central to the study of human conceptual'behaviou; will be

(o
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. 3
explained, along with a presentakion of Bourne's Inference

model and a review of relevant rese

ch, 'Finally, the
design and rationale for an experiment %o test the predict-

ive abilify of a modified Inference model) will be presented.

Termigglpgv'and Procedures
Mueh of fhe regeérch in the area of human conceptual
behaviour has involved analysis of the acquisition and
wtilization of 'tclass' or ‘nominal' concepts. A& class |
concept has the form'of_a relation or rule among selected
attributes of the dimensions of the st;mulﬁs popuiation
{Bourne, 1976}. Stimili fary along dimensions, a2 term
which refers to general characteristics or qualities such
 as shape, colour, mumber, size, ete. Further, a dimension,
by definition, has at least two values or attributes. For |
example, square, cifcle, triangle are different attributes
within the dimension of shape. Althﬁugh complex stimuli
may vary on a large number of dimensions, research problems
have been primarily based on bidimensional class concepts.
As the term implies, only two stimulus dimenslons, with
one particular or focal attribute from each dimension, are
relevant (i.e. necessarily used in delineating the concept),
while any number of i;relevant'dimensions (1.e. éannot be
uéed to define the concept) may be present in the stimuius-
set. . A
Haygood and Bourne (1965) pointed out that the stimlus

popuiation of a bidimensional class concept may be classi-




fied according to presencergdenotéd by T) and absence
(denoted by F) of the two relevant stimilus attributes.

The resultaﬁt'truth.table_classes are: TT, both attributes
are present; TF and FT, only one attribute is present; FF,
;eithef'gitribufe is present. For example, if the stimlus
pbpulatibn hasaﬁhree attributes per Qimensiop, there are

32 = 9 unique combinations of attributes from the tvo
relevant dimeﬁsions, which are distributed acress the truth
table classes ina 1 : 2 : 2 : & ratio for TT, TF, FT, and
FF stimali, respectiﬁelyf ‘An example of this arrangement.

is shown in Table l.

The most simple partitioning Of the stimulus population

of a class'concept is binary categorizzation, such that those
stimli which illustrate or exemplify the concept are desig-
nated as 'positive instances!, while those stimuli.which

do not exeﬁplify the concept are designated as'negative

-+ instances'. For example, given the concept of "blue and
‘sqnérg“, a stimulus population may be divided into two
categories — one composed of blﬁe square objects (positijg
instances), and the other category consisting of objects )
that are not "blue and square" (negative instances).

Neisser and Weene (1962) described eight possible
bidimensional rules,lfour of which are logical complements
of the others, sﬁéh that a positive 1hstancé of one.primary
rule iIs a negative instance of its complement, and vice

versa. The four primary bldimensional rules, their comple-

\"\\
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: Table 1
Assignment of Stimlus Classes to Response Categories
Under the Bight Bidimensional Rules

Truth Table Classes Verbal

TT  TF  FT K_ Description

Primary
" Rules
Conjuaction + - - - Red and Star
Inclusive + + + - Red or Star
Disjunction
Conditional + - + o+ if Red then Star
Biconditional + - -+ Red if and only
: if Star
Stimlus Set RS RC, BS, BGC,
(tri-valued RT> S BIr,
dimensions) . _XC, .
-  ¥Tr
Complementary
Rules

Alternative - + + 0+ ~ not Red or not

" Denial | Star

' Joint Denial - - -+ not Red and not.

' ‘ Star

Exclusion - + - - Red and pot Star
Exclusive - 4+ o+ - not Red if and
Disjunction , only i1f Star

Note: In the above example colour varying on attributes
red(R), blue(B), and yellow(Y), shape ing on
attributes starts), circle(C), and triangie(Tr are the
relevant dimensions. Red and Star are the respective
relevant attributes..

w
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ments, and verbal descriptlcns are presented in Table 1.
As shown in Table 1, each rule makes a unique assignment

of the-truth table classes of sti to response. categories,

Depending on the rule, each of theltruth tible classes may
- map onto either the positive or ne tive response category.

- Glven that class concepts may differ-with regard to
the defining ruie, dimensions, or attribuﬁes, it followsd
that different tasks have been devised to investigate
concepteattalnment, in which one or more of these componr
ents are varied. Three types of tasks, which differ accord- - o
ing to the aspects of the concept that are unknown to the
subject at the outset of the problem, have been commonly
Vemployed in concept attaiement studies. In an attribute
identification (AI) task, the rule or general form of sole
ution is given by instructions and/or practice problems,_
'and the subjects! task is to dlscover or ldentify the
relevant attributes which delineate the particular concept.
As Haygood and Bourne (196%5) pointed out, the AI task was
widely used in earlier studies of conceptual behaviour
which were concerned with the effee¢ts of such variables as
number of relevant and irrelevant dimensions (Walker and
Bourne, 1961), amount of intra- and interdimensional
variability (Battig and Bourne, 1961), and redundancy
between dimensions (Hourne and Haygood, 1959), |

In a rule learning (RL) task, the relevant attributes

are given by instructions, and the subjects' task is to



- discover the rule or .relationship between the attributes
which defines tﬁé concept. Haygooé and Bourne (1965) ]
noted that, until then, 'conceptﬁal rule! had not been
inveétigated as a variable affecting concept attaihment,
~although aVailéblbvexpérimental.evidence'suggested that
_conceptual rules differ in their difficulty (Conant and
Trabasso, 1964; Hunt and Hovland, 1960; Neissef'and Weené,‘
1962; Shepard, Hovland, and Jenkins, 1961). For example,
_ Conant and Trabasso (1964) foumd, in an AI task, that the
inclusive disjunctive concept was more difficult ‘as meas-
ured by ‘Tumber of trials to solution, than the conaunctive
concept. Neisser and Weene (1962) found that-concepts
with the mogt complex rules, the biconditioﬁal and excius-
ive disjﬁnction, were more difficult to learn than less
complex rules such as the conjunction and incluéive dis-
junction. Consequently, Haygood and Bourne (1965) were
the first to systematically study the acquisition of
bidimensional conceptual rules using the RL task.

In a complete learning (CL) task, neither the relevant
attributes nor thelrule is known to the subject at the out-
set, and the subject must attempt to discover both. Some
studies have employed the CL task in order‘tq assess the
relative difficulty of concept attainment under the three
tasks just described (eg, Giambra, 1970; Haygood and
Bourne, 1965; Haygood and Devine, 1967). However, other
experiments simply failed to separate the AI and RL

-



components of concept-leerning, and therefore fall~into
. this general paradigm (eg. Neissd; and Weeng, 1962; Wells,
1963). |

. Two methods of stimulus presentation heve been used .
in studies employing tbe above tasks. These are called
the reception and selection methods, referring respectively
to whether the experimenter or the sobJect determines the
order imr which the stirmmli. are viewed and subsequently
categorized by the subject. \\_,7 |

The nature of conceptual tasks necessitates a distinc-

tion between two processes involved in conceptual behaviour
— discovery or acquisitlon, and utilization. The process
of acquisition entalls learning or discOVering the unknown
component(s) — relevant attributes, or rule, or both —
which together°const1tute the concept. Utilization of a
coﬁcept refers to the classification of stimuli fo,approp-
riate Tresponse category according to the pertinent rule and
relevant attributes. However, the experimental separation
of these two distinct processes may 'seldom be apparent,
since a generally accepted criterion for the acqﬁisition

of a concept is its successful utilization for some minimum

number of correct assignments of stimuli to response categories.

Empirical Rule Difficulty Hierarchy

Haygood and Bourne (1965) conducted an experiment
in which four‘groups_pf subjects each solved five success-

jve RL problems with the same rule, with a different peir




of relevant éttributés for each problem. Each group‘
learned a different rule — either the conjunction, inclus-
ive disjunction, Joint denial, or conditional by assign—
ing each. stimulus to eitber the positive (Yes) or negative
(No) respense category, with feedback as to the correct
cafegory assignment providod after each response. ‘?he-
stimilus population, as in most subsequent related studies,
consisted of geometrlc designs which varied on four, tri-
valued dimensions (number, size, shape, and colour).
Haygood and Bourne found that the rules differed in dfifi-
culty, as measured by the number of errors to solution, in
increasing order of difficulty of conjunction, inclusive
disjunction equal to joint denial, and conditional. ]
Subsequent researCH has confirmed the oxistence of a
rule difficulty effect in RL tasks, with a stable hierarchy
of difficulty. Bourne (Bourne, 1970; Bourne and Guy,
1968a,b) found the order of difficulty of the primary

bidimensional rules to be: -conjuncétion easier than inclus-

ive disjunction easier than conditional easier .than bicond-
ftiohal. Moro reoont replications of the above-stated
“order of rule difficulty include studies by Neumaqn'(197u)
and Salatas and Bourne (1974), as well as numerous experi-
ments involving partial replications in that only a subset
of the primary bidimensional rules were compared within
the particular expefiment (eg. Bower, 1971; Miller, 1971;
Namikas and Carey,‘l97l; Sawyer and Johnson, 1971).

Y
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Inference Model

| Bruner, Goodnow, and Austin (1956) proposed that the
predomieant extra-experimental(experienee of people within”
the Western culture is witth conjunctive relationships, and
that naive subjects entering a ceﬁcept attainment experi-
ment would inltially assume that a given problem required
a conjunctive solution. As 13 test of the assumption that
conjunctive blas determines rule difficulty, Bourne and
Guy (19685) conducted a RL study employing the four primary
bidimensional rules. They compared the number of instanees
cf each truth table stimilus class prior to last error on
that class, for each rule, and found that greater mumbers
of trials (i.e.presentations of particular class instances)
. were required when conjunctive assumptions were contradicted
in the corpect assignment of a stimius. Bourne and Guy.
suggested that untrained sﬁbjects find it easiest or more -
natural to associate IT instaﬁ%es with the positive cate-
gory, FF instances with the negative category, and TF:and
“FT instances with the same category, with a preference for
assigning-them to the negative category. The categorization
of stimili in the.mannerpjust deeeribed corresponds to the
truth table categorization of the conjunction rule, as can
be seen in Table 1.

Bourne further developed this line of reasoning and
formlated en.Inference model of bidimensional rule diffi-
culty. (Bourne, 1974; Salatas and Bourne, 197%), extending
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‘ upon a earlier model pfoposed by Sawyer (1972). ‘An‘
integral aspect of the Inference model rests on the
structure or organization of thought processes presumably
imposed upon;a subject as a consequence of the RL task
requifements, in yhich a subject must discover the particular
* rule which partitions the stimulus populetion into positive
and negative instances of the concept. | As explained by
Bourne (1970- l97h), a subject in'a RL task mast learn to
attend, on instruction, only to the dimensions exemplified
by the given relevant attributes. Then the subject must
develop a method of respoodingiwhich-in effect corresponds
to an intuitive version of the truthtfable, sﬁchifhat stimuli
irgmffour'differeni classes, defined in terms of presence
(T) and absence(F) of the two relevant attributes, are
assigned to;fhe_appropriate response category. Naive RL
subjects are assumed to encode-stimuli directly in terms
of their value on the relevant dimensions, but eith exper-
lence develop a system of responding which resembles tsg;h
table encoding. | o

Bourne proposed that four generalized assumptions or
inferences are held by naive subjects for the categorization
of stimuli. Bourne described these assumptions as a set
of initial states or prqcesses that specify the response
to any stimidus: (A) TT instences will be placed in the <
positive category; (B) FF instances will be placed in the
negative category; (C) IF and FT instances will be placed
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i¥i the same category as FFtinstancesi whether positive or
negative; and (D) TT and FF instances wiil be placed in
different resﬁopse‘categories.

d Bourné-dévised‘a calculational scheme by Whlch viol~
ation of any of the aboqé assﬁmptions results in an incre-
ment in problem difficulty. It was propbsed'that the
increment of difficulty be equal to thé mumber of unique
stimilus pafterns whose correct category assignment violate
amy of the assumptionse. Further, Bourne proposed that a
violation of assumption.CD) would magnify the difficulty of
a rule by the arbitrary factor of 2.

As an.illustratlon.of the calculational scheme of the

” Inference model, recall that the stimilus population in
RL étudies typleally has two relevant dimensions and one
or more irrelefant dimensions. As shown in Table 1, with
three attributes per dimension, the nine unique combinations
of attributes from the two relevant dimeﬁsions are distrib-
2: k4

ratio for TT, TF, FI, and FF stimli, respectively. The

uted across the truth table classes inal : 2

difficulty value of the conjunction rule is zero, since
£he conjunctive concept vidlates none of the preeiperi—
'mqptal assumptions presumably held by a subject. The

difficult‘y’ value of the biconditional rule, for example,
is 16, and is determined in the fo%}owgvg manner: four
unique stimili violate inference (B) since the bicondit-

- 1lonal rule assigns FF instancés to the positive categorys

P



13 -
two'T%'and two FT stimrli are assigned to'a different.
category than FF instances, the negative category, iﬁ
violation of inference (C); lastly, inference (D) is
| violated by the assignment of FF insfances to: the same
" {positive) cafégory as TT instances; resulting in a |
magnification of the difficulty value of ¥ + 2 + 2 = 8
by the arbitrary factor of -2, yiedding a final bicondit:
~lonal rule difficuléy value of 16, Difficulty values for
the four primary bidimensional rﬁles are shown in Table 2.

Salatas and Bourne (1974) calculated the difficulty
values for all eighﬁ bidimensional_rules, yielding the fol-
lowing predicted order of difficulty, from least to most
difficqlt: conjunction; inclusive disjunction, alternative
denial, éxclusioﬁ, joint denial, exclusive disjuhction,
conditional, and biconditional. Salatas and Bourne then
compared the difficulty of the elght rules in a RL experi—
ment! and found that the predicted order of difficult&
was confirmed, except for a reversal of the order for
exclusionjalteppative denial and for joint denial/exclusive
B disjunctioh. An analysis of truth table categorization
errors combined across the eight rules, for rules that
vioclated a particular inference versus those that did not,
also provided suppoft for the'mode;.. For each inference,
significantly more errors were made when the particular
inference was violated than when. not.

Further support for the rule order predictions of the
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_ Table 2
Difficﬁlty'Vaiues and Truth-Table,dlgsses Predicted
by the Inference ¥odel to be Relatively Difficult,
for the Primary Bidimensional Rgleé' | '

Rules Difficultyr  Truth Table Classes

. Values i .

: : TT TF FT FF- .

: AN :
Conjunction ‘ B Y + - - -
: | SRR a4 |
Inclusive - % + + +* -
Disjunction : . |
Conditional f 12 L + P -+ %
Biconditional l@b} '5”*;5 + -k —* +k
v A“\‘ -

Note: Truth table classes predicted by the madel to
be relatively difficult when the indicated Tule

applies are marked with an asterisk(*),

r —~



Inference model was provided in a RL experiment by Neuﬁahn
(1974), who obtained precisely the hierarchy of bidimens-
ional rule dlfficulty predicted by the model.l _
The Inference model also predicts which ‘truth taﬁle

. -

'classes of stimali will.:esult in the mnost errors ﬁnder

any rule., That is, for each rﬁle, those truth table classes
which violate an inference are expected to be more difficult

than those that do not violate an infefence. Fcr‘each

primary‘bidimensional rule, truth table classes predicted

by the Inference model to he relatlvely difficult are
shown in Table 2¢

Saiapas and Bourne (l??h) analysed the errcr-distri-
butions on each truth table class, within each of the elght
bidimensional rules, and found considerable support for the
predictions of relative truth table class difficulty.

Differences between expected 'difficult! versus 'easy!

. Classes were all in the predicted direction, and were

statistically signlficant within all rules except the
Inclusivé disjunction and alternate denial.

Additional support is provided by inspection of the
data in Haygood ard Bourne's (1965) RL experiment. Errar
patterns on the truth table classes, within each of the

- four primary bidimensional rules, were consistent with

the Inference model predictions of relative truth table
class difficulty.

L



Related Regsearch Findings

The Inference model accounts for observed differences
" in bidimensional rule difficulty in terms of a set of
inferences which gulde or direct a naive subject's
attempts to sdlvé'a'RL problem. The basic assumption
underlying the set of inferences is that haivé;subjects ‘ |
assume that‘the problem to be solved requires a conjunctiye
solution. Now, if it is assumed that a conjunctive bias ‘
is held by naive subjects, which is a bidimensional bias
in that the joint presence of tw levant attributes
defines the concept, an assump;;z;%igplicit in the model
is that a RL subject.atteﬁdslto both relevant stimulus
dimensions as he begins to solve a RL problem,

Also, several studles have gxahinea thé effects ﬁpon.
RL problem performance of receiving priof practice éitheg
with the same rule, or with one or more other coﬁceptual
rules, thereby allowing an assessment of intrarule and
interrule transfer effects (Bourne, 1970; Bourne and Guy,
1968a; Bower, 1971; Bower and King, 1967; Guy, 1969;
Haygood and Bourne, 1965; Lee, 1968). Demonstrations of
| significant intra- and interrule transfer effects have
inaicated theoretical constrainﬁs.for the Inference model
with regard to its applicability in accounfing for the
behaviour of experienced RL subjects.

In the following sectlon research findings bea:ing
upon. each of the above-mentioned issues will be examined..



17

——

é;eexﬁerimegtél Pule biss Domiﬁowski_and Wetherick (1976).

assessed‘théfinitial rule biases of naive RL subjects by
having them ;1aésify'thg nine stimuli generated'by two tri-
valued dimensiéns, colour and shape, after being told the
relevant-attfibutes, but with no informative feedback
provided. They found that approximately 16 percent of the

subjects demonstrated a conjunctive bias,;while 58 percent
used an inclusive disjunctive strategy. The remaining sub-
jecté used  either an;affirmativa(é_ﬁercent) or an unsystem-
atié strategy (20 percent). " |

Using a standard RL design, Reznick and Richman (1976)

coufirmed that a substantial pbopoff@qn of naive subjects
may demonstrate either’a~disjunctive\or affifmative biés,
by analysing tﬁe way in which subjects ‘classified the fi?st
four stimali ﬁresented, each of which represented one of

~ the truth table classes. They found, with célouf and shape
as the relevant dimensions, that lQApercent of the subjects
demonstrated a conjunctive bias, while 4% percent used an
inclusive disjunctive strategy, and 28 percent demonstrated
an affirqative bias.

DGates (1978) a;sessed the preexperimental rule biaseé
of naive RL subjects in a manmer similar to that employed
§5y Reznick and Ric':an (1976), by analysing the way in
which‘subjects classified the first stimulus presentation
of ‘eachh truth table;ciass. However, the stimulus present-

ation order employﬁﬁ by Gates meant that the subject may
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have classified and'received feedback for as many as eight
stimili before seeing one example from each truth table
class, thereby confounding the bias assessment ﬁy the |
differential experience of subjects with other reinforced
stimli. Gabtes found, with colour and shape as-the relevant
d{mensions, that approximately 19 percent of the subjects
demonstrated a ccnjunctlve blas, while 15 percent used an
inclusive disaunctive strategy, and 23 percent demonstrated
an affirmative bias. _

The abave experlments suggest that people show individ-
uzl differences regarding their initial rule blases, 1mp1ying
that optimal use of the Inference model may depend on first
determining the particular rule bias held by a subject.

Attention to dimensions An implicit assumption of the

. Inference model 1s that naiﬁe RL subjects take inte-consid-
eration the particular values on both relevant dimensions
.of a stimidus when assigning it to one or the other response
category. Sawyer (1972) conducted =z study pertinent to this
issue, in which a’ series of four stimuli varying on two bi-
valued dimensions were presented to<subjects. Sawyer either
reinforced’ the assignment of the first presented stimlus
(TT).to one afegp}y, or he reinforced the assignment of

the first twe‘stimuli presented(TT and TF) to either the
same or differept categories, with the remaining stimuli
serving as nonreinforced test stimili. Using this procedure,

Sawyer provided evidence that'naive subjects may attend to
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only one stimilus dlmension during the initial stages of
rule learning, assigning stimiii to one or the other response
category on the basis of presence or absence of one criterial
attribute. For example, for: the case in which TT and TF
were assigned to category 1 by reinforcement, subjects
showved a strong tendency to place FT and FF stimuli in
category 2, indicating attention to the first dimension.
-When TT was assigned to categnry 1 and TF to category 2,
subjects showed a strong tendency to assignnFT to category
1 and FF to cetegory 2, indicating attention to the second
dimension. | |

Clearlf, the above-described assignment of stimuli
corresnonds to a'unidimensidnel bias, the affirmation.
Sawyer's demonstration of unidimensional affirmatine bias
is euPported by the rule bias assessment procedures and
findings of Dominowski and Wetherick (1976), Reznick and
Richman (1976), and Gates (1978), and adds further support
to. the claim that optimal use of the Inference model may
depend upon knowledge of a‘person‘s Tule bias.

Transfer experiments Wells (1963) conducted an experiment

which demonstrated that the prior learning of conceptual
rules 15 a factor in cancept learning difficulty. Wells
found, in a CL task, that pretraining on disjunctive problems -
significantly Increased the proporfion of subjects who offered
a disjunctive solution to a series of stimuli for which

either a conjunctive or disjunctive solution was possible,




thereby ehoging that a rule bias“can be modified by training
‘and familiarlzation with other conceptual Tules.

Subsequent experiments have demonstrated the existence
of slcnlficant lntra- and interrule: transfer effects in the
RL paradigm. Intrarule transfer refers to the effect on
RL problem'performance following solution of a problem or
.prohleﬁe based on the same rule, usually with the felevant
attributes changed from problem to problem. Interrule |
transfer refers to the effect of practice with one rule ot:
different rules upon RL performance in:problems based on
-another-rule,‘typigally with the reletent atfributes chenged
from problem to problem (Bourne, 1970).

- Intrarule transfer: As mentioned earlier, Haygoed and
Bourne (1965) conducted a RL experiment in:which four groups
of subjects solved five successive problems with the same
rule — either the conjunction, inclusive disjunction, joint
denial, or conditional. The rules differed generally in o
difficulty, corresponding to the usumally observed hierarchy
of primary rule difficulty. Further, there was a steady
improvement in performance over problems, such that essent-
1ally perfect performance was reached by subjects by the .
third problem on all rules except the conditional; thereby

" demonstrating. positive ingrarule transfer. |

One of the training conditions employed in the Bourne
and Guy (1968a) experiment allows an examination of intrarule

transfer, in which subjects solved six successive problems.



befed on the same‘rule —_ eit%er the conjunctioo, inclusive .
disjunction, or conditional. Imitial differences in rule
difficulty vere found, in the usual difficulty order, but
over the six problems the differences among the rules, as
measured by trials to criterion of solution, were eliminated.
Further, after the third problem all but one subject performed
without error. . \

Bourne (1970) conducted a RL experiment in which four
groups of subjects solVed a series of nine successive problems
based on the same rule — either-the conjunction, inclusive
disjunction, conditional, or biconditional. Initial inter-
rule differences were in the usual order, but after six
problems on the same rule all subjects achieved -an errorless
level of performance. Inspection of Bourne's graphs indicates
tHat by problem 3 the mean number of trials to solution,
for each rule problem, had conrerged in a uniform fashion
towards the level of errorlese oerformance.

Bower (1971) also conducted a RL experiment in which
intrarule transfer was demonstrated, Three groups of subjects
each solved three successive problems based on the same ruie
— either the joint denial, inclusive disjunction, or
biconditional. Bower found the usual rule difficulty order,
and that by problem 5 the errors and trials to solution
were not significantly different for the rules. In partial
support of Bower's (197L) findings, Bower and King (1967)

had their subjects solve three successive RL problems based
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. on the biconditional rule only, and also found a sigﬁificant
' decrease. 1n mean numbers of. errors to solution'from problem
1 to problem 2, such that problems 2 and 3 did not differ
in aifficulty. _

In sumnary, the intrarule transfer studies cited above
indicate that the order of rule difficulty is not static
or invariant, in-that it can be‘changed by giving experience
with the RL paradigm. Subjects improve to the point of
" efficient and even errorfggs perfbrmance over a series of
prdblems,lall based on the same rule but differing in
relevant attributes, in spite of initial differences in
rule diffigulty.
General interrule transfer: Haygood and Bourne (1969)
conducted a study in which subjects solved three successive
RL problems based on the inclusive disjunction, conditional,
and biconditional rules, with the order of presentation
counterﬁalanced among subjects, after recelving a-detailed -
explanation of the conjunctién rule during initial instruct-
ions. Then the subjects solved a fourth RL problem (termed
by Haygooa and Bourne a rule identification problem), which .
fdr equal numbers §f subjects was one of the four primary
'rulgs experienced earlier. For the fourth problem, while
it was found that biconditional and conditional problems
produced a greater mumber of errors than the conjunction
and disjunction, the mumber of errors made over the four

rules was significantly attenuated in cormparison to the
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 RL situation in which subjects baVe no prior exposure to
other conceptual rules, a result attributable to- positive
general interrule transfer. . _

Bourne (1970), in an extension of the Eaygood and
Bourne (1965) study, had the subjects solve twelve successive
RL problems, three of which were based on each of the four
primary bidimensional rules, with order of presentation
counterbalanced. Following solution of the twelfth problem,
the subjects solved a thlrteenth RL problem (termed by
Bourne a rule 1dent1f1cat10n problem), which was based on
one of the previously encountered rules. Significant positive
general . interrule transfer over the first twelve problems
was demonstrated by a large reduction in trials to solution
across successive three-problem blocks. Also, by the twelfth
problem, 90 percent of the subjects solved without error.
Further evidence of dramatic transfer was provided by an
-examlnation of the subjects! performance on problem 13, Fﬂ\\\\\\;
wherein 83 percent of the subjects were able to identify
the unknown rule with a minimal amount of information i.e.
making no more than one error per truth table classe.

Lee (1968) conducted an experiment in nhich‘subjects
solved RL problems based on various combinations of the
conjunction, joint denial, or conditional rules. Following
training, a1l subjects solved a transfer problem based on
the biconditional rule. Lee reported that performance on
the biconditional problem was significantly better in. the
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conditions'where all three rnles, Versus one orotwo rules,
Were encountered during training. |

'In a sinilar,experiment, Bourne and Guy's (1968a) )
snbjects solved six RL problems based on various combinations
, of the conjunction, inclusive disaunctlon, or conditional
rules. Following training, all subaects solved two transfer
problems based on the biconditional. Bourne and Guy found
that performance on the biconditional probiems improved
with the number of rules encountered durlng training, a
findlng attributable to positlve general interrule transfer.
Specific interrule transfer:  The:training conditions
employed in the Bourne and Guy (1968a) study allow an
examiration of specific interrule transfer effects. For
instance, biconditional performance was facilitated most .
by training on conditional. problems only, next best by
training on inclusive disjunction problems ¥, and least
by training on conjunction problems only, though the effect
was not statistically significant. Also, for the training
condition in which subjects solved three problems based on
one rule and three problems based on another rule? those
subjects i.:ho solved conditional problems'performed signifi-
cantly better than subjects trained exclusively in conjunctions
and disjunctions. Bourne and Guy interpreted the facilitative
effect of conditional rule training upon biconditional
performance as being due to the conditional rule forcing

attention to the distinction between TF and FT instances,

B T S N
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tﬁereby promoting the utilization of a‘trutn table etrategy |
of classifying stimili, and to the similarity of the condit-
ional and blconditlonal rules in thelr asgignment of FF
lnstances to the p051t1ve response category.

Guy (1969) conducted a RL experiment whlch examined
-specific interrule transfer effects, using the conjunction
and Ens;ysive disjunction rules and their complements. Guy
found that subJects made significantly fewer errors in solving
a second problem when, following tralnlng on a particular
rule; the second problem was a complement of the first rule
. versus a noncomplemehtary rule. For example, if the first
problem was based on the conjunction rule, subjects found
it easier to solve an alternative denial problem than a
joint denial problen.

Bower's (1971) RL experiment elso pnovided suggestive
evidence of specific interrule transfer effecte, in which
some subjects solved ngree b;conditional problems followed
by either three inclusive disjunction or three joint denial
problems. Other subjects solved either three inclusive v
disjunction or three joint denial problems, followedlby
three biconditional problems. Control subjects solved either
three disjunction, or three joint denial, or three bicondit-
problems. Bower found that biconditional pretralning
facilitated joint denial rule learning when compared with
its control, but there was no significant improvement for

the inclusive disjunction over its control. Also, Joint
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denial pretraining facilitated biconditional performance
moreso than.disjunction pretrain*ng. Although Bower's
results are suggestive of specifie 1nterru1e transfer
| effects, it should be p01nted out that the experimental
design employed by Bower -provided no adequate baseline
for determining the amount of transfer from RL training.
‘The control subjects were at a disadvantage in relation to
the other groups, due to the iacK of general transfer
effects such as t‘warm up' and 'learning to learn's.
In summary, the studies cited above which were designed
to'innestigate general intérrule.transfer, indicate that
RL performance improves over a series‘of problems in which .
both rule and attributes change from one problem to the
* next. Differences in rule difficulty disappear, and after
a sufficient number of problems the majority of subjeCts
are able to solve for any unknown rule in the minimum
nunber of trials. The few studles which nave permitted a
fragmentary assessment of specific interrule trsnsfer;
suggest that practfce with’a single rule may differentially
facilitate or even inhibit subsequent RI, performance depending
upon.the particular rule to be learned. |
_Theoretical implications of transfer:  ©On the basis of
///demonstrations of significapnt intra- and interrule transfer
effects, Bourne (1970; 1974) has formalized a theoretical
~distinction betﬁeen the underlying states or processes

which presumably govern the behaviour of neive versus
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experlenced Tule learners. The Inference model, it willr
be recalled, provides a formula for calculating the relative
difficulty values of conceptual rules in terms of a set of
inferences whlch direct a naive subject's a}#empts to solve
a RL problem. The naive subject presumably utilizes inferences
whrch apply uniquely to each stimulus input, or to each
unique attribute combination on the relevant stimlus attrib-
utes providing -that he ignores irrelevant attributes. With
RL practice, however, wnich invalnes the processes of intra-
and interrule‘transfer5 underlying'changesrin the subject's
srrategies (Bourne, 1970) 'and system of inferences (Bourne,
l9?h) are presumed to occur. L
Transfer, according to Bourne, involves the acquisition
of a more general set of operations, corresponding to a .
bidimensional truth table strategy, wherein the subject
learnstfo.collapse-the stimilus populatron presented to him
into‘four truth table classes. A change'in inferences occurs
as vell, Instead of predetermlning the assignment of partic-
ular stinali to response categories; as do the inferences
-of naive subJeCtS, the operations of an experienced subject .
allow the stimulus itself to determine its own assignment,
corresponding to what Bourne (1974, p. 251) described as
the development of-“open.ended" inferences. For example, |
instead of inference operation (A) - all stimuli with both
given relevant attributes are positire, the experienced

subject is presumed to operate with inference (A!') - the

ey e e b
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category assignnent of the first instance with both relevant

.attributes determines the assignment for all stimdi with

both attributes. Therefore, an experienced subject lets
His observation of the category assignment of a single
stimilus determine the assignment of all stlmuli belonging
to the same subset. Similar revised inferences (B"), (ct),
and (D') would also apply, of course, to the remaining
truth table stlmulus classes.

As described above, the operations of naive versus

: {
expeTienced RL subjects are,presumed to be very different,.

-as_reflected by their differential performance with regard
to rule difficulty differences and rule identification errors,

The Inference model, therefore, can only be expected to apply
to-the(performance of naive or relatively naive RL subjects
who have not had extensive.training either on problems based
ou the same rule .or on problems based on different rules,
to the point where, according to Bourne, a general truth -~
table strategy and 'open ended! inferences have developed,

As a final point of interest and clarification, the
relationship between the theoretical processes proposed by

Bourne and the processes of discovery and utilization, which .

.were alluded to: earlier as belng involved in conceptual

behaviour, may be explained. The discovery or acquisition
Phase of rule learning could be regarded as a gradual - pro-
gression from the initial set of inferences held by naive

RL subjects, to the mastery of a general truth table strategy
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- wjth its corresponding 'open énded! inferences. The. utili-

fz'¢ionﬁphase, then, woﬁld simply involve making‘uSe of the -

mastered strategies and revised, inferences to 'identlfy'
the rules of unsolved problems with the logically minimel
amount of 1nformatlon.'

The Present Studz' e } .

As described irr the preceding.literatﬁre review, severei,

. RL experiments have attempted to assess specific interrule

transfer effects i.e. the effects of practice with a single

- rule upon performance:in a problem based on another rule

(Bower, 1971; Bourne and Guy,_l968s; Guy, 1969). No studies
tq‘date have attempted a factorial comparison of the effects

of one-problem practice with-a primary bidimensional rule

. upon RL problem. performance based either on the same or a

—_

different primary bidimensional rule.

The present study attempted such a comparison, for two
reasons. Firsﬁ, the present study in#olved an- extension
ubon tﬁe iimited RLlexperiments which have examined speeific
interrule transfer. Second, it was hoped that the design
of the present study would permif testable evaluation of
the generality of the Inference model, when the model is
modified. to take into account VAEESQA rule biases besides
the conjunction.

Reznick.and Richman (1976), it will be recalled, assessed
the preexperimental rule biases‘of'their sﬁbjects in a RL '
experiment, and found that a significant proportien-of naive

|
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subjects demonetrated either a conjnnctive, inclusive dis-

junctivea or affirmative bias. Furtjg?y Reznick and Bichman

showed that there ‘were dlfferential effects of 1earnlng a

partlcular rule depending upon a person's preexperlmental

~ bias. For example, a conjunction RL problem was easiest

for subJects with a congunctlve blas, followed by affirmative
biased subjects, and hardest for disjunctive biased subaects.
For the 1delusive‘dlsaunctlon problem, dlsjunctive bias was
easiest, followed by afflrmative bias, and hardest was
conjunctlve biase. Within the conditional rule the effect

of bias was not signlflcant. For the biconditional problem,‘

the effect of bias was also not slgnlficant although the

observed trend indicated that congunctive amg. affirmative

'biased subjects made fewer errors than disjunctive biased

. predictive validity of the Inference model is greatly enhanced

subjects.

Reznick and Richmen calculated ﬁhe difficulty values
for the four primary bidimensional rules according to their
interpretation of conjunctive, inclusive diejunetive; and

affirmative bias, and noted some degree of correspondence

© between the predictions of thelr modified\Inference model

and the above-deseribed results. They .concluded that the |

if modified to take into account a person's rule bias, and
proposed that the set of inferences may be readily modified
to accommodate any fule dSe

However, the present tﬁor contends that the way in
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which Reznick and Rlchman modlfied the Inference model to
take into account the Various rule biases is suspect. It
will be recalled that assumptions (4), (BL, (C), and (D)

of the Inference model describe the truth ﬁable classifi-
cation of stimull to response categorles according to the
conjunction rule. As shown in Table 2, yith tri~-valued
dimensions the difficulty values calculated from the
Infefence model for the cgijunction, inclusive disjunction,
conditional, and biconditional rules are 0, %, 12, and 16
respectively, whieh accurately predict the usually observed

rule difficulty hierarchy. Recall that inference (C) states N

that 'TF and FT instances will be placed in the same category _/-

as FF instances, whether positive or negatlve'. Inference
(C), then) suggests that subjects use the category assignment
of FF 1nstances as a referent in determlnlng to which response -

.category [they will assign TF and FT instances.

Reznick and Richman,-however, chose to interpret
1nference (C) as meaning that 'TF and FT instances will be
placed in the negative category', thereby ignoring the ¥F
referent. ' When Reznick and Richman' interpretation of
inference (C) is substltuted for the origéﬂel it is clear
that the set of inferences also descrlbe the way in which
the conjunction rule assigns truth table stimilus classes
to responsecategories.. However, altered difficulty values
arise. Specifically, aifficulty values for the conjunction,
inclusive disjunction, conditional, and biconditional rules

RS - I
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become O, by 12, ‘and 8 respectively, leading to a predlcted

- rule difficulty hierarchy of congunction easier than inélusive

.disaunction easier than blcondltlonal easier than conditional.

Clearly, these predlctlons do not conform to the emplrlcal

rule difflculty order. ' .
Slmilarly5 in order to represent an inclusive disjunctive

rule bias, Reznick and Rlchman changed inference (C) to 'TF

and FT instances witll be placed in the positive category'

again ignoring the F referent, with subsequent effects

upon calculated difficulty values and predictions of rule

difficulty. To represent affirmative bias, Reznick and

Richman changed inference (C) to"fF and FT instances will
be placed in different response categories'. Thus, in
describing affirmative bias Reznick and'Richman not only
deleted the FF referent, but they also failed to make the

- potentially important distinction between affirmgtive biased

subjects who attend to one(i.e. the first)‘stimulus dimension
versus those who attend to the other(i.e. the second) relevant
stimlus dimension.

Considering the success of the Inference model in
predicting the empirical rule dlfflculty hierarchy, there
was felt to be no a priorl justification for modifying the
Inference model in the manner employed by Reznick and
Richman (1976). Consequently, for the purposes of the
present experiment, modifications necessary’to represent

various rule blases nere made according to the specific



tefminolog?ﬁ%f the Inference model (Bourne, 197%; Salatas
and Bourne, 197%). | | | | -

' Table 3 shows the modifications of assumptions of'the
Inference model neceséary to répresent each primary rule
bias, a#cording to Inferéhce model terminology. To illus-
trate how the Inference modeljmodificationsxgere arrived
at, the biconditional rule bias will be considered. It will
be recalled from Table 1 that the biconditional rule assigns
TT and FF insﬁances to the pbsitive response category, and
TF and FT ihstanées to the negative category. Therefore,
assumption (A) of the Inference model, which reads !'TT instances
will be placed in the positive category'!, need not be changed,
since the biconditional rule assigns TT instances to the
positive category. Inference (E), however, which reads
'FF instances will be placed in the negatiVeHcategory',
mist be modified to (B)Bd FF instances in. the positive
category. Similarly, inference (C), which reads 'TF and
FT instances will be placed in the same categor} as FF
instances', must be modified to (c)®4 TF and FT instances
in a different caﬁegbry thaﬁ FF instances. Finally, Inference
(D), which reads 'TT and FF instances will be placéd in
different response categories', mst be modified to (D)¢

TT and FF instances in the sarne response cztegory.

Also shown in Tabie 3 are the difficulty values for

.~ the four primary'bidimensional rules calculated to take into

account each‘priméry rule bias. The calculational scheme
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used‘to,éeterminé these diffiéﬁlty-values Qas-the'same as
that employed in the unmodified Inference model. That is,
theainprément in problem difficulty is equal to the mumber
“of ﬁnique stimulus patférns whose correﬁt category assignment
‘'violate any of the particular rule bias inferences. Also,

a violation of inference (D)™ magnifies the rule difficulty
by a factor of 2. As an illustration of the calculational
scheme, it will be recalled from Table 1 that with two tri-
valued relevant‘dimensions, the .9 unique attribute combinafions
are distributed across the truth table classes in a 1:2:2:k
ratio for IT, TF, FT, and FF stimuli, respectively. Therefore,
.for a person operating with a biconditional rule bias, the
difficulty value of the conjunction rule, for example, is
lé,rand is determined in the following manner: four unique
stimili violate inference (B)Pd since the conjunction rule
assigns FF stimﬁli to the negative category{ two TF stimill
and two FT stimili are assigned to the same category as FF.
Instances, in violation of Fséumption (C)?d; lastly, iﬁference
)B4 is violated by the assignment of FF.and TT stimuli to
different categoriés, resulting In a magnification of the
difficultﬁ'yalue of 8 by a factor of 2, yielding a final
conjunction rule difficulty value of 16, /™
The present experiment consisted of t§$ stages. ©Stage I

involved solution-of a RL problem based on pne of the four

primary bidimensional rules —- either the comjufictlen,
* inclusive disjunction, conditional, or biconditional, to a \\vﬁ

o) : ‘ »
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criterion number of corréct categorizations'of stimﬁli to
responée categorieé. The preexperimental rule biases df

the subjects solving-the Stage I RL problem were assessed
using the procedure employed by Reznick and Richman (1976);
that is, by analysing the way in which each subJect,categor—l
ized the first stimulus presentation of each truth table '
class,; which were represented within the first four stimulus.
5presentations. The above rule blas assessmen procedure
thereby'permitted an examination of RL problem perfiormance

as a function of preexperlmental rule bizs. As Reg

Richman (1976) noted, this rule bias assessment proc dure

\

likely does not provide an uncontaminated or truly valid

indication of the preexperimental fule.bias held by a subject,
in Ehat feedback on one instance may well affect subsequent
re3ponding on other inéténces. However, the above procedute
was readily'empioyéd within the design of the present study
as an indicator of rule bias, rather than using the procedures
employed by Dominowski and Wetherick (1976) or Gates (1978),
which were mentioned in an earlier section.

In addition to allowing an examination of the effects
‘of preexperimental rule bias upﬁn RL performance, the
methodological aim of Stage I was to experimentally induce
in the subjects a solution rule bias for the particular rule
that they had solved. In Stage II, the subjects solved one
RL problem based on one of the four primary bidimensional

rules, thereby allowing an examination of RL problem perform-
7
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ance following practice vwith either the same or a different
primary bldimenslonal‘rule. Also,’ the above—descrlbed rule
- assessment procedureewas used to'infer_the solution rule
biases‘of the subjects as they began to solve the Stage II
RL problem. For each rule, the proﬁortion of subjects who
demonstrated the !'desired' solution rule bias induced in
Stage I, was determined, as an indicator of the degree of
success of the methodological aim of Stage I. '
At this point, some justification for the design of
the presenE,experlment is in order. . The Inference model
applies only to the performance of naive subJects, that is,
to the performance of subjects who have not had extensive
RL training in the laboratory. 'As was explained at some
length in the preceding sectlon, the operations and strategles
employed by naive subjects are presumed to be very dlfferen£
from tnose of experienced RL sﬁbjects. Since the present
study attempted to test the generality of the Inference
" model when modified to take into account varions rule biases,
fhe Stage I procedure of distinguishing between subjecte.on
the basis of their demonstrated preexperimental rule biases
as they began 'solving the RL problem, was considered to be
especially appropriate to the purposes of the present study.
. That 1g, the above-described rule bias assessment procedure
wae expected to permit an examination of the effects of
preexperimental rule blas upon RL problem performance,-

w;thout the-potentially confounding necessity of pre—ex@eriment
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eorting or training of subjects. I

_Now, the few studles which have assessed the preexperi-
mental biases of their subjects (Dominowski and Wetheridk,
1976; Gates, 1978; Reznick and Richmen,r 1976) lsuggest that
subjects predominantly demonstrate either conjenctive,
inclusiveldiejunctive, eq affirmative biases, !'This implies
that lf one wishes to examine the effects of rule biasesg
other than those dbove, such as a conditional 6r biconditional
bias, it may well beﬁggé}ég;;;?i: experimentally train or
induce in subjects t particula® rule bias. In this regard
the Stage T procedure of g1v1ng the subJects tralning by
solving only one RL problem, with the aim of establishing
a particular sol&Flon rule bias, was considered to provide
a more reasonable starting point to such an investigatfen
than giving training solving several RL problemsc based%n
the same rule. Although the latter procedure woﬁld likely
increase the'proportien of shbjects who would initially
begin selving the Btage II RL problem with the 'd;esifrec'i-i
solution biae, the 1likelihood that the operations enﬁ strategies
of these subjects might be different from those employed
by more inexperienced subjects would also be increased,
there%y'changing the nature of the task to the degree that
the ‘experiment would hot be an adequate fest of tﬂe generality
of the Inference model. ‘

Hynotheses

Rule difficulty hierarchy: According to the diffieuity
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values generated by the modified Inference model Tor the
3primary bidimensional rules, predictions were made concerning
the celative ease_of solving RL problems based on these
rules, as a function of rule bias. The difficulty values
shown in Taﬂle 3 were used %o §enerate'the pfedictions shown
in Table L. ' ‘ ' L : .

With regard to Stage I of the present experiment, the
order of primary bidimensional ;ple dlfflculty was expected
to»chanée depending upon the particular preexperimental rule
bias held by the subjects, as shown in the upper part of.
‘Table 4. For example, the predicted order of rule difficulty
for affirmative biased subjects who attended to the first
relevant stimilus dimension, was: conjunction equal to
_inclusive disjunction easier than conditional easier than
biconditional. | |

With regard to Stage II of the present experiﬁent, the
order of primary bidimensional rule difficulty was expected
to ‘change depending upon the particular solution rule bias
held by the subjects, as shown in the lower part of Table 4.
For example, for those subjects who solved the Stage II1 RL
problem following practice with the inclusive disjunction
rule {and presuﬁably forming an inclusive disjunctive solution
rule bias), the predicted order of rule difficulty was:
inclusive disjunction easier than conjunction easier than
biconditional easier than conditional.
Rule bias difficulty order within each rule: A second set
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| _ Table 4 | - - S '
‘Predicted Rule Difffculty Order Depending Upon |
Preexperimental Blas, and Upon Solution Blas -

Preexper.imenta].' Bias Predicted Order
Conjunctive . . Cj4&Dj<Ca<Bd
Inclusive'Disfjuncti.VB . Di< Cj< Bdx Cd ‘
Affirmative(lst dim.) - Cj =Dj< Cd < Ba
Affirmative(2nd dim.) Cj =Dj< BA< Ca
Solution Bias ' Predicted Order
Conjunctive ' Cj<Dj<Ca<Bd
Inclusive Disjunctive Dj < Cj < Ba< Cd
Conditional : Cd <-Bd < Cj =DJ
Biconditional ' Ba< Ca< Dj < Cj




- of predictions, the corollary of the aboVe predictions,
were also derived from the difficulty values’ generated by
the modified Inference model” The difficulty values shown
" in Table 3 were used to gederate the predictions shown in
Table 5. As Table 5. indicates, it was possible to predict
that the ease of tearning a conceptil rule would diffe: ‘
Adepending upon the particular rule bias held by the subjects.
_ With regard to Stage I of the present experiment, it
was predicted that the ease of solving ‘a partieular RL
problem would differ as a function of preexperimental rule
bias, as shown in the upper part of Table 5. For exaimple,
given the conjunction RL problem, it was predicted that
conjunctive bias would lead to fastest solution, followed
by affirmative(attending to first dimension) bias equal to
affirmative (attending to second dimension), and inclusive
disjunctive bias, in Ilncreasing order of difficulty.

With regard to Stage II of the present experiment, it
was predicted that the ease'cf solving a perticular RL -
‘problem would differ as a fuhctioh of solution rule bias,
as shown in the lower part of Table 5. For example, given
the biconditional RL problem, it was predicted that bicondit-
ional bias would lead to fastest solution, followed by
conditional bias, inclueive disjuncfive blas, and conjunctive
bias, inlincreasing order of difficulty.

‘Difficulty of truth table categoriee: A final set of
predictions was also derived from the assumptions of the

/s
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Table 5

Predicted Order of Difficulty of Preexperj.mental
Biases a.nd Solution Biases Within Each Rule -

Rule ' ' Predicted 'P'r.eexp erimental

. Blas Difficulty Order )
Conjunction o Cj 4 -Af(1st) = Af(2nd) < DJ |
Inclusive Disjunction '~ DJ £ Af(1st) = Af(2nd) < CJ
Conditional : Af(1st) 'C:Cj = Dj < Af(2nd)
_ Biconditional ' Dj< A£(lst) = Af(2nd) < Cj
Rule ‘ Predicted Solution Bias
Difficulty Order
Conjunction - Cj < Dj < cd < Bd
Inclusive Disjunction Dj < C3< Ba< Cd
Conditional ca< Bd < Cj = DJ

.Biconditional "Bd < C&< Dj=< CJ
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modified;Inferencé"moﬁelb It wiil be recalled from Table

é that the Inference model pfedicts'which truth table
classes of stimuli will be relatively difficult under any

. rule. Specifically, given a particular rule, thosé.ffuth
table cetegories whicn violate an inference are expected to
be more dlfflcult than those that do not violate an inference.
Extending these predlctions for rule biases other than the
conjunction, it was predicted that, for each rule, there
would be differences in the relative difficnlty of the .

truth table stimlus classes depending upon ‘the. particular a
rule biastheld by the subaects.

"With regard to Stage I of the present experlment dlffer-
ences in the relative difficulty of the truth table classes
were expected, within each rule, as a function of p;eexperié
mental rule bias. Table 6 shows these prediétions. For
| example, affirmative(fifst dimension) blased subjects who
| solved the conjunction RL problem were expected to have more
1 difficulty with TF instances than with TT, FT, or FF instances;
| wheTeas affirmative(second dimension) biaeed subjects who
.solved the égnggnhtion RL probiem vere expected to have
particular difficulty with FT instances.

With regard to Stage II of the present experiment, it
was predicted that differences in the relative difficulty
of the truth table categories would result, within each rule,'
as a_function'of'éolﬁtion rule bias. Table 7 shows these

predictions. For example, conditional biased subjecks who
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o rl : Table 6

Predicted Belative Difficulty of Truth Table Categories
‘When the Indicated Preexperimental Bias Applies

-

Rule - Preexperimental . Tru't:h Table Category '_ !
. Bias ] b
| - PP TF _ FT  FF
Conjunctive | + - - -
L Disjurctive ' += =k =¥ - .
CJ ‘ A R
' Affirmative(Ist) . + - - - x
| Affirmslxtive(énd)- ' + - —* -
Conjunctive + I -
Disjunctive + o+ .+ =
DjJ . :
| Affirmative(lst) + + +% -
Affirmative(2nd) 4 o+ -
Comjunctive + =R T L
. Disjunctive + S e
Affirmative(lst) + - + 4*
Affirmative{2nd) + - % 4
Conjunctive + e IO
Disjunctive + - - 3%
Bd T . -
Affirmative(lst) - + - —* +*
Affirmative(znd) + % - +

Note: Truth table categories which the model pre-
 dicts to be relatively difficult when the
{ndlcated preexperimental bias applies are
marked with an asterisk(*).



Predicted Relative Difficulty o
When the Indicated Solutfon Bias Applies

prig
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Tabl_e 7

Truth Table Categories

Rule Solution. Truth Table Category
- Bias ' _ )
. ‘ - - TT IF FT FF
_Conjunctive " + - ‘ - -
o A‘Disjunctive + P -
e .~ Conditional P
Biconditional A+ —¥ i ~*
,} Coﬁjum{:tive ' + +¥ +* -
Disjunctive + + + -
P Conditional . /-4J+ + . X -k
Biconditional ot + + -%
Qox:xjunctiVe : + - + +%
Disjmctivé; + - +* ¥
- Conditional DR - +
Biconditional + - +¥ +
1 | . s
Conjunctive + - - +*
Disjunctive + - - +¥
Bd ' :
Conditional + - - +
Biconditional | +

I‘{ote: Truth table categories| which the model pre-

dicts to be relatively difficult when the
indicated solution biafs applies are marked
with an asterisk(*). |
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‘solved the inclusive disjuncfioh RL problem,ﬁere exﬁécted
4o have more difficulty with FT and FF instances than with
TT and TF instances, whereas biconditional biased subjects
vere expected to have particular difficulty only with FF

instances on the inclusive disjunction RL problem.

iy



Chapter 2

i © METHOD
Subéects and Design

The subjects.ﬁere 231 students enroiled in introductory
and'éécond vear psychology courses at tﬁe University of
. Windsor, each of whom received supplementary course credit
for participation in the experimeﬁt. Assignment Gf subjects
to treatment conditions was random, according to their order
of appeﬁrance at the expgrimental room., Of the 231 subjects,
the data for 160 was subsequently used in the statistical
analyses. The data for the remaining 71 éubjects was dis-

Cfrdedg for the following reasons: 49, for failure to reach
the rule-learning criterion within 162 trials on Problem 13
9; for failure to follow instructions; 95, due to equipment'
_féilure; 3, due to experimenter error; 3, for taking or_‘
having taken a courée in logie; 1, for having participated
in a similar experimenﬁ; and 1, due to colour blindness.

For all subjects, the design:consisted of two stages.
In Stage I, four groupé of 40 subjects each solved one RL
problem based on one of the‘primary bidimengional—rules —
Ieitherrthe coﬁjunction, inclusive disjunction, conditiﬁnal,
or biconditional. In Stage II, the subjects solved a second
RL problem which, for equal numbers of subjects (10) "per
Stage 1 groui, was agaln based on one of the four primary

bidimensional rules — either the conjunction, inclusive
disjunction, conditional, or biconditional. .Therefofe, the .

L7
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experlment contained 16 experimental conditlons .or grouns,
in terms of rule solved in Problem 1 = rule solved in Problem
2,:with 10 subjects per condltion,
Stimili o
" The stimuli wefe‘slides'of geometric.designs varying
on three tri~valued dimensions: sﬁepe (star, triangle, or
circle), colour (yeilow, red, or blue);'and rumber (1, 2,.
_or 3 identical designs), which generate a stimilus population
_of 27 different patterns. :
The stimulus.presentation orders were constructed
andomly, but with three constraints: (a) the four truth
table stimulus classes — TT, TF, FT, and FF— were represented.
in thelr natural proportions i.e. in a 1:2:2:4 ratio, respect-
ively, within each subset of nine stimuli therefore
over the entire set of 27‘stimuli as well; (b) the numbef
. of successive stiduli from the same truth table category |
was restricted to two; and (c) one example from each truth
table cateéory was represented within the first four stimulus
presentations over each subset of nine stimuli.
Colour and shape were the relevant dimensions for all
. problems, and each value of the relevant attribute comblnation
was changed from Problem 1 to Problem 2. With the stimuli
of the present study, 36 different permutations of pairings
of relevant attribute combinations may be ‘generated for
which both.relevant attributes are charged from the first

to the second problem. However, the relevant attributes
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for Problem 1 and those for Problem 2 were intercnanged,for-
_haif of the subjects within each condition, thereby reﬁucing
the number of different palrings of relevant attributes to
18. For example, if five subjects solved Problem 1 with
‘_'ye}low, triangle' as the relevant attrlbutes and Ppoblem 2
with"ﬁlue, circle' as the relevant attributes, fhen the
other five subjects within that treatment>condition solved
Problem 1 with 'blue, cifcle' as the relevant attributes
and ?robleé 2 with 'yellow, trlangle' as the relevant attrib-
utes. The abOVe.procedure of interchanging the relevant
attrlbutes for half of the subaects on each problem, was
employed to equate, within a -treatment conditlon, for possible
interaction effects between conceptual rule and particular
relevant attributes, thereby avoiding confoundiné with
ordinel'positien. L ! |

A different pairing of relevent attribute combinations
was randomly assigned to eachiqﬁ the 16 treatment eonditions
of fhe'present experiment, resulting in the randomédiscard
of two of the possible pairings. The relevant att?ibuﬁe
pairs, and the stimulus sequences constrilcted for each experi-
mental condition, are presented in Appendix A.

Feedback slides were prepared by hand lettering u1th
" pencil on Kodak Extagraphic write-on slides.
Apparatus : _

The Generalized Learning-Apparefus (GLA,) described

parsy

by Cervin, Smith, and Kabisch (1965) was used to control
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'-the presentation of stlmulus patterns and feedbacﬁ slides:
| The GLA, « consists of six subaect panels (48.26 cm by 35 56 cm)
which are connepted to timing andrrelay circuits in an
adjacent control room., The subject psneis'are inclined at
an angle of approximately 30° towards tﬁe subject, and are
'separated_by vertical wooden partitisns,'making it difficult
for any subject to obsefvé the fesponses'made by apother
subject. The panels were arranged so that each was about
3 m away from the stimilus projection screen. For the,
present experiment, only a blue warning‘iight (6;3 ¥V, blue
jewel).centéred at the top of each panel, a green light |
| (6.3 V, green jewel) located at the left side ‘of each panel,
and two response buttons 1ocatsd near the bottom left and |
right corners of each panel, were used. tll other buttons
and lights, as described by Cervin, Smith, and Kabisch (19659),
were covered by black tape; | |
The subjects' responses were automaticaily recordéd-
by means of an Esterline Angus Event Recorder. The responses
were also recorded ganuallyﬂby the eiperimenter onto data
sheets.
~ The stiﬁulus"and feedback slides were rear-projected &
with a GAF Anscorama auto-focus slide projector onto a
translucent window sepafsting'the control :bom from the "
subject roomn. Both.rooms were kept at a2 lowered level of
11lumination during the experiment fn order ts ensure maximum
visibility of the-stimﬁlus patterﬁs.
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‘Procedure

The‘expérimental tasks performed by the subjects corre-
sponded to the“Ruie Learning condition desbribed by'Haygood -
and Bourne (1965). For all subaects, the stimulus populatioﬁ
.was descrlbed with. the 2id of a card sbowing three stlmull |
which dlsplayed in combinatlon all nine attributes. Subjects
vere told that their task was to classify a serles of visually -
presented sﬁlmull according-to an unimown conceptual relation-
ship between two relevant attributes; by pressing one of
two buttons, labeiiéd ‘POSITIVE' and 'NECATIVE'; the 'POSITIVE!?
button was to be pressed if the subject believed the stimulus
t6 be an'example of the eoncept, and the 'NEGATIVE' button
vas to be pressed if the subject believed the stimilus mot
to be an example of the concept. For half of the subject
penels ﬁhé left—hénd responsé button was'labelled "POSITIVE!?
and the right-hand button labelled 'NEGATIVE!, while for the
‘remaining three panels the left-hand response button was
labelled 'NEGATIVE' and the right-hand button lzbelled
‘PbSITIVE'. An attempt was made to ensure that approximately
equzl numbers of subjects within each condition sat at.one
or the other type ofﬁpanel. ‘

The subjects were told that there w&uld be two proﬁlems.
Prior to each problem, the two attributes relevant to concept
solution were named, and a card listing the relevant attributes

was placed on each subject's panel as a memory aid. Prior

to Problem 2, the subjects were tpld that the relationship
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learned in Problem 1 might'br might not be'thé'same,fdr
Problem 2. Before each problem, the subjécts-also-reéeffed
instructions dirécting-theﬁ.to begin an interpolated task,
if they received alsigﬁél (fla;hing'green light) fo stop . -
respoﬁding_to the Qtimuii prééenﬁed'on the screen. : The
procedure of having subjects perform an interpolated task
aftgr solving'Problém 1 to a criterion mumber of errorless
responses, was employed in an attempt to equate, between
_subjects in a given condition, the degree of learning or
successful expérience with the given conceptuél rile prior
| to Solving'the second probleﬁ. Subjects also perfermed the
interpoiated task after solving Problem 2, so as to maintain
simiiar'instructional and procedural conditibns for the two_
problems. The interpolated task materials, consisting of
'connect-the-numbers' problems, afe presented in Appendix B.
The experimenter inquired of each grou@ whether the
instructions were uriderstood, and repeated relevant portions
when necessarye 'Then,'the experiment was begun. Complete
Instructions tg subjects are presented inlApﬁendix Ce
| Each trial began with the presentation of a . stimlus
slide and a blue warning light. After 5 seconds the blue
light went off, signalling the heginning of a 2 second response
interval. Responses which occurred during this intefval were
.scored as correct or incorrect, and failure.to respond at
all was scored as an incorrect response. Also, based on

Bourne and Bunderson's (1963) finding that delays of up to

“
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8 seccﬁds-between the subject®s response end informative
feedback as-to the correct response had no eignificant
effect on conceptual performance, anticipatory r'esponses
iwere also scored as.correct or incorrect in the present A
experiment. At the end of the response 1nterval the stimulus
slide was replaced by a feedback slide which named the correct
response category-fcr the stimilus juet presented;. that is, |
the feedback slide contained the'printed wobd 'POSITIVE' or
the printed wobd 'WEGATIVE!, The feedback interval lasted
for 5. seconds, and then the above sequence of events was
repeated. The sequence of events in a trial is illustrated
in Figure 1.

For each problem, stimilus presentations contimied wrtil
‘a .solution criterion of 16 comsecutively correct responses
was reached by every member in the group, or until 162
trials ‘had occurred. After the second problem, each subject
was asked to write down on a piece of paper the relationship
between the two relevant attributes that he or she had learned
in order to corfectly categorize the stlmuli, for each
problem, Half of the subjectg_in each treatment condition
were asked to first write down the relationship learned in
Problen 1 and then to write down the relationship learned
in Problem 2, while for the other half of the subjects 4in
each condition'the orcer of_verbalization of relationships
was teversed.' -

At this time the card containing the three example
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STIMULUS INTERVAL 7 sec

BLUE LIGHT 5 sec |

p——— g 4
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RESP.

2 sec

/

Figure 1. Sequence of efents in a trial.

FEEDBACK INTERY.
5 sec

-
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stimii was again displayed, and each éuﬁject was asked to

 write down the colour of* each stimulus in the order pointed,

out by'the experimenter. One subject was unable to do so,
and was replaced. The éubjects,wére also asked if they had

taken. or were taking a course in logié. Three subjects -

responded affirmatively “to the above question, and were

replaced.- Als&, the subjects were agked if they had ever
participated In a similar.experim%nt. “One subject responded
affirmatively to the above question and was replaced.
Subjects were recruited as needed to ‘ensure that 10
subjects ber experiméntal condition fulfilied the following.

requirement, in addition to the above-described restrictions

— nameiy, that the subject solved Problem 1 to a criterion

mumber (16) of consecutively éorrect resppnsés within 162
trials. A total of %9 subjects failed to reach the RL
criterion on.Problem 1, and were replaced. . |
Up to five subjects participated similtaneoqusly in each
experimental séssion,; When fewer than five subjects appeared
for a session, or when any of those present failed tolﬁeet
the above-described restrictions, extpa(subjects were recruited
for another session under the same treatment cénditions.‘ A
minfmim of two subjects participated in any session,'éo as
to maintain the‘group-naturé 6f the experiment. When more
subjects were present than were needed in order to fulfill

the above requirements, the extra subjects were discarded

at random. A total of nine subjects were discarded for this
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Teason in the-foilowing'Problem 1 rule - Problem 2 rule’
conditlons. conJunctionpconjunction, 1 conjunctionr
conditional, 15 conjunction-biconditional, 1; inclusive '

dlsaunction-conditlonal, l-'condltlonal-conjunction; 1s

condltional-biconditlonal, 23 blconditional-conJunction, 1s -

d biconditional-condltlonal, 1.




Chapter 3 -

: " RESULTS
- _

Stage I: P{oblem 1 Performance

Preexoerimental Bias . X

The preerperimental bias of each Jf the 160 subjects*7)
' was determined by examining the patterJ of responses. to
the first four stimuli, which consisted of one example
from each truth'table category. For exemple, people who
initially'responded with pattern TT = +, TF = =y FT = =,
FF = - were classified as having expressed a conjunctive
bias. Table 8 shows the frequency of preexperimental
hiases according tO‘Problem l rule condition and Problem

5> rule condition. As seen in Table 8, four hain bias
types were observed: conjunctive, inclusive disjunctive,
affirmative(attending to-firstgdimension), and affirmative
(atteriding to second dimension). '

Different distributiork of preexperimental blases
were found in the Problem 1 rule conditions,X¥9) = 26. 78,
p < .05, this difference beigg primarily due to a smaller
than expected number of people (0) demonstrating a conjunc—
tive bias coupled with a larger than expected number of
people fi9j demonstrating an inolusive'disjunctive bias
in the conditional rule problem. Also, different distrib-

utions of preexperimental biases were found over the six- .

teen Problem 2 conditions,?k*(kS) 63.73, 025 L p <..05.

However, collapsing across Problem 1 rule and considering

57




8

e .hnommpmo @AT3B3eU J0

oaT3750d BUY oA 03 TINHTIS TTE pouITsss ATTETHTUT «)
q00fqns ® YOTYM UT UOTIENITS OY3F OF sI838a Az088380 4N, 19300

O 4 © 4 A

N M M e

b

aO‘O"NH

g2 e o0 o0 0 0 o o 6 6 0T L . bg :
o : CL oy 2
o I o0 © 1 T I o ot 4. &. O P
‘< ) ) e ) : wa TaQLd
0 0 o0, ¢ 0 0 4 2 AHT .97 8 9 . fa
I o o0 2 0 .0 0. 0 YT 4k 8 or o
_. . S . .05, 30
6°T 6°T. 0 &*2 9°0  9°0  6°T. €T &4z €°9T 46T 9°02 oSeamaoged
£ o € T " 1 T 0 e § § ¢t Pg
. | . -oTnY T
¢ 0 © 0 of o T 6T o0 . & . 8 PD -
. - _ weTqoId
o- 0 T 0 0 ¢ o 4 8 8 €T fa
Lo 0 0 0 -. 0. 0 T 8 oI OT &6 ‘o
'xg ‘ar. Qv bugew ASTON  PE. B0 fa (D PUSIV. IS
- uﬂ.ﬁ%?ﬂmm& - - Bo5ETg ASeWtad

uoglIPuUo) ¢ EmHnonm pue TOT3TpUC) T WATGOId
o1 Buipxoooy sedA] seyg Tezuewtaadxesxd Jo Lousnbaxg

g °TaB]



59

the particular Problem 2 ruleé;:phe same distribution of

preexperimental biases was found|in the Problem 2 rule

condijions.mX3(9) = 6.36. p » .05.

Overall_Rule Difficulty

-

The dépendent #afiables were trials and-errors to crit-
erion. The mean tfials'té-priter on for the conjunction,
inclusive‘disjunption. conditioqa‘.fénd biconditional rules
were 4,90, 4.95, 63.25, and 63.20 espectively; while the
mean errors to criterion were 2.00) 1.88, 25;88; and 24.70
respectively. The Problem 1l trials and efrors scores for
* each .subject are presented in Appenﬁix D.

For'thé triais data, Hartley'é aﬁd Coéhran'é tests
(Winer, l97i) indicated that the assumption of ﬁomégeneity
of variance was violated (Fmax(4,39) = 39.67, p & .01;
C(4,39) = .532_p < .01). Thefefore a iog(x+l) transformation -

was performed in order to make the data more compatible with

a

the homogeneity of variance assumption (Fmax(h,39)‘=_3.13.

P <.01; C(4,39) = .38, .057p ».01).
1

—

Analysis of variance™ on the transformed trials data

indicated a significant effect of rules ( F(3,156) = 140.25,

p < .05). A Neuman-Keuls test({Winer, 1971) revealed that
. o~

-

the conjunction and inclusive disjunction rules required
significantly fewer trials to solution than did the

conditional and biconditional rules (p<.05), with no

1Note:' Nonparametric statistical analyses i.e. Kruskal-

Wallis ANOVA by ranks, Wilcoxon ranked-sum test(Ferguson,

1971) were performed on all data sets in the present

study in which the homogeneity of variance assumption

was not satisfied by a transformation. Since the alter-

nate analyses yielded comparable results, only the
. parametric test results are reportedidhroughout.
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'diffenence between. the conjunction and disjunetion, and
nc difference between the conditional and biconditional.
For the errors data RBartley's and Cochran's tests

indicated that the assumption.of homogeneity of Va;iance
" was violated (Fmax (%,39) = 6'6.22‘, p < .0L; C (4,39) .=
.52, p £ JO1). Therefore a Log(x+l) transformation vas’
lperformed in order to mzke the enrors data more compatible .
with the homogeneity'of varlance assumption, as indicated
by Eartley's and Cochranﬁs tests (Fmax (k,39) = 3479,

p < .0L; C (4,39) = 47, p < .OL)s

Analysis of variance on the transformed errors data
indicated a Signﬂficant effect of rules (F (3,156) =
135.63, p,<,.05). A Neuman-Keuls, test revealed the same
order-ef rule difficulty as for the trials data — conJune-
tion equal to inclusive disaunction easlier than conditlonal
equal to biconditional (p‘( .05).. Summaries of- the above
analyses are presented in. Appendix E.

It was mentioned earlier that h9 people falled to
reach the rule learning criterion within 162 trials on
Problem 1, and so were replaced. Of these 49 pecple, 12
failed to solve the conditional rule problem while over
three times as mamy (37) failed to solve the bhiconditional
nule problem. Thns, although in the present study analysés
of trials and errors scores revealed difference between
the conditional and biconditionzl rules, in terms of their
ability_fg;pe>solved the biconditional was certainly more
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dlfficult\than the condltlonal

-

Finally, the preexperimental biases of the nonsolvers
were examined iIn order to: determine if a pattern.existed

.which might in part explaln the inability of these people

to solve the problem. In the conditional rule, the number
qf'nonsolve:s demenstreting a particular bias were: con-
junctive, Y inciusive'disjunetive, 3; affirmative(first
dimension); 15 affirmative(second dimension), 23 negat-
fonal(second ‘dimension), 13 U(see Table 8)y1. In the
hiconditional rule, the number of nonsolvers demonstrating

a particular bilas were: conjunctive, 9; inclusive disjunc-

© tive, 11; affirmative(first dimension), 6; affirmative’

'(second.dimension), 83 exclusion, 1; exclusive disjunc-

tive, 13 U, 1. Clearly, no discernible pattern or predom-
N

inant bias type 1s evident.

Rule Difficulty Order as a Tunction of Preexperimental Bias

For each rule of Problem 1, the mean trials and errors

scores for the four main.preexperimeﬁtal bias types —

'conjunctive, inclusive diejunctive, affirmative(first

dimension), and affirmative(second dimension) — were

~determined., The mean'scores for each group are shown in

Figures 2 and 3, illustrating the trials to eriterion and
errors to criterlon, respectively.

In order to assess rule difficul®y order as a func-

" tion of preexperimental bias, a 1 (bias) X & (rules)

'unueighted—means_analysis of variance(Winer, 1971) was

: . [s
e
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performed for each bias on both the trials and errors .
'data.  The Néuman-Keuls (p < .05) procedure was used to
compére means, and all analyses were conducted on the
| 1og(x&1) data, summaries of which are presenfed in
'Appendix E. | O
Results‘of the analyses are summarized in Table 9,
which shows the rule difficulty order for each bias om
botl the trials and errors data. As seen in Table 9, the -
trials and errors data ylelded the same fule difficulty
orders., Identical rgle diffiqu&zzdprdens were obtained
for inclusive disjunctive, affirmative(first dimension),
and affirmative(second dimension) blased subjects, with
the rule order being precisely that found abave for tle
overzll Problem 1 rule difficulty. Namely, the conjunc-
tion rule was equal to the inclusive disjunction, both
of w%ich were easier than the conditlonal and bicondit-
ionzl rules, which did not differ in 4iff culty. Only
for conjunctively biased people was the in lusive dis~
junction:rule more difficult than the con

Preexp.erime#tal Bias Difficulty Orde

-~_ Iny® er torassess the effects of preexperimental
N

bias Upon learning a particular rule, a 1 (rule) X &

(bias) umweighted-means analysls of varlance was per-

formed for each rule om: both the log(x+l) transformed

trials and errors data. The Neuman-Keuls (p < .05)

procedure was used %o compare means, and summaries of the




| Table 9 . | o
Okserved Rule Difficﬁlty Orde:'as a ?ugction

..of‘?réexperimenﬁal Bias for the Trials to
Criterion and Errors tO‘Criiérion-Data'.

i
I
1
|

Trials to Criterion Data

Preexperimental : .Rule . P L.05 |
1.Bias _ -+ Order _ ) _
C3 | ' Cj£.Dj L Bd . 'F_(z;és) = 44,60
pj Dj = Cj € Bd = Cd - F(3,40) = 26,02
Af(ist) . - o ;n-j <cd=Bd . F(3;29) = 44,32
" Af(2nd) ci =Dj < ‘Bd_ =ca F(3,27) = 37.00‘\

Errors to Criterion Data

ﬁ}eexpérimental " Rule o P (;.05
BLas . Order _ )
Cj Cj £ Dj < Bd F(2,23) = 44,33
" Dj Dj=Cj<Bd=¢Ca . F(3,40) =19.46
- Af(1st) Cj =Dj< cd =354 : F(3,29) = 53.00
Af(2nd) Cj =Dj < BA = -

cd F(3,27) = 38,17
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anal&ses‘are preéentéd in Appenﬂix E. The results are
summarlzed in Table 10, which shows the observed preexper- ‘\
imental bias difficulty order within each rule for both

the trials and errors data. Results for the trials and
errors scores‘ﬁere not identical, and so are reported
separately below. ;

For the trials data, only w1th1n the . conjunction
rﬁlerdid people perform at varying rates as a function
. of their preexperimental bias. People with a conjunctive
bias required significantly fewer trials to criterion
than did affirmative or disjuﬁctive biased people, with
no difference between the latter‘groufs. No effect of .
_preexperimental bias was found within the Inclusive
disjunction, conditional, or biconditional rules.

For the errors daﬁa, people performed at varying
rates within Yhe conjunction rule as a function of their (>
preexperimenta) blas. Conjunctive biésed‘ﬁeople made
significantly'fewer errors than did affirmative or-diﬁ-
junctive biased people, with no difference between the
latter groups. Within the inclusive disjunction rule,
the effect of pfeexperimental bias was also significante.
Disjunctive and affirmatiVe biaéea‘peop;e made fewer
errors than did people expressing a conjunctive bias,
with no~differehce between the former groups. Again,

‘as with the trialg datay no effect of preexperimental
h}aslwas found within the conditional and biconditional

B e ST
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Observed Preexperimental Bias Difficulty Order R

Within EacH Rule, for the Trials to Criterion

and Errors to.Criterion Data

Trials to Criterion Data

" Rule Bias Order
cJ ) cj < Af(1st) = Af(2nd) = DJ
Dj  pj = Af(Ist) = Ar(2hd) = c3
cd Af(1st) = Dj = Af(2nd)
Bd .‘ D] = Af(ist) = Af(2nd) = C§-
0 o Errors to Criterion Data
Rule Bias Order N
Cj - i< Af(Ast) = Af(2nd) =
Dj D3 = Af(1lst) = Af(2nd) < Cj
ca  Af(ist) =Dj = Af(2nd)
Bd Dj = Af(1st) = Af(2nd) = CJ

. p £.05
"F(3,33) = 8,00
F(3,30) =1.75
F(2,29) = 0.67 |
F(3,27) = 1.25

p < .05

F(3,33) = 12.25
F(3,30) = 4,67
F(2,29) = 1.83 i
F(3,27). = 0.83




rules.

_Difﬁcultx of Truth Table Categories

For each subject, the percentage of his or her total.
errors occurring in each truth table category was determined.
Then, for each Problem 1 rule the percentages within each
truth table categoryfwere averaged according to major pre--
éxperimehtal bias type to obtain the mean percentage of
total errors within that category, gs-showﬁ_in‘Iable 11.
Also shown in Table 11 are the.overgll mesn. percentages of
total errors in each truthrtabLe category for each rule of
Problem 1, which ﬁere obtained by combining the data from
all 40 subjects wﬁo solved each rule.

These dﬁta were then.examihed by visuslly comparing the
. observed error patterns across the four truth table classes
for each rule afid preexperimental bilas type with the predicted
error patterns (shown in Table 11 and also in Table 63.

First, for the combined data the error patterns exhibited
by subjects in the conjunction, inclusive disjunction, cond-
itional, and biconditional rules were in essential agreement
with the pattérné predicted by -an unmodified, conjunctive
biased Inference model. However, as indicated in Tahle 11,
subjects who made errors in the cdndunctibn.RL.problem |
primarily did so on TF and FT instances. | |

Within the conjunctlon and inclusive disjunction
rules, the error patterns observed according to bias

type were in perfect agreement with the error patterns

~/



Lo L8
3 S ' Table ll
Mean Percentage of Total Errorssin Each Truth Table ‘

i
Category, for the Combined Data of A1l Suhjects
Solving the Rule and According to Preexperimental Bias

Rule Preexperimental Truth Table Category ) n
- Blas - - qp TP ET FF

. Combined 7.7 33.3 334 3.2 W

& Conjunctive 10,0 0 0 0 10

¢ Disjunctive 3.1 46.3% 50.6x O - 8

Affirmative(lst) O 96.,3* 3.7 O 9

Affirmative(2nd) 5.0 - 3.1 88.1+ 3.8 10

. & ' * .

Combined 008 31.8* ] %oli'* ll';'.? : l«EO

L Conjunctive 0 - L49.,u*% 50.6¢ O 8

DJ Disjunctive 0 10,0 © 15.0 '35.0 5

Affirmative(lst) © 0o 100 O 13

Affirmative(2nd) O 100% . O 0 8

. Combined 6.6 31.0% 1h6 7.8+ X0

 Conjunctive @ 09—  —* o~ =% 0

¢d Disjunctive 5.3 33.1 13.9% 6.6% 19

. Affirmtive(lst) 3.9 31.5 17.7 46,9* 8

‘ Affirmative(2nd) 2.7 19.0% 10.8% 67.6x 5

Combined 8.8 22,7% 22.6% L6.,0% 4O

Conjunctive 5,1 21,6% 1h,)* 59.2% 8

Bd Disjunctive 9.2 25.3 27.1 38 12

Affirmative(lst) 9.0  23.2 1hk,2% 53.6% 3

Affirmative(2nd) 5.0 21.6% 26.5 47.0x 8

@

Note: Truth table categories predicted by the model
to be relatively difficult when the indicated
preexperimental bias applies are marked with
an asterisk(*).
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.predicted by the model when modiiied to take into account
the respective biases. .

- However, with the conditional rule the observed error
,patterns vwere not in agreement with predictions of relative
trﬁth‘tabie élass difficulty when the model 1s modified
with respect to the applicable biases. Specifically, inl'
contrast to the predicted configurations, inclusive dis-
Junctive biased subjects'had greeter-difficulty with the
'T? category than with the FT‘category. Affirmative(first:
dimension) biased subjects also had more difficulty with
the TF than with the FT category, ¥u4d affirmative(second
dimension) biased subjects. It is therefore evident that
subjects in the condlitional RL problem, regardless of having'z
_ been. labeléd as possessing’ disjunctive, affirmative(first
dimension), or affirmative(second dimension) biases, tended
to exhibit error patterns consonant with predictions of the
unmodified, conjunctive biased Inference model,

Within the biconditionallrule, the observed error
pattern for conjunctive blased subjects conformed to pre-
dictlions of the unmodified, conjunctive biased model.

Further, all subjects had particular di‘f}ieulty with the

FF category. EOWever,*in contrast to predictions-of an inclus-
ive disjunctive biased model, inclusive disjunctive biased -
subjects had greater difficulty with TF and FT instances

than with IT instances, - Further, in contrast to predictions
of an affirmative(first dimension) biased model, affirmative

v Chy o
oo
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- rule condition.

J :\.1

iy 1 | vel
not have more diffi-
culty'with the FI than:with the TF category. Also, in

(first dimension) blased subjects did

contrast to predictions, affinmative(s%cond mension)
biased subjects did not have more difficulty with the TF
B

than with the FT categbry. In aii, obsfrvetio of the

error. patterns within the bicondltionalwrule indicates
that subjects, regardless of their preexperlmental bias

' label, tended to.exhibit error patterns predlcted by the

unﬁbdlfied, conaunct1Ve biased Inference model.

Stage IT: Problem 2 Performance
The solution bias expressed by each subject beginning
Problem@ following attaimr&t of the particular Problem

l relationship, was determined by classifying the pattern

Solution Bias

of responses to the first example of each truth, table cate-
gory, which appeared wighin the first four stimulnsFSNES-
entaticns. Table 12 shows the frequency of each response
nias aeeording to Prpblem:l rule condition and‘Problem 2_
Of the 40 subjects for whom éroblem 1 inﬁoljed\the
conjunctive rélationship, 31 €78 percent) demonstited

_ a conjunctive bias beginning Probjem 2. Also, 31 of the

hO‘people expréssed a diffe initial bias from Problem
1to Problem 2. L | s
Twenty seveﬁﬁef 40 or 68 percent of the subjects for
— © . . [ :-
. s\? . ' .

!
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- -,

whom Problem 1 involved the inclusive disjunction rule

- expressed an inclusive disjunctlve blas beginning Problem

, 2; Also, .33 of the Lo people expressed a different init~

ial bias in Problem 2 than in Problem 1. ) '
0f the 40 subjects for whom Problem 1 involved the

conditional relationship, only 7 (18 percent) expressed

a conditional bias beginning Problem 2. Also, 35 of

the 40 people demonstrated a different initial bias in

Problem 2 than in Problem 1.

Eight of ho or 20 percent of the subjects for whom
Problem 1 involved the biconditional rule demonstreted
a biconditional bias beginning Problem 2. Also, 33 of
the 40 people expressed a different initial bias in Prob-
2 than in Prohlem.l.

The above results indicate that the majority of the
subjects (83 percent overall) changed tneir initial bias
 from the first to the second problem, although not neces—
sarily representing the bias of the Problem 1 rule. The
subjects were far more likely to express a conjunctive
or inelusive disjunctive blas following practice with
the respective rule than they were likely to express a
conditional or biconditlonal solution bias after practice
“with the respective rule. -

Overall Rule Difficulty

The trial of last erro®, and the mumber of errors

made were the dependent variables. Those subjects who



failed to reach the rule learniﬁg criterion on Prﬁblem
2 were not replaced, allowing a possible maximm- score,
on both measures, of 162. _ -

Prohlem 2 invqlved splution_of either the conjunc-
ti‘bn; inclusive disjunction, conditional, or bicondit-
ional rile, with oné qﬁarter ofithe subjects per group
having had previous experience with one of the'above
rules in Problem 1. ' The mean trjal of last error, com-
bined across particular Problem Y rule, for the.conjunc-
tion, inclusive disjunction, conditiohal, and tbit:ondition—-
al rules wa% 9.1%, 10.08, 39.55, and 40,20 fespectively;
while the mdan errors were 3.75, 4.0, 16.70, 'and 15.25
respectivel‘_ﬂ The Problem 2 trial of last error and
error scoreé for each subject are presented in Appendix D.

For the trial of last error data, Hartley's and
Cochran's teéts indicated that the assumption of homogen-
elty of variance was violated (Fmax(%,39) = 2%.32, p & +Ol;
’ C(§,39) = 51, P <;'01)° Therefore a log(x+l) transform
ation was performed on.ﬁhe trial of last errér data in
‘order to satisfy the homogeneitgg?f variance agsumﬁtion,
as indicated by Hartley's and Cochran's tests (Fmax(k,39)
= 1.38, P 7 053 €(%,39) = .29, p Y .05). Analysis of
variance on the transformed-trials data revealed a signif-
fcant effect of rules ( F(3,156) = 17.%0, p & .05). A
Neuman-Xeuls test indicated that tﬁe.cqnjunction.and

4

inclusive ‘disjunction rules were sigI;ficantly less diffi-
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cult than the conditional and b1condltiona1 rules (p £ .05),
with no difference between.the conjunctlon.and disjunction, '
and no difference between the condidional and biconditional.
For the errors data, the assumption of homogenelty of
variance yas also violeted, ‘as indlcated by Hartley*s and
Cochran's tests ( Fmax(hggggm; 5L, p < .01y C(14,39) =
64, p < JO1)e ' Therefore a 1oé(x+l) transformation was
performed on.the errors ‘data in.order to satisfy the homo-
geneity of variance assumption ( Fmax(h 39) = 1. 81, p 7 .05
C(h, 39) = .32, p >.05). Analysis of variance on the
transformed errors data indicated a signlficant effect of
rules ( F(3,156) = 17.70, p < .05), and 2 Neuman-Keuls
(p < .05) test revealed the same rule difficulty order as
for the trials data. Namely, conjunction was equal to
inciusive disjunction easier than conditional equal Ec
biconditional. Summaries of the above analyses are presented
in Appendix F. | |
Effect of Practice With the Same Rule

The treatment conditions emloyed in the present study
meant that four-groups of 10 subjects each. encountered the
same ﬁrimary|bidimensionel.rule in Problem 2 as in Problem l.
Figures h~and‘5 show the mean trial and error SCOTeS,
respectively, for the four same-rule groups on Problems
1 and 2. As seen in these figures, there was a great improve-
ment in performance from Problem 1 to Problen 2, such that

initial differences in rule -difficulty were 1arge1y attenuated
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by the sgcond'RL proﬁlem. To assess the effects of pfactlcé*

| with the same rule, a %(Rules) X 2(Problems) analysis of

“variance with the second factor repeaféd (Winef, 1971)

was conducted on both the log(x+l) transformed trials and )

errors scores, suﬁmarlés_df which are gresented in‘Appeydix
"

Analysis of variancé\Gh the trials data’ 1nd1 ated a
significant effect of Rules ( F(3,36) = 38.19,.p < ,05)

and a significant effect of Problems ( F(1,36) = 111.80,
p < .05), although the Rules X Problems interaction was

not significant ( F(3,36) = 2.50, 10> p > +05)e
Analysls of variance on the errors data yiélded similar
results as for the trials data, witﬁ a significant effect
of Rules ( F(3,36) = 43.5%, p < .05) and a signi'ficant
improvement over Probléms ( F(1,36) = 162.25, p < .09).
Alsa, a significant Rules X Problems interaction was
evident ( F(3,36) = 11.50, p< .05), reflecting the large
improvement in performance from Problem 1 to Problem 2,
especially for the conditlonal and biconditional rules.
Rule Difficulty Order as a Function of Previous Rule

Experience 1

The mean scores for the 16 experimental groups of
Stage II are shown in Figures 6 and 7, illustrating the
trial of last error and mmber of errors, regPectively.
Iﬁ order to assess rule difficulty order as a function

“of previous rule experlence, a 1 (rule solved in
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Problem 1) X b (Rules) !{.dependent groups ana#.ysis of

variance(Winer, 1971) was performed for each Problem 1

‘rule on both the trials and errors data. Compariéons‘

betweén‘cell tétals were made using the_Neuman%Keuls
{p < .05) procedure. All andiyses were conducted on the
log(x+l) transformed data, summaries of which are pres-
ented In Appendix F. ‘

The results are summarized in Table 13, which shows

the obtained rule difficulty orders following practice

with one of the primary bidimensional rules, for both
the trials and errors data. As seen in Table 13, rule

\difficulty ordexr varied depending upon the rule prev10usly

solved in Problem 1. Results for the trials and errors
data were not identical and so are reported separately
below. .

For the trial of last errar data, following practice
with- the conjunction rule the conjunction was less diffi-
oo - . d

cult than the Inclusive disjunction, which was in turn

less difficult than the conditional and biconditional rules,
with no differencé between the latter twa rules. Following
practice with the inclusive disjunction rule, the rule
difficul%y'in increasing order was inclusive disjunction,
conjunction; biconditional equal to conditional. After

&

practice with the conditionzl relationship, only the
biconditional was more difficult than the conditional

‘rule on Problem\2. Finslly, following practice with the

-

I
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Table 13 .
Observed Rule Difficulty Order Eollowin'g Practice
‘With a Primiry Bidimensional Rule, for the Trial

of Last Error and Errors Data

Trizl of Last Error Data |

‘Rule Solved . Rule p <& .05
in Problem 1 - - Order . )
", ¢y © C3< Dj < ca=3Da F(3,36) = 43.21
- . 'py DI Cj< Bd=Cd F(3,36) = 30.77
S~ ca cd = D = Cj< Ba =0Cj F(3,36) = 5.87
Bd I Bd = Cd = Dj = 3 F(3,36) = 2,36

Errors Data

Rule Solved - Rule. p < .05

in Problem 1 Order
cj €34 Dj<0d=58d F(3,36) = 38.00
D3 . py<cj<BA=cCa F(3,36) = 27.17
cd cd =-'.Dj < Cj= Bd: | F(3,36) = 6.88
R !  Bd=Cd =D} = J

o 'F(3,36) = 1.80

“
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‘biconditional fu;e no significspt differ?pce was found
between the four rules. ' i

For, the errors data, rule difficulty orders were the
same as those reported above for the trlals data follow1ng '
conjunction, inclusive disjunction, and biconditional rule . -
: practics. steve;, following cenditional rule practice, ‘
" analysis of the errors data indicated thit both the con- i;/,'
junction and biconditional rules were more difficult than |
‘the conditional rule. . | | . |

AY

Within-Rule Difficulty as a Function of Prior Rule Pragtice

'Iq order to assess-the effects upon learning a
particular rule, of ‘practice with elther the same or a -
‘different rule, a 1 (Rule) X 4% (Rule solved in Problem 1)
1ndependent,groups analysis of|Variance-w&s performed _
for each Problem 2 rule on both the log(x+l) transformed
trial of last error“and errors data. The.Neuman—Keuls
(p-<;.05) procedure was used to compare cell totals, and
analysis summaries are presented in Appendix F. :

The results are summarized in Table 1% which shows y
‘the rule practice difficulty order within each rule for
both the trials and errors data. Results for the trials
‘and errors scores were'nst jdentieal, &and so are_presentedﬁ
separately below. . 1

For the trial of last error data, within the ‘conjunc- | -
tion rule conjunctive practice was more beneficial than |
inclusive disjunctive, conditional, or biconditional
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‘ . Table 1 L

Observed Within-Rule Difficplty Order as a-Function

of Primary Bidimensional Rule'Pré@tice, for the
Trial“of Last Error and Errors Data

_Trial of Last Error Data &
7 pd .05

Rule | : BRule Practice \
) Order L . 4
€3 Cj<Dj=ca=Ba-> . F(3,36) = 36.00
Dj - Dj< Cd = Bd' = Cd ) _F(3,36) = 9,65
cd Ci< Bd =Cj =D§ =~ . 'F(3,36) = 9.99
Bd 'BA< Ca.=Dj =0 ~ F(3,36) = 5.22
Errors Data . . °
Rule ﬁule.Practice . - i P < .05 )
: Order - .
- Cj3 c;_ji Dj< Cd = Ba : F(3,36) = 55.20
D3 Dj< cj=Ba=0a  F(3,36) = 8,08
cd cd <_Bd'=-Cj = D} o F(3,36) = ;o.:{o
Bd Bd<0d =Dj = Cj - F(3,36) = 6.75
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rule practice, with the latter three rules showing no
difference between them. ”Within_the-inélusi#e disjunc-
tion rule,; disjunctive practice was best, with no signif-

icant difference.between coﬁjunctive, conditional, or -

. biconditional practice. For the conditional rule,~coﬁdf -

itional rule practice was more beneficial than bicondit—

ional, inclugive disjunctive, oflconjundtive practicey -

~ with no significant difference between the latter three.

In the biconditional rule, biconditional practice:was

: best, with no significant diffe between conditional,

| conjunctive, or inclusive disjunctive rule practice.

For the errors data, the same orders of rule‘practiée
effects as for the trials data were.found within the
inclusive disjunction, condltional, and biconditional
rules., However, within the conjunction rule conjunctive
practice was more beneficial than inclusive disjunctive
practice, which was-in‘furn.better than conditional or
biconditional practice, with na difference between the
latter two.

Difficulty of Truth Table Categories

For each subject,‘the'percentage of his or her

'« total errors occurring in each truth table category was
"determined. Then, for each Problem 2 rule the percentages

witHin eack truth table category were averaged according
to rule solved in Problem: 1 to obtain the mean percentage
of total errors within that category, as shown in Table 15.

C e
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Table 15
Mean Percentage of Total Errors in Each Truth Table

' Category According to Rule Solved in Problem 1.

" Rule Rule Solved . Truth Table Category n=10

in Problem 1 T - TF - * FT FF
i 0. 0o - 10.0 0
. Dj 2.5  50.8% A4h.2% 2.5
¢ - cd . 4,0 3b.4x 27,1 35.5%
BA 3.3 2Lbe 30.6%  bh.gx
Cj 0 55.,2%  38,9% 5.9
_ D j 0 o . 0 0
i ca 0 29.2  26.9%  23.9%
Bd 1.7 + 23.7 -40.2 ° 24.5%
¢j 2.5  28.1% 18.0  Sl.u*
Dj 9.0 33.9  13.1%  l4,0
- ca 24,1 34,9 T e 237
Bd ' 4.8 22.9 - b42.0% 30.3
o §
cj . 5.7 1h.6* 9.5*  70.2%
Dj -~ 5.5 24.8  18.0 41,7
B cd 10.9  31.8 33.2%  2b.2
B A~ O 20.5  16.0  33.5

Note: Truth ygble categories predicted by the model
to be relatively difficult are marked with an asterisk.

e i A & £ ke T
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comparing the
th table cate-

These data were then.examined b& Vi
observed error patterns, across’ the fo T
gories for each rule and . rule practiced _w1th the predicted
error patterns (shown in Table 15 and giso in Table 7).

_ Following practice with the conjunction rule, virtu-
ally errorless performance‘was demonstrated by subjects
who solved the conjunction‘rule in Problem 2, and the
‘observed error patterns were also in.agreement with predicted
configurations in the inclusive disjunction, conditional,
and biconditional RL problems. ¥

Following practice with the inclusive: disjunction rule,

f virtually errorless performance was. demonstrated by subjects
. who solved the inclusive disjunction rule in Problem 2.‘
In the conaunction rule, disjunctionvpracticed subjects
had more difficulty with the TF and FT classes than with
the other classes, also in agreement with predictions of
the disjunctive-biased model. However, in contrast ta
predictions, subjects had more difficulty with the TF
than with the FT class in the conditional rule, thereby
demonstrating an error pattern consistent with predictions
" of the conjunctive-biased model. In the biconditional
rule, subjects had the greatest difficulty with FF instances,
and there was no apparent difference in the relative
difficulty of the TF and FT classes, both findings in
agreement with the disjunctive-blaséd model predictions.

However, the greater relative difficulty with the TF and FT




- Y T g
o , . - ! . :
c;aséés versus the TT claéé.suggests-that tpe-errar pattern
Obseived for7d;sjynction~practiced subjects in.the Bicond—,
itional rule may bé betﬁer.acéounted'for‘by predictions of
tﬁe.conjunctiﬁe-biased model. N

Following pradtice with the coﬁditibn. rule,Asubjects
who solved the conditional rule in Probdem| 2 still made
errors, having the greatest difficulty with TF instances
and the least difficulty with FT instances. In the conjun-
ction rule, conditional-practiced subjects had the -greatest
difficulﬁy with the TF and FF classes, .in agreement with
predictions, although substantial relative difficulty with
the FI category wgg.also evident. In the,inclusiveldisjunc-
tion rule, contrary to predictions, subjecfs had as much
difficulty with the TF category as with the FT and FF
datégories. In: the biconditional rule, contrary to predic--
tions, conditional~practiced subjects did not havé substant~
1ally greater difficulty with the FT class than.wiﬁh the
other truth table classes. '

After practice.with the blconditional rule, subjects
who solved the biconditional rule in Problem 2 still tended
to make errors, having greater difficulty with the IF, FT,

and FF categorles thah with the TT category. In the conjun- .

ction rule, subjects had the most difficulty with IF, FT,
and FF instances, in agreement with predictions. In the
inclusive disjunction rule, however, in. contrast to predict-

ions, subjects did not have more difficulty with the FF

I S e
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category than with the other categories. Finally, in the
conditional rule, biconditional—practiced subjects had
the greatest difficulty with the FT class, in support of

predictions, although substantial relative difficulty with

the'FF class was also evident.

Relative FF Category Difficulty: The above-described
findings indicate that rule practice was at least somewhat
effective in altering subjects?! response tendencies. For
example, consider the effects upon the difficulty of the i-
_ FF stimulus class, of training with the conditional or
biconditional rules, which require the assignment of FF\\

stimili to the positive response category, versus training

with the conjunction or- clusive disjunction rules, which
" require the assignment of/ FF stimuli to the negative cate-
'gorﬁ. Table 15 shows that, 1in terms of percentage of ‘total
errors, conditional or biconditional—practiced subjects
had greater difficulty with FF instances on the Stage II
conjunction and inclusiVe disjunction.RL problems than did
conjunction or disjunctionepracticed subjects. Conversely,
conjunction or disjunction~practiced subaects’nad greater
difficulty with the FF class on the Stage II conditicnal
and biconditional RL problems than did comditional or
biconditional-practiced subjects. These tr:nds\ﬁeng\
tnerefore consistent with expectations. . )

However, the error patterns shown in Table 15 do not

e et e -4_.--5;1‘...-.4:-:-. 5 o e e L
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\\' reflect the disparity that existed between the relative
effectiveness of conditional or biconditional practice
Versus conjunction.or disjunction practice, in terms of
- persistence of responding in a manner consisteﬁt witﬁ the
“practiced rule strategies. This dlsparity is revealed in
: .~ the number "of errors made on the FF clasSe. That is,
| ‘conditional and biconditional-practiced subjects made
an average of only 2 2.35 errors on the FF class in the
\\_' conjunction and disaunction.RL problems, while conjunction
| and disauncrionrpracticed subjects made an.average of 1%.35
errors on the FF class in the conditional and blconditional

RL problems.

\  Post-Experiment Verbalizations of Relationships
\\ The subjetts?® statements were examined for their

) ability to verbalize the relationships.encountered in the

| \two RL problems. Table 16 showgs™ af each Stage, and
:¥omplned across conditlons, the per enfage of subjects'

who were able égyverbalize the particular rule that they

% had solved. As seen in Table 16, most of the subjects '

' corpectly Verbalized the conjunction and inclusive dls-
juncétion relationshipse. On the other hand, the conditional
relationship was correctly verbalized only about half
of the time 1t was/solved, while an even smaller percentage
of.sug;ecrs (33 %) were able to correctly verbalize the
bicond@tional relationship.

e i b 4t T T
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Chapter 4 :
DISCUSSION o

Since the purpose of tlie present experiment was to
test the predictive ability of the Inference model when
,modified with respect to Various rule biases, the methodo—
lcgical aims concerned a practicable test of predictions
derived from the modified model, predictions regarding rule
difficulty order, within-rule solution difficulty, and
relative difficulty of truth table stimilus classes as a
function of rule blas. Two methods of doing SO were
enployeﬁ, relying upon: =) the assumption that naive RL "
subjects show differences in their initial response tend-
encies or preexpenimental rule biasee,:end that conceptual
perfobmenceiis a function of preexperimental rule bi s
(Domlnowsikki and Wetherick, 1976; Gates, 1978; Reznick and
Richman, 1976); and b) the assumption that rule bias may
be instilled and/or modified via explicit rule tralning,
with effects upon subsequent RL performance (Bourne, 1970;
Bourne and.Guy, 1968a; Bower, 1971l; Guy, 1969; Haygood and
Bourne, 1965; Lee, 1968). The findings and theoretical
"implications for'each method in permitting an assessment
of the predictive ability of a modified Inference model,

are considered below.

' Preexperimental Rule Blag With regard to:ihe observed

frequencies of preexperinental bias types, the present

findings (shown in Table 8)- were comparable to those of
92
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Dominowski and Wetherick (1976), Gates (i9?8)§ianﬁ.Rézhick
and Richman (1976), in that a substantlal proportlgn of .
naive RL subjects demonstrated elther conjunctiva, 1nc1usive
disjunctive, or affirmative blases. - Howeyer,-almqst no
effects of preexperimental rule bias upon‘%he-rule difficulty
Hierarchy were obsérved.. As shown in Table 9, the only '
suggestion of a possible‘differentlal effect of preexperi—
mental bias was found for conjunctive biased subiects who,
.ip contrast to other-biased subjgcts, required significantly
fewer trials and errors to crithion in the conjunction
than in the inclusive disjunction RL problem. Also, very
,—\\~limited effects of preexperimental bias upon the ease of
learning a particular rule were obserVed,'as shown in Table 10.
Only within the conjunction and inclusive disjunction rules
were any differences found. Tﬁe stropgest support for the
view that prééxperimental rule bias affects RL performance
came from an-examination: of the relative difficulty of truth
table stimilus classes within each rule., As shown in Table .
11, different error patterns were observed within both the
conjunction and inclusive disjunction rules, and further
were in agreement with Inference model predictions modified
with respect to conjunctive, disjunctive, affi;mative (first
' dimension), and affirmative (second dimension) biases. Not
so, however, within the conditional and biconditional rules

where, regardless of rule bias, error patterns conformed to

predictions of the unmodified, conjunctive biased Inference

-
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model. As diécﬁssed below, the present findings concerning

) preéxperimental rﬁie bias| may be interpréted.in.various- ™

ways. Regardless of intérﬁretat;on, however; since so

few differences in RL performance attributable to preexpéri—

mental bias were observed it must be cohcluded that the |

proéedu;e of differentiating.betWeen subjects on the basis

of their inferred preexpdrimental rule bias did not provide .

an appropriate test of predictlons of the modified.Inférenc
model. | ‘
| One possibility is the position offered by Reznick and
Richman (1976), thaﬁ pegple indeed possess different preexperi-
mental rule biases tﬁat affect RL performance, as reflected
especially in the present study by the different truth table
class error patterns within the conjunction and inclusive
disjunction rules, and somewhat by the very limited differences'
with respect to rule difficulty hierarchy and within-rule |
solution diffidulty, JIf this 1is the case; serious diffic-
ulties are posed for the Inference model (Bourne, l97#;

Salatas and Bourne, 197%) in terms of its validity in
accounting for the behaviour of naivg RL subjects. Reznick

and Richman's position suggests that the difficulty of
solving'a particular RL problem, and hence the overall:

rule difficulty order, is not a consequence.of subjects!t
conjunctive biased inference operations, but rather depends
upon the relative proportions of preexperlmental rule

" biases held by subjects solving the particular rule. Now,
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‘one ‘cghld argue that some'facéor-of-condttionel and bicond-
1tional\relationships, such as their umatural assignme%?r’“‘
of FF stimili to the same (positive) response category '
as TT/instances, disrupted and hence foréed the stbjects
to abandon their ifittial rule bias in favour of a conjunctive
| strategy, thereby masking the effect of preexperlmental

bias ini}hese rules. If this were so, differences in the
‘conditional or biconditional rules would hot be expected
to be observed, as was found for all measures in the present
study, and also in the Reznick and Richman (1976) experiment
for within-rule difficulty effects. Such an interpretation
would, however, necessitate the consideration of preexperi- |
mental rule bias as a relevant variable in RL experimentsy
at least with the- conjunction and inclusive disjunction -
rules, or more generally perhaps for rules that do not
require the unfamiliar or unnatural asg{gqpent of TT anQ.FF

instances to the same response categorye.

" An alternative explanation of the present findings seems .

equally plausible. The suggestion is similar to that

above, in that obserVed differences in RL performance as

a function of preexperimental rule bias would only be
expected to emerge for rules that are easily solved by
subjects, such as the conjunction and ineclusive disjunction
rules of the present experiment. Howe%er, rather than
attributing the lack of observed preexperimental bias effects
in the conditional and biconditional rules to some masking
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effect, it could be argued that the present findings of

" any differences in RL perfofmance as a function of preexp- |

‘erimental bias did not - reflect a real differential effect,
.but rather were artifacts of the extreme ease with which

most subjects solved the conjunction enduincluslvg disjunec-.. ..

tion rules. Examination of the error scores for subjects
who-soited the conjunction and inclusive disjurtction RL
problems in Stage I (shown in Appendix D) indicates that
a floor effect existed for these rules., That is, 32 of
the.ho-subjects who solved the conjunction RL problem

made no more than one.errorfper truth table stimilus class,

and 33 of the subjects made e total of two or fewer e%ro:s.

0f the %0 subjects who solved the disjunction RL proﬁlem,
' 33 made no more than one error per truth table class, and

34 of the subjects made m total of two or fewer errors.

The floor effect for these rules‘indicates that the majority

of subjects, regardless\of inferred preexperimental bias

- type, were able to attend to the feedback as to correct:
category assignment of stimuli with a minimum of aifficulty.

- Thus, tpreexperimental rule bias' did not impose any part-

icular'difficulty_upon solving the conjunction or inclusive -

disjunction RL problems-in terms of any sort of per;istent
responding, Rather, observed differences in RL performance
‘that were attributed to preexperimental rule blas were .
esimply the consequence of the fact that soge subgects \

made no errors whatsoever, while others made a small number

e a
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of errors before responding perfectly. For example, the _

i

different truth table error - patterns Qbserved within the, ~.-:‘“*f’fﬁ'ff

_ ‘_hconjunction and Jinclusive. disjunctlon rules according to N Tw;_mﬁ .

o _preexperlmental blas, did not reflect real dlfflculty?;ltﬁ N e
| the rules; rather, a relatively high 'mean.percentage of ;”fp--F‘_’ﬂ_

total errors' value for (a) particular truth table class(

tended to make error before responding perfectly. It -
SEowld be pointed out that this interpretation also accounts
- for. the. findings of Reznick and Richman. (1976) regarding |
_significant preexperimental rule bias effects only within
‘the conjunctlon and dlsaunction rules, and not within the

conditional or bicondltlonal rules —-Reznick and Richman

found a floor effect for the coQ;unctlon and inclusive

disjunction rules, as did the present experimept,

' ‘The above explanation.of‘significant preexperimental

rule bias effects, in the present study and in Reznick and
Richmants (1976) experiment, as artifactsrof a floor effect, -

suggests that 'preexperimental rule‘bias' need not be

considered as an important or relevant variable in RL

research. However, one is 1left with the problem of ‘account-

ing for the present and other experimental findings

(Dominowski and'Wetherick, 19763 Gates, 1978 Reznick and
 Richman, 1976) of predominantlyhexpressed rule strategies

‘in the initial classification of stimll —-namely, conJunctive,l

inclusive disjunctive, and affirative strategies. In this
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regard, Bourne_(ciﬁéd 1h.nominowsk; and Wetherick, 1976)
has offered a pasition which nay obviate Reznick and.
RIchman!é (1976) contention that éubjects differ inAtheir‘
preexpérimental ruie biases.-quqﬁné has suggested that »
in an initial CIassificatibn test, the occurrence of . -
‘frequently“éxpressed rule typgs other than the conjunctive
may be expi;ined as a résponse {0 a demand characteristic
of the classification test whlch.would not be important
once the subjects began receiving (or more importantly
attending to) category information for stimuli. It cam
be seen in Table 2 fat with three attributes pér stimzlus
dimension, as in the resent study and those of Dominowski
and Wetherick (1976), Gates (1978), and Reznick and
Richman (1976), the conjunction rule generates a 1:8 _
split of positive and negétive instances, while ﬁhe inclus-
ive disjunction rule generates a\&:4 split of positive and
negative instances. An affirmation riie generates a 3: 6

- split of pésitive/negative instances. Bourne has suggested

that subjects, having received a description of the stimulus

population and categorization task, in the absence of

conflicting category feedback information, might initially
feel constrained to assign roughly equal mmbers of stfﬁu;i
to the positive.and negative response categories. Conse-
quently, without posséssing a fOrmaijstrategy fof these
‘rules, subjects would initially tend to sort disjunctively
‘or even affirmatively, rather than conjunctively.

2
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 Sawyer's (1972) findings, which were mentioned in an -
‘earlier chapter, of a ‘strong tendency for his sﬂbjects-to
’respond in an affirmativé manner, could also be explained
in terms of the above account i.e. 2s a Tesponse to demand’

 character1stics of the &3v5;/>8awyer used a smmple populatioﬁ

‘of four stimmli Varying on two bi-leveled dimensions, result-
ing in = 1: 1:1%:1 distribution across the truth table stimulus.

classes. According to Bourne s interpretation, Sawyer s
(1972) subjects would have felt constrained to aseign equai'
numbers of stimuli to the two response categories, thereby _
'tending to respoed-in an affirmetige manner so as to achieve
an even (2:2) split, rather than categorizing conjunctively
or disjunctlvely, which would have generated a l: 3 or 3:1
split, respectively. X

Bome support for Bourne's position 1s provided by
studles involving unfeinforced sﬁimulﬁs-sorting tasks (eg.
Imai, 1966), which indicate that subjegze,demonstrate a
preference for rumerical balance of stimili to categoriese.
Eowever, Imai's subjects were aware, at the outset of the
task, of the fumber of stimadi (12) to be sorted. , It seems
to the present author that a prerequisitp fo:'the assumption’
of sorting solely on the basls of a numerical balance tend-
eecyl is that the\subjects have at least implicit'knowledge
of the number of stimuli to be sorted. In none qf the

above-mentioned RL studies_were the subjects 1nfermed.as

‘to the stimulus population size prior to the RL task, wa,‘

o
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l_it is possible Ln Sawyer 8 (1972) experiment, with stimili
Varying on.only two bi-valued dimensions, and 1dfgogiﬁbwski

.and Wetherickﬁs (1976) ‘study, in which the stimull varied
on only twe tri—valued dimens1ons, that the subjects were
© ablé ‘ta deduce the population sizes of four and nime stimli,
respectively, from the stlmulus descriptions given prior to
the task. H0wever, it seems much less like1y3 with more
comp;ex stimius populations vary on either three (the
present'study; Gates, 1978) or four (Reznick and Richman,
1976) tri-valued dimensions, that naive subjects would have
been able to deduce the population sizes of 27 or 81,
-respectively, and then proceed to respond so as to achieve
a roughly eVen,split of stimuli to response categories,
solely on.the basis of a numerical balance tendency. It is
therefore questlonable whether s 'numerical balance tendency!
hypothesis prov1des a complete explanation of the predomin—
antly expressed initial rule strategies.
Thus, the following explanation seems reasonable.

‘Rather than. concluding, as did Reznick and Richmen (1976),
that a subject's initial classification of stimull indicates
an actual bias or 'set' for a particular rule strategy, it
is possible that frequent demonstrations of disjunctive and
afﬂirmative strategles in the various preexperimental bias
assessment procedures simply reflect the fact that subjects
are somewhat familiar with these strategies in addition to
the conjunctive, as they begin the RL task. Indirect support
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| for this view is provided in two ways: first, from the
universal RL finding, as in the present experiment, that
the nerformance of nalve subjects on a conjunction RL pron- ‘
lem is not. perfect (Bourne, 1970; Bourne and Guy, 1968a,b;
. Gates, 1978- ‘Haygood and Bourne, 1965, Neumann, 19743
Heznick and Richman, 1976; Salatas and Bourne, 1974) -
subjects make some errors, in the main on TF and FT instances,
reflecting the present suggestion that some subjects may
initially begin responding in a disjunctive or affirmative
manner, but with feedback.quickly shift their pattern of
responding consistent with a conjuﬁctive strategy,'and second,
from the present subjects' ability to verballze relationships:
(summarized in Table 16), where, dver all conditions‘of the
present study3 subjects were equally able to verhalize the
conjunctive and inclusive disjunetive rules.

Now, the statement that naive RL subjects may'be famil-
iar with disjunctive and affirmative strategles in addition
to the conjunctive, suggests that Ri problems based on these
rules should be solved with equal facility. As was reported
earlier, though,, this is usually not the case, the typiecal

bidimensional RL finding belng that the inclusive disjunction
| rule is somewhat more difficult than the conjunction rule,
in terms of trials and errors to criterion. Howevery the
reason for this difference may be due to the fact that RL
~ subjects are typlically constrained to adopt a conjunctive

strategy as a consequence of the demand characteristics of

L@
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most RL tasks. That is, it is likely that the structure
of typical RL situaticns, by such features as instructional

tset!, task difficulty i.e. stimulus composition, rule

complexity, acts to restrict the initial utilization of

strategles other than the conjunctive with which sqpaects/’\
may be familiar, at the same time enhancing the probability
of initial utilization of a conjupctive strategy. The
implications of this position for the overall Problem 1

rile difficultj hierarchy-cbserved in the present experiment,
will be discussed in a later sectiéb It will simply be
pointed out here that although the present position questions

the validity of the statement that naive subjects are pre-

dominantly familiar only with a conjunctive strategy (Bourf;f
197h Salatas and Bourne, 1974), no difficulties are posed
for the practical application of the Inference model in
accounting for RL behaviour. The precent position supborts,
for practical purposes, the central assumption underlying
the 1nfercnce operations of the model that naive subjects
employ a conjunctiVe strategy, yet it admits- the possibility
that people may be familiar with other strategies as well.
Effects of Rule Practice A methodologicel aim of the

Stage I RL problem was to establish a solution bias or !'set!
for the particular bidimensional. rule solved in Problem 1,
with the Stage II rule conditions‘permitting assessment of-
the effccts of either same- or different-rule practice upon
subsequent RL performance. As seen in Tables 13, 14, and 15,
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constderable-differencés 1ﬁ'the rule dffficult§ hierarchles,
within-rule solution difficulty, and within-rule relative
difficulties of truth,?gbie'classes, as a functionldf'prior
rule practice, were ob§e§$E&; - Therefore, it may be concluded :
~—that the aim of altering or instilling response tendencies
via rule practice was successful, at least to-a degree.
Now, compariéun of the pre;ent findings (sﬁmmar;Zed in
Tables 13, 1%, and 15) with the modified Inference model
~ prédictions (summarizéd-in.Tables,h, 5y and 7, respeétively)
‘_ certainiy do not indicate an overwhelming'degree of corres-
pondence, Howéver, a nmumber of apparent trends in the present

. data permitted a tentative evaluation 6f the predictive

ability of the Infefence model when modified to take

acpbuﬁt various rule biasés. The following tfends,
revealed by inspection of the log(xﬁl).transformegfcell
totals data (shown in Appendix F), were entirelfjconsistent_
" with predictions. ' "

T

e,

Rule difffculty hierarchy: - Following practice with
the conjunction rule, the trend for rule difficulty, for

both the tri d errors data, was conjunction.easier

than inclusive djsjunction easier than conditional easler
than bicondit¥onal, although as shown in Table 13 the trials
and erro¥s differences ﬁetween the conditlonal and blcondit-
ional rules were not statistically significant.

~ Following practice with the inclusive disjunction rule,
the rule difffculty trend, for both the trials and errors
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idata,‘was inclusive disjunction easier'than.conjunction
.easier than biconditional easler: than conditional. Again
hnwever, the trials and errors differences between the
. biconditional'and con&itlonal rules were not statisticallf"
51gnificant as shown in Table 13.

' Withinrrule solution dlfficulty Within. the conditional
rule, the trend for rule practice effects, for both the
trials and errors data, was conditional ‘practice better
than biconditional practice better'bhan:inclusive disjunctive
practice equal to conjunctive ﬁractice, although only‘%he
trials and errors differences between: gonditional and other-
rule practice were statistically significant, as shown in
Table 1l | |

‘Within the biconditibnel rule, the trend for rule .
practice effects, for both the trials and errors deta,
was biconditional practice.better than conditional practice
bettereﬁhan disjunctive praetice better than conjunctive
practice, although as ehown in Table 14, only the trials
and errors differences between biconditional and other-rule
practice were statistically significanf. As.a point of
comparison, Bourne and Guy (1968a) also found that bicond-
1tional RL performénce was facilitated more by conditional
practice than by incluslve disjunctive practice, and least
by conjunctive practice, although as in the present study
the trend was not statistically significant.

Relative truth table class difficulty: The following

-~
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~ error patierns (shown in Table 15) were consistént with
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_prédictions: for conjunctive-practiced subjects, in the

‘conjunction, inclusive disjunction, conditional, and bicond- '

itional rules; for disjunctive-practiced subjects, within
the cénjungtion and inclusive disjhnctionrruies;‘for f
chditional-practiced subjectg, only in the conjunctton
rule; and for biconditional-practiced subjects, within the
conjunction and conditional rules. |

Failure to Establish Solutfon Bias. While the above trends

are taken as'providﬂng'tentative sﬁpport for predictions
derived from the modifiéd Inference model, 1t was also
.evident thét‘ a number of trends'in the presen{: data were .
not cohisistent with predictions. However, the failure of .’
some trends to conform to predictions may be explaiﬁed by

the fact that the methodblbgical aim was not entirely

successful; that is, although résponse patterns were clearly

altered via rule training, one-problem practice with the

-~

inclusive disjunction, conditional, or biconditionalwrﬁles

was not sufficient to establish a solution bias for that rule.

Conditional and biconditional practice: A number of
features in the present data indicate that nelther a cond-
itional nor a biconditional solution bias was achieved via
one-problem practice. First, only a small pércentage of
conditional or biconditional-practiced subjects, 18 and 20
percent over all conditions, responded in a conditional or

biconditional manner as they began the second RL problem.

-

- e -
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',Conjointly, as shown in Figures 4 and 5, although subjects

who. solved two conditional or two biconditional RL problems
demonstrated considerable improvement from Problem X to
'Problem 2, the majorityiof subjects In each condition still
made errors on the second problem. Furthetg the tfuth table
class error patterns exhibited by subaects following same-""
rule practice, for both the conditlonal and biconditional
rule conditions (shown in Table 15), indicate that the |
-withineclass transfer, from Problem 1 to Problem 2, was

not equal, that 1sy conditional—practiced subjects had the
least difficulty with FT instances on the second\cgnditional
RL problem, while bicbnditional-practiced subjects had the
least difficulty with TT instances on the second biconditional
\problem. These latter findings suggest that the elements or
inference operations consistent with the particular strategy
were not all equally avallable to the respective-practiced °
subjects, in spite of having earlier achieved a level of
errorless performance with the rule, Lastly, the lack of

a conditional or biconditionsl solution bias was especially

: evidentain the relative ability of the subjects to solve

RL problems based on rules not initially experienced in
the ,RL situation. For example, Figures 6 and 7 show that
conditional and hiconditional-practiced subjects had
considerably less difficulty in solving the Stage II

-conjunction or inclusiVe disjunction RL problems than: did

conjunctive or disjunctive-practiced subjects in solving
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Stage II conditional and hiconditional RL problems. This
pattern was’ reflected 1n the number of errors made on the - [
FF stimilus classou-aconditional and biconditional—practiced |
lsubjects made an averagelof~only 2.35 errors on the FF
éiasslin the conjunctioh and disjunction problems, while \\“//
cénjuncfive and disjunctiVE—pfapticed subjects made an
tverage of 14.35 FF class errors in the condiﬁional and -
biconditionm=l probleﬁs. These findings suggest several
-things: a) that in the absence of explicit training to fhe
contrary, subjects show a strong tendency to‘gssign FF
stimili to the negative category (Bourne, 1974; Salatas
-and Bourne, 1974), b) that in spite of explicit training
to the contrary, conditional and biconditional-practiced
 subjects were familiar with the possibility that FF stimuli
may be assigned to the negatiﬁe response category, and c)
that conditional an& biconditional-practiced subjects were
. able to readily'abandon:thezp§rticular conflicting elements
of their strategy in favour of inference operations consistent
f. with conjunctive or inclusive disjunctlve strategies.
| Consequently, the predicted rule difficulfy hierarchies
following'conéitional or biconditional rule practice, and
the predicted within-rule solution difficulty orders for
the conjunction and inclusive disjunction rules, were not
observed in the present study, as shown in Tables 13 and 1k,
Now, having pointed out that a conditional or bicond-
itional solution biﬁs was not achieved, is not to deny that

—,




subjects were familiar with ﬁhése'strategies.as E‘bonsequehcel
of'training. For ‘example, examination of the raw data :-
 scores revealed that: elght of the conditionsl-practiced
subjécts sofﬁed the second‘conditional RL problem with the
_1ogically minimal amount of information i.e. making no

more than one error per truth table class, while six of the
10 bicon tional-practiced subjects solved. the second .
~biconditional RL problem with the logically minimal amount

~ of information. The point to be ewphasized, though, is
similar to.that made in an earlier-sectionﬁ that familiarily
with a rule strategy does not necessarily imply'a solﬁtion
“bilas for that rule.

| Inclusive disjunctlve practice: That one-problem -

- "practice with'the_inclusive.disjunction.rule was not sufflc-
ient to establish a solution bias;for the rule, is not as
readily aﬁpafént from the data as for the conditional anﬁ

*. biconditional rules. That is, a majority of subjects, 68
percent over all conditions, who solved the disjunction
rule in Problem 1, responded in a disjunctive manmer during
the initial stages of Problem 2. Further, virtually error-
less performance was achieved by disaunctive-practiced
subjects on the second diSJunction RL problem, However,

as shown in Tab;e 15, @isjunctive—practiced subjects |
extitbited error patterns on. the Problem 2 conditionsl and

- biconditional RL problems that wére consistent with thése

of conjunctive biased subjects, according to Inference model
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ﬁre@ictions& -This latter findiﬁg points to the suggestion

that‘disjunctivé—practiced subjects did hoﬁ possess an

actusl solution bias-or"sgt' forlthe.inclusrve diéjunction_

ruie,'inlspite of the fact thattﬁgv vere familiar with.

and tended to extibit initial respons_é tendencies consis%e\rr\t\"

with a dis;unctive strategy. Faced with a difficﬁlt \

‘-relétionship, namely‘the‘conditional or biconditional rules

which require'the ﬁnfamiliar assignment of FF gtimili to

the'positivé response category, the overall error patterns

suggest that the subjects abandoned the disjunctive .strategy

in favour of conjunctive biased inference operations. |

<Presumab1y though, disjunctive practice, iIn pointing out

or reinforecing the possibility that TF énleT instances

may belong In a different categdry than: ¥F instances, alded

the subjects! performance to the ext%Pt that other trends

in the data were consisten£ with predictions i,e, . the trend,

. following disjunctive practice, for the biconditfonal rule

to be less difficult than the conditional rule; and the

trend for disjunctive practiée to be more beneficlal than

conjunctive practice in: solving the biconditional RL prohlem.
Conjunctive practice: In contrast to the above, all

pertinent aspects of tgg.preseht data correspond to the

- éﬁggestion.that bonjunctive-pradticed subjects possessed

a cpnjunctive solufionfbias. ‘First, a majority of subjects

who solved the conjunction rule in Problem 1, 78 percent

over all conditions, demonstrated a conjunctive strategy
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during the initial stages of Problem 2. Further, as sho
in Figures 4 and 5, virtually errorlees'performance was
achieved by con;unctive—practiced subjects on the second

conaunction RL problem. Flnally3 the ‘error patterns

exhibited by conjunctive—practiced subjects confd&med to
Inference model predictions for each of the four primary
bidimensional rule conditions, as. shown in Table 15. Taken
together, the above findings suggest a solution bias for
the conjunction rule, either as a consequence of one~problem
practice and/or coupled with the fact that the subjects
'already'possessed strong tendencies to respond in a conjun-
tive manner;prio:-to entering the ex@eqimental situation
_(Bourne, 197K; Salatas and Bourne, 1974). |
Limitations ﬁ Rule Practice. In spite of the above indic-
ations,that one-problem practice was not sufficient to.
establish a solution bias for rules other than. the conjune—
tiong 1t was clearly evident that rule training was success—

4

ful in altering, at least to some degree, the subjects! fi
response tendencies, Further experiments along this line\
would entail increasing the number of RL problems based on
the same rule prior to the transfer task, the intent of
training being to strengthen response tendencles consistent
with the practiced rule strategyfwhile at the same time
minimizing the likelihood that subjects revert to preexisting
or more familiar inference‘operations. Alternatively, as '

suggested by Bourne (1974),75uh3ehts might receive training
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S0 as to enhance or- change individual inference operations, w‘ .

rather than the procedure employed in the present study of

) training with entire rule strategies. -

However, there may bé limitations ag’ to the effective—
ness of the .above methodologies in providing an adequate
test of ‘the modified Inference model. As. explained at

some length 1n an earlier chapter, extensive training,

.either'with Tules or with individual inference operations,

might be expected to result in therdevelopment of topen
ended? inferenceloperations (Bourne, 197%); or, phrased
differently, subjects may become aware of all possible

inference operations.associated-with the-various rule -
strategles, to the degree.that the rule learning taSk

vould simply be one of rule fdentification. Further, there
may well be an interaction.effect in the development of

V-

open ended inference operations. Training on difficult -

‘Tules — rules which inform subjects as to unnatural or

previously unknown inference operations, might accelerate
the acquisition of open ended inferences in comparison to

training on more simple rules. <l

Comparison of Modification Procedures. It will be recalledt

that the present findings regarding 'preexperimental rule
bias'! were not averly supportive of Beznick and Richman's
(1976) contention that naive RL subjects may operate with

rule biases other than the conjunctive. ,At the same time,

the eSSential lack of differences in RL, performance attrib-

-
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utable to preexperimental bias also precluded 8 comparisoni;'
of the manner°in ‘which Reznick and Richman.suggested the
Inference—model should be modified to take into account

_ various rule biases, versus the manner employed in. the
present experiment. It was felt that trends apparent in

the data as a function of explieit rule trainlng, were
.sufficient to permit a tentative comparison of the modifi-
cation procedures. | ' ' -

The diffenence'in interpretation,lies w1th inference
operation (C). ‘As stated in an earlier. chapter, inferenceb
(€) of the wmodffled Inference model (Bourne, 1974) "
suggests that subjects make same/different judgements,
with the eategory assignment of FF inStances as the functional
referent, to determine the response‘category to. which they
will assign stimili 1ack1ng one or the other relevant
attribute f.e. TF and FT instances. In the pnesent experi~
ment, modifications of inferences necessary to represent
. varlous rule biases were conslstent with this assumption,
as shown in Table 3. S |

On the other hand, Reznick and ‘Riezman'e (1976)
 interpretation of inference (C) suggests that subjects
assign TF and FT instances directly to response category,
'thereby gating the relational aspect cf'TF and FT stimadi
with the FF class.s Thls difference in interpretation gives
rise to. different predictions SHom the model 1is modified

with respect to various rule blases. With regard to the

-
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Stage II rule conditions of the present study, the compar-

‘able differences in predictlons are as follows. Reznick .
" and Richmnn}s'1ntcrpietation.predicts.that: a) fon conjunc~ =
tive blased subjects, the biconditional rule should be
less difficult than the conditionol rule; b) disjunctive
‘biased subjects should'havé~gfeafer.difficulty with the
biconditional rule than with the conditional fule; c) c_on.-'I
junctive biased subjects should hEVe‘particular difficulty
vith the FT and FF stimilus classes in the conditional rule,
'-and should have partimzlar difflculty only with the FF
class 1n the biconditional rul hough Reznick and
Riclman did not consider-these predictions in their modifi-
rcation scheme), d) disjunctive biased, subjects should have
particular difflculty with the TF and FT classes in the-
conditional rule, and particular difficulty with the TF,
FT, and FF classes in the biconditional r&i; (although
again Reznick_and Richman did not consider these features
~in their modification scheme); and e) conjunctiVe bias
should be more beneficial than disjunctive bilas in solving
a bicondft{onal RL problem.

Ncw, the only. trend in the p;csent data that supported
Reznick end Richman's interpretation was for (d), the |
observed error patterns of disjunctive-practiced subjects
in the conditional, and biconditlonal rulcs.(shown in Table
15). waever; it has alrcady been suggeéted that these

error patterns simply reflect the methodological failure

»
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of  one-problen precticewto:establish a.soluiion bias for

the inclusive disjunction rules ALl in'all,'where peints
jﬁmﬂ_ggpparison.were possible, the present findings tend to

support the modiflcation.procedure employed in the present

experimenb, iat. the Inference model may be metffied to

take into account various rule biases in a manner that.
assumes the same sort of inference operations proposed by
 Bourne (1973 Salatas. and Bourne, 1974%), as is tentatively
suggested by the present findings, adds support to the
view 5 fhiat the inference ‘operatlons proposed by Bourne may
ctually-reflect»the ways in which subjects approach and
attempt to solve a RL. problem. )
' Overall Problem 1 Rule Difficulty ovder It was mentioned

in an. earllier chapter that the typicelly'reported hierarchy

» of rule difficulty in RL experiments, as measured by trials

and errors to criterion, ‘is conjunction, inclusive disjunc-

1.tion, conditionaly and biconditional, in increasing order
of difficultyg, In the present study, however, the observed
rule difficulty order was conjuhétion.equal ta inclﬁs;ve :
disjunction easier than conditional equal: to.biconditionals
The d;screpancy‘between.the present findings and those |
typically found.in RL experiments may be acceunted for by

several factors.

Conjunction and inclusive disjunction RL aifficulty:
I
Tt will be recalled that a floor effect for both the con-

junction an&‘inclusive disjunction rules obscured any between—

ot
ol
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rile. difficulty differences. That is, the majority of

‘subjects in each rule condition were able to solve the

problem with a minimm of difficulty, in spite of initial
tendencies to respond in either a conjunctive, disjunctive,

or affirmative fashion. Now, the p051tion.was offered that
naive RL subjects are familiar with the above e#stretegies,

yet are constrained by the format or structure of vpical
RL. experiments to predominantly adopt a conjunctive\solution
strategy. An implication of this position is that it may
be necessary to structure RL task.conditicns so as to promote
the predomfnant utilization of a conjunctive strategy, and |

hence to produce rule difficulty differences for relation~

" ships with which subjects are familiar, Consequent1y3 the

observed lack of difficulty differences between the conjunc-
tion and inclusive disjunction rules in the present study,
suggests that the subjects In. these Tule conditions were

'not constrained by the present experimental situation to

primarily adopt a conjunctive strategy.

‘One way of increasing the likelihood that RL subjects
will attempt to map a conjunctive solﬁtion, would seem to
be in. terms of the complexity.or difficulty of the rule to
be solved, As discussed earlier, the error patterns exhib-
ited by subjects on the Problem 1 conditional and bicondit-
i;nal RL problems were consistent with those of a conjunctiva
bias, regardless of initial response patterns._ Further,

in spite of explicit training with the inclusive disjunction
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relationship, subjects exhibited error patterns on the

" Problem 2 conditional and biconditional RL problems which

~were also-consistent with a conjunctive bias. These findings

suggest that upon encountering a difficult or unkmown .
relationship, subjects fend'tO'revert to a conjunctive

strategy in spite of familiarity with other relationships,

_either: - a) because the conjunctive strategy is the one

|' that is most £ liar, or b) quite independent of the notion

of rélative fam{1iArity, because a conjunctive strategy
provides the most simple way of partitioning the stimulus °
population into positive.and negative resﬁonse categories.
That is, subjects solving a con@;tional.ongbiconditional
RL problem quickly learn that the only aspect of the situat-
lon which is-entirély consistent with prior expectations,
is thét TT instances'belong in. the positive categorye.
Consequently, the éhoption of conjunctive inference_opérat-
ions may simply provide the least confusing strategy with
which to begin to learn the correct category assignment of
TF, FT, and FF instances. Nonetheless, the suggestion is
that the greate: the task;difficulty, the greater the 1ike-‘
1ihood that subjects will adopt a conjunctive strategy.
Another way of increasing task difficulty is in terms -
of complexity of the stimulus population. Beglnning with

the Haygood and Bourne (1965) study, the majority of RL

experiments have employed stimii varying on four tri-valued
dimensions, with two relevant and two irrelevant dimensions.

I
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waever, it will be recalled that the. 5ti in the ﬁresent p §
study'varied on: only three tri-valued dim Ions, with two |
relevant and only one irrelevant.dimension; Numerous - {
‘researchers have shown that conceptual performance worsens
" with the number of-irrelevant.dimeﬁsions (eg. Battig and
Bourne, 1961; Bourne and Blmderson; 1963; Bower and ﬁin‘g,
1967; Overstreet and Dunham, 1969; Walker and Bourne, 1961).
Therefore, usé of the more complex stimulus population 1.0
two irrelevant dimensions,‘might have raised the overagll
level of task difficulty in. the present study to the point
 where naive subjects would have felt constrained to adopt
a conjunctive strategy,”the;eby resulting‘in.the typical
rule difficulﬁy differences between the conjunction and
"~ Inclusive disjunction RL problems.
Another'possibility is that the subjects in many RL
experiments may be 1set! Or constrained to respond conjumc-
tively as.a consequence of instructions-given prior to the
task proper, %s will hecoge apparent in a laster section
regarding conditional and biconditional rule difficulty,
RL experiments sgmetimes vary conslderably in terms of
instructional content, while still adhering to the RL
paradigm de;pribed by Haygood and Bourne. (1965).
Conversely though, it is possible that some feature
in the present instructions, for example the frediient use
of and,or (see Appendix c), may havé tsensitized!? subaects
.as to the possibility of strategies other than the conjunc-
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tiXe which would otherwise have remained either totally
or nelatively unavailable, thereby obscuring cnjunction

' and fnelusive disjunction rule a1fficulty differences.

If 504 it could be argued that the present experimental
conditions did not permit a2 proper examination.eé the
effects of preexperimental rule bias. That is, the same
factors (l.e. instrﬁctiqns) that acted to negate difficulty

différences'between the Prob ion and inclusive

experimental rule bias effects. Now, the apprppriate test
of the above argument would involve structuri

task conditions so as to result in significant

tions and/or stimulus complexity. According to the Reznick

possess Tule biases other th
and between-rule differences in solution diffidﬁlty as

a function ofﬁg?eexperimental_bias should persist, and
fu7€her would be expected to be more apparent than in the,
lprésent study. "According to phe present position, however,
the same factors that produce rule difficulty differences
between conjunction and inclusive disjunction RL problems
should at the same time constrain the initial utilization
of & conjunctive strategy, thereby minimizing or negating
any'préexperimental rule fbias' effects.

N

e conjunctlive, within-- {\
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Conditionsl and bicondftional RL Qifficultys Although
‘no significant differences were found between the Problem |
1 conditional and biconditionaI ng}es in terms of trieis“.
‘\Pr,errers.to criterion, three timee as many subjects failedi
to solve the biconditional as‘compered.to the conditional
rule. This finding clearly suggests that the biconditional
was mone difficult, or unnatural-for subjects than the
conditionsl relationship. Indirect support for this view
was provided by the post-experiment verbalizations of the

subjects (summarized in Table 26), where over all conditions,

the conditional relationship wAs correctly verbaliied
approximately half of the times 1t was solved while the

"hiconditional rule was correctlj\‘v‘erbal_ized only a third o
of the time :t was solved. Proceduial differenees between
the present study and other RL etperiments may account for
the high number of nonsolvers, and hence for the lack of
observed trials and errors gifferences between the condlit-
ion;l and biconditionsl RL problenms.

Some RL studies report-having provided truth table _
pretraining prior to the task proper (Bourne and Guy, 1968b;
Guy, 1969; Neumann, 1973 Salatas and Bourne, 1974). Truth
table pretraining, either by instructlons to do so or by
explicit tasks eg. card sorting, has been shown to facili~
tate RL performance (Dodd, Kinsman, Klipp, and Bourne, 1971;
Lee, 1968). Some'gL studies have also provided examples

of simple class concepts, such as the affirmation or con-

s
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‘junction relationships, during instruetions to subjects
(Haygood and Bourre, 1965; Neumsnm, 197%; Salatas and.
Bourne, l97h); Giving specific rale examnles might: a)

o strengthen or alter subjects' response tendencles, with
subsequent confounding transfer effects upon RL performances
and/or h) prov1de, in,effect, implicit truth table training
prior to the task proper, tnereby raising the overall level
of performnnce. Consequenuiy the aboue_suudies report feﬁ,
if any, nonsoivers.‘

. Obviously, the subjectS'in.the present expegiment
received neither truth table training nor rule examples
prior to the Staée I RL problem, Such pracedures probably
would have reduced the overall level of task difficulty to
the extent that less effleient problem solvers became sol-
vers; with companﬁpiuely higher trials and errors scores,

r\\ thereby resulting in the usually observed difficulty order

" for conditional and biconditional relationships. In doing
S04 howe#er, Stage I of the present study would no longer
have permitted an examination of - the behaviour of naive
RL subjects. -

At the same time, however, ‘the above comments poini
to the major procedural flaw of the present experiment.
In order to examine the effects of training with.ilpartic-
ular rule upon subsequent RL performance, it was obviously
necessaﬁ?fto-replace those subjects who failed to solve
the Problem 1 rule. In fact, replacement of munsolvers

’/”7)
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is a common practice in RL eiperigenté (eg. ﬁaygood_and
Bourne, 19653 Neumann, 1974; Reznick and Richman, 19763
Salatas and Bourne, 1974). However, the unavoidable’
screening or selection of subjects on.the basis of their
ability to 591Velthe Stage I RL problem has 1mp119ations
for the intérpretation of ‘the Staée II results. As a conse-
quence of the screening procé@pre, it is likely that
conditional and especially biconﬂitional—practiced subjects
were more uniform in terms of problem solving ability in

comparison to conjunctive and disgunctive—practiced subaects,

all of whom tended to solve the problem with relatively
little diff;culty. That is, the‘subject populations in
the Stage II rule condltions were 1ikely to be more hetero-
geneous in conceptual prablem solving efficlency followihg
conjunctive or disjunéﬁi%e practice @ﬁan following condit-
\

The above difficwlty was partially cofitrolled for by
the random assignment of subjects to treatment coﬁditions.

Howevery; a more effective control proceduré'ﬁould have

- been, in conjunction with random assignment, to run the

subjects individually rather than the presgnt procedure of
Having subjects serve in groups of up to five pér session.
Alternatively, since running subjects in gfoups versus
individually is considerably more economical in terms of
time spent, 1t would have Dbeen possible to equate for the
problem solving ability of subjects on the basis of measures

\
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'witﬁ vhich this ability is likely highly correlated, such

as iﬁtelligence test scores or Grade Point Average (Lee,

1968). Therefore, the use of more effective control

procedures might have resulted in more conclusive or
statistically reliable trend differences in Stage II of
the present experiment, ‘

Summary ant Conclﬁsions The>present experiment was

designed to test the predictive ability of the Inference

model (Bourne, 197%; Salatas and Bourne, 1974) when modi-

fied to take into account rule biases other than the con~
junctlve. In order to test predictions derived from the
modified model, it is necessary to arrange the experimental
conditions such that the groups under consideration actually
differ with regard.to rule biases. However, the present

findings indicate that neither of the two eethods employed

‘in the present study i.e. 1) via inferred preexperimental

rule bias, and ii) via rule training, was entirely success-
ful in achieving this aim. Consequently, a defiiikive

test of the modified Inference model was nor possible, -
although the present findings &id permit a tentative exam-
ination of issues lmportant to the applicability of the
Inference model — namely, a) the necessity of modifying
the Inference model so as to better account.for the RL
behaviour of nalve SE?jeCts’ and b) the manner in which

the model might be modified so as to optimize its predict-

ive ability, given certain specifiable conditions.
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The necessity of modifying the Inference model was
addressed by the Stage 1 preexperimental bias procedure.
'_Clearly, differentation between subjects on the basis of
thelr initial response patterns did not provide an approp-
riate test of the modified Inference model.. Although the'
present findings were consistent with those of other bias
-assessment procedures (Dominowski and Wetherick, 19763
Gatess 19783 Reznick and Richman, 1976) in that subaects
tended to respond in either'a conjunctive, disjunctive,
or affirmative fashion, it was suggested that the few
. differences in RL performance could be reasonably accounted
for as artifacts of a floor effect for the conjunction:apd
{nelusive disjunction RL problems. -Thus, the present '
findings question;the basis of Reznick and Richman's (1976)
contention that initial response patterns exhibited by ‘
" subjects reflect individual differences in rule bias, and
by extension their contention that the predictive validity
of the Inference model would be increased 1f these differ-
ences were taken into account. That the subjects in the
present and Reznick and Richman (1976) study were able
to solve the conjunction and inclusive disjunction RL
problems with a minipum of difficulty, regardliess of
initial response pattern, does not seem to provide an
argument in favour of various rule blases, certainly not
in the sense of any persistent pattern of responding which
might be expected with a blas. Rather, the present results

-




may be better explained b& positilg thatlnaive subjects
are familiar with Various rule strategies.

At the same time, the present finﬂinbs question the
validity of the central assumption.underlying the Inference
model, that naive RL subaects necessarily possess a conjun-

" tive bias as a consequence of extra—experimentalrexperience.
'Clearly, the Inference model cannot account for RL behaviour
‘*in those occasional situations where conjunctioq and incius—
ive disjunction RL problems are both readily solved, as in
the present study and those of Gates (1978), Reznick and
Rictman (1976), and Reznick, Ketchum, and Bourne (1978).
The. suggestion is that the suitability of Inference model

in accounting for the RL behaviour of naive subjects 1s

situation-specific, depending upon such features as instruct-

ional 'sett, rule difficulty, task complexity. An obvious
implication for further research 15 that the various compon-
ents of the RL tas&\situation be systematicall? examined
for their role in determining the behaviour patterns exhib-
ited by naive RL subjects.

. Wﬁile the presegt preexperimental blas results did
' not support Reznick and Ricbman!e (1976)?contention that
the Inference model must necessarlly be modified to increase
its predictive validity, the essential lack of RL differences
attributablﬁito preexperimental bias also prevented an
examinationief tHe manner in which the Inference model

might best ‘be modified so as to maximize its predicftve
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‘validity in situatipns where,subjects do differ in tneir
'-rule biases. In this regard, the procedure of modifying

response tendencies via rule training was moderately

successful as a test of the modified model. A number of |

data trends were- in the predicted directipn, and were -
tentatively interpreted as indicating¢support for the . A '
view that the conjunctive biased inference operations ‘of

the Tnference model (Bourne, 1974; Salatas and Bourne, 1974)

may be readily modified or generalized to other rule biases

in a manner that assumes the same sorts of mental operatlons.
Acfually, the present ‘results were qnite encouraging to
this view, considering the procedural wealmesses of the -

present experimental design - namely, the methodological |

failure to establish solution-rule biases via one-problem

training, as’ well as the faile to adequately control for
| problem solving ability of tndalubjects. The present
findings suggest that improvements and entensions to the
rule training'procedure may offer a viable means qf
determining the limiting conditions of the mod.:.ﬂjed ‘In.fei'-‘-
ence model.

A In conclusion, although the present experiment did

not permit definitive statements regarding the validity
and utility of the Inference model as an explanation of
hthe nrocesses involved in conceptual rule learning, the
research possibilities and issues considered in the present

study clearly indicate that the area has by no means been *
fully explored.

e i dnena ot
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APPENDIX A

RELEVANT ATTRIBUTES AND STIMULUS SEQUENCES
FOR THE 16 EXPERIMENTAL CONDITIONS
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4

Conjunctive Rule(Probldd 1)

Conjunctive Rule(Problem 2)

1/2 Subiects

Problem 1
(yellow, triangle).

yellow stars
red triangles
yellow triangles

" red circle

. Yellow circles
red circles
blue cireles
blue triangle
red stars

- blue star

-red triangles
yellow circles
.yellow triangle.
red stars.
yellow stars
blue circle .
blue triangles
bluefstars

blue triangles
.yellow wn»mSmHmm
red star
yellow circle
blue stars

red circles
yellow sgtar .
red triangle
blue circles

.
e

3.
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Problem 2
(blue, star)

red circle

red stars

blue .circles
blue stars
yellow circles
blue triangles
vellow triangles
yvellow stars
yellow clrcles
yellow star
yvellow triangle
blue stars .
blue trlangle
red stars :
red clrcles

red triangles
blue triangles
red triangles
blue star

red star

vellow circle
blue circles
red circles
red trlangle
blue circle
vellow triangles
yellow stars

7
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Problem 1,
(blue, star)

- blue star

yellow star

red trizngles
blue circles
red ‘circles
yvellow circle
blue triangles
red stars
yvellow triangle
blue triangles
blue stars

red triangles
red stars
yellow circles
blue circle
red triangle
vellow trlangles
yellow starg
yellow circles
blue stars
yellow stars
blue circles
red clrcle

red star

yellow triangles
red circles
blue triangle

1/2 Subjects

Problem 2
(yellow, triangle)

blue triangles
yellow triangle
red stars
“yellow circles
blue circle
red clrcle
yellow star
red stars

red triangles
blue circles
red triangles
yellow trlangles
yellow clrcle
yellow stars
red circles
blue triangles
blue stars

red star
.yellow triangles
vellow clrecles
blue triangle
blue sgtar

blue stars

red triangle
red circles
yellow stars
blue circles

-
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stive Rule(Problem 1) = Diglunctive Rule(Problem 2)

: " 1/2 Subjects

Problem 1
. (red, circle)

yellow circles
red circle
red triangles
blue stars
" blue circles
yellow triangles
vellow star
red stars. .
blue triangle
red circles
%mHHoamMHHon
yellow triangles
red triangle
yellow stars
yellow triangle
- blue circles
yellow stars’
.red star
red stars
bluae triangles
red circles
blue circle

2 ue triangles

2 “ye2llow circles
3 blue stars

2 red triangles
1 blue star

o - R W TOW MW O

-

F M P ol o Hw

Problem 2
(blue, triangle)

blue triangles
blue stars - .
vellow triangle
yvellow circles
yellow circles
blue stars
yellow stars
red triangles
red star
blue circle
blue triangle
red stars
red triagle

red circles
yellow circle

- yellow trlangles
red circles
blue star-
blue triangles
vellow stars
red triangles
blue circles

- yellow triangles
‘red circle
red stars
blue circles
yvellow star

&
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-
nw

hS

" 'Problem 1 .
(blue, triangle)

yvellow clircle
blue star
blue triérigles
red triangles
blue stars
yellow circles
yvellow stars
vellow triangle
red circles
blue triangles
blue circles
. yellow trilangles
vellow stars
red circles
- vellow triangles
-red star
red circle
blue circle
red triangle
yellow circles
blue triangle
blue stars
red triangles
red stars
yvellow star
blue circles
red stars

1/2 Subjects- 2

WHWNNI—'NI\)UJFNHWHNHHUJLAJI-‘I\)I\)UJI\)UJHLU

. 23

Problem 2
(red, circle)

red circles

red star

yellow trlangles
vellow circles
yellow stars
vellow itriangles
blue circles
blue triangle
red stars

red triangles
blue circle

red clrcle

blue triamgles
yellow circle -
blue stars
yvellow star

red trlangles
blue star

blue circles
red circles
blue stars

red triangle
vellow stars
red stars

blue triangles -
vellow triangle
vellow clrcles
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Problem 1.
(blue, circle)

2 red st A
2 b ¢ircles

-1 red circle- -
" .1 _yellow circle

1 red triangle

.’ - 3.. red triangles.-

2 blue stars

3 yellow triangles
2 +vyellow triangles -

2 red ecircles

2 blue triangles
3 blue circles

1 yellow star

3 .blue stars

3 yellow stars

2 red trilangles
.2 vyellow circles
1 blue circle’

3 red stars

3 ~red cireles

1 blue triangle

1 yellow triangle

"1 blue star
2 yellow stars
1 red star:

'3 yellow circles

'3 blue triangles

1/2 Subjectsg

B &,.
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Problem 2

(red, triangle)
yellow triangle

yellow circles
red triangles
red circles
blue circle
bhlue stars

‘blue triangles

red stars

vellow circle
red stars.

blue circles

red triangle
yellow triangles
blue triangles

‘yellow stars

yellow sbtar -
rad circle
blue star

-yellow trlangles '

vellow stars
red circles
red triangles
blue circles
blue triangle

vellow circles

blue stars
red star

ta

4
'
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2

. Problem 1
(red, triangle)

dHﬁm opHonm
red clrcles

_yellow triangles
- red triangle

blue trlangles
vellow circle
blue stars

red star
yellow star
%W@ triangles

ellow triangles

red stars

blue star
yellow stars
vellow triangle
blue circles
red circles
yvellow circles
blue stars

red triangles
red circle
blue triangles
blue clrcle
yellow circles
red stars
yellow stars
bluetrizngle - -

-

) " 1/2 Subjects

Problem 2
(blue, circle)

red stars
blue circles
blue triangles
red circles
yellow stars .

- yellow triangle

blue star

red triangles
red clrcles

blue circles
red star

vellow circles
blue triengle
blue triangles .
yellow triangles
red stars
yellow clrcle:
red trilangles
red triangle

.red circle

blue circle
blue stars
yellow triangles
vellow star
vellow circles
yellow stars
blue stars
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. . 1/2 Subiects :
Problem 1 Prohlem 2
 (red, star) . (yellow, circle)

yellow &dmﬂ. ’ blue star
red stars red circles
red circle yellow circles

biue triangles
vellow circles
red triangles
yvellow triangle
blue star

blue circles
red star

red circles
blue stars
yellow triangles
vellow stars
blue clircle

red .triangle
yellow triangles
yellow circles

- yellow stars

%mwwosopunwo
red stars ‘
red triangles
red circles
"blue triangles
blue eireles

‘blue stars T

blue triangle

- ped “‘circle

yellow stars
yellow triangles
red star

red triangle
blue circles -
blue triangles
yellow stars
yvellow circle
red stars. .
blue circle
red stars

blue triangle
yellow triangle
red triangles
red circles
blue circles

blue stars

yvellow star
vellow circles
vellow triangles
blue stars

red triangles

blue trilangles

)

1
3
1
2
2
3
2
2
1
3
3
2
L
1
3
2
3
1
3
1

2
2
2
3
3
1

.H.

: wuodeE 1
(yellow, circle)

yellow circle
red circles
yellow, star

blue stars

red triangles .
vellow triangles
red stars

blue triangleg
blue circle *
yellow stars
yellow clrcles
red circles

red staxr

yvellow trilangle
blue. stars

.blue circles

red trlangles
blue triangle
blue circles
blue star
yellow circles
vellow friangles
vellow stars
blue triangles
red stars

red circle

red triangle

&
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1/2 Subjectg
Problem 2

(red, star)

red triangles
red star

yellow stars
yellow circles
red circles
yellow- triangle
blue triangles
yellow stars
blue circles
red stars.

blue circle

red circle

blue stars

red triangles
yellow triangles
yellow circle
vellow star
blue trlangles
yellow triangles
red stars. '
blue star

red circles
blue trismgle
blue stars
vellow circles
blue circles
red triangle
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Problem 1
(red, star).

- - red star. .

_wmHHHmemwquHmwmmHHmewa

yellow stars
red circles
blue triangles
yellow triapgle
red triangles
yellew circles
Alue star -
“Plue cirele
red circles
red stars . .
blue triangles
"yellow stars .
red trilangles7
‘yvellow triangles
blue circles
bliye stars
Wm low trlangles
lue cirecles
vellow star
. red stars
~red trlangles
red circle
blue triangle
yellow c¢ircle
blue stars
yellow clrcles

-~y

(yellow, triangle)y, -

.

i
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Digiunctive Rule(Problem 1) - Conjun

1/2 Subjects

¢
l‘?

Problem 2

red clircles

red triangles -

yellow stars

- vellow triangles

blue triangles

blue cirele - ——

blue star
vellow circles
red stars
yellow stars .
blue triangle

- yellow triangle
red star :

blue clrcles
red triangle
blue stars
red circles

‘yellow circles

yvellow star
blue triangles

yellow -triangles

red stars
yellow circle

“blue stars

red circle
red .triangles
blue circles

1
Problem 1

(yellow, triangle)

t
\
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P

vellow triangles
vellow -clrcles .
red clrecles

blue triangle
red star

yellow stars
blue stars

red triangle
blue circles
red triangles
red stars

vellow triangles

yellow star
yellow clrcles
red circles
blue circle
blue triangles
blue star
blue triangles
red stars
yellow stars
yellow trlangle
red circle
blue stars
ellov circle
ue circles
rad triangles

ctive mmwmnvuwdwmﬁ 2)

b

s

N

]

act

3
>
2
1
3
%
1
3
3
1
2
3.
1
2
1
3
i
2
3
1
1
2
2
3
3
2

Problem 2
(red, star)

vellow triangles
blue stars
red. stars
red triangle
red clrcles
blue trilangle
vellow circles
yellow star
blue circles
red stars
yellow triangle
red trlangles
ellow stars
lue clrole
blue triangles
red circle
yellow circles
‘blue star
red circles
blue stars’
yvellow circle
red star
yellow stars
blue circles
blue triangles.

-pad triangles

yellow triangles
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Problem 1

pigiunctive Rule(Problem 1) - Diglunctive R
1/2 Subiects .

t

(blue, circle)

red stars

yvellow stars
red clrcle

vellow star
blue circles.
red triangle

blue stars
blue stars

red ecircles.
red gtar .

yel .
blue circles

yellow stars

W 1 RGN N0 0 H D A LIt e FW 2 10 HW o H H W

. red circles

%mHHos.oHaHmm

~ blue dHHmWW%m
blue circle .
red triangles
hlue triangles
yellow circles
red triangles

yellow t wmbmwmm

yellow triangles
blue trlangles u&

vellow triangle

5 -

hes
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~ Problem 2
(yellow, star)
yellow triangles
.yellow star
red circles
red- stars
‘blue clrcles
yellow clrcles
red clrcle
blue triangles
blue stars
vellow stars
blue triangle
yellow triangle
blue star

red triangles
yellow circles
red triangles
red stars

red clrcles
blue circles

“yellow circle

blue stars
yellow stars
red triangle
blue triangles

yellow triangles

red star
blue clrcle

-~

u

&

3
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FNN Sublects

Problem 1
(yellow, star)

vellow stars

red star

red clrcles
vellow clircles
blue circles
vellow triangle
red trlangles
blue star

blue triangle
blue circles
yellow circle -
yellow stars
red stars - )
yellow triangles
blue circle

red triangle
blue stars

blue triangles
yellow triangles
red circle
yellow star

blue stars

red clircles

red triamgles
yellow circles
red stars

blue triangles

ALY P MW A R F W H W N D oW Pl pwe -

Problem 2
(blue, circle)

red star
blue stars
blue circles
red clrcles
vellow circles
red triangle
blue triangles
vellow triangles
yellow stars
blue circle
bilue star
yellow circles
red stars
vellow gtar
blue triangle
yellow triangles
yvellow triangle
~red circle
red -triangles
blue circles«
red clrcles
blue triangles
red stars '
red triangles
*hlue stars

-3 yellow stars

1 yellow circle
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Subjet - ‘ . 1/2 Sublects .

. Problem 2

H

- 1

1

138 ;4-

Problem 2 Problem 1

.m.,um. UHs@“ﬁuHmbmHmmvm

o

: +...% Probleml . - -
- {yellows star) =~
e .

R

.

.- 2 yellow stars
-3 yveallow circles

3 red stars. .

1 .yellow circle

1 blue eircle

.+ 2 ‘red.clrcles -

3 blie stars
‘9 ped triangles .

v "2 .yellow triangles

‘1. red star-

-3 yellow stars

.. 3 blue circles
- ... 3 red triangles

2. biue. stars
2 "blue ,circles

"3 wped circles

3 vyellow triangles
1 red triangle
1 blue star

-1 yellow star .
: m.\wmwwoﬂ circleg: - °

3 'red circle

2 red stars

3 Dblue triangles
1 blue triangle

1 vyellow triangle

L]

HmHHmewwwmemewHHmeHmmmm'

. (red, circle)

blue stars
red stars:
red circles
blue circles
blue triangle
red triangles

‘yellow circle
-yellow stars
. yellow triangle

red circle
red triangles

yvellow triangles.

blue circles
blue gtar
yellow stars
yellow circles
blue triangles
red stars
yellow triangles
red circles.
red trlangle
yellow circles’
blue stars
yvellow star
red star

blue triangles
blue circle

memmeHHmHmememmm&Pmew@

(red, circle)

" red stars

red clrcles
yellow circles
blue star
blue triangles

blue circle
red triangles
- yellow stars
yellow triangles.

Uﬁ%m circles

red star

hlue stars

red circles

red triangles
vellow triangles
yellow star
yvellow circle

‘yellow stars

red circle
blue triangle
red triangle
yvellow circles
blue triangles
blue stars

red gtars-
yellow triangle
blue circles

I-‘LJJPJI—'I\)UH—‘UJUJNHNHNWNCUNUJMN}-‘UJI—'NI"'l—'

A%mwwoz..mdmnu.

red -star
yellow star
yellow circles
red trlangle
blue triangles
yellow trlangle
blue circles
blue stars

red triangles
red triangles
yellow c¢ircles
vellow stars
blue stars

red stars

red circle
yellow triangles.
blue clrcler
blue triangles
yellow stars
yellow triangles
blue star

red circles

red circles
vellow circle
blue circles
red stars:

blue triangle



yellow triangles

M o Disjunctive Rule(Problem ]) - Biconditio
¢ ~ - 3 : . . .
. Subjectg = S * 1/2 ‘subjects | !
A -, Problem 1 : _Problem 2~ . © - Problem 'l = wwomeE 2.
ﬂ (red, circle) - (blue, -star) -+ (blue, star) (red, “circle)
w 1 red circle 2 red stars = 2 Dblue stars L .red star. - - -
2 .~ 3 Dblue ecireles -3  blue circles 1 blue circle 3 yellow circlies
: - 2 Dlue gtars " 1 blue star " 3 red’circles 1 blue star
v 3 »red sgtars 2 red circles : 1 ‘red’ star 3 red-circles >
] 1 yellow star 2 blue triangles .- 1+ blue triangle .2 yelldow, stars &
. . 1 Dred triangle 1 red triangle . ‘2 red triangles 3_Tred triangles
., 2 Dblue triangles 1 yellow star o 3 .red ﬁuwmbmwmm 1 . blue circle
" 3 blue triangles 2 yellow circles 3 yellow st 3 Dblue triangles :
. 2 yellow clrcles "3 yellow triangles - 2 yeallow tri: mwmm -3 yellow trimgles
: 1 blue circle 2 wwsm stars 1 vyellow triangle - 1 vyellow circle
3 red triamgles, 3 red stars ‘ 1 Dblue star » 1 red circle -
3 yellow stars 2 yellow triangles * 1 - yellow-star . 1 blue triangle”
. . +. 2 red circleg. 1 Dblue triangle. . . . 3 blue circles 2 red triangles
‘ 1 yellow circle - . 3 red circles - - . 2 vyellow circles 1 red triangle:
- 3 yellow triangles: -3 red: triangles : 2 Dblue trimgles 2 bhlue stars-
2 red stars . -2 .blue circles - 1 red circle , . 2 yellow triangles
3 blue stars 1 yellow cirelee - = '3 yellow trliangles -2 Dblue circles
-1 blue.star 3 yellow starg- *2 .red stars- *1l yellow trlangle *
.3 red.circles 2 red triangles .. - © 3 blue stars * . 3 yellow stars
‘2 yellow stars 3 blue stars - .2 &red clrcles - - 3 Dblue circles .
.~ 2 red triangles 3 Dblue-triangles ) . 2 blue circles "~ 2 red circles
2  Dblue circles 1 red star - A .. 3 vred stars -~ 3: red stars -
1 yellow triangle 1 red clrele - 'L yellow circle 2 yellow ciréles
- -3 yellow circles . 2 Yyellow stars L 1 red triangle 1 yellow star
1l red star . 3 yellow circles 2 yellow stars 2 .red stars 2
1 blue triangle. 1l vyellow triangle.. , . 3 blue triangles - 3 Dblue stars °
2 1 blue circle - .3 yellow circles 2 blue trlangles



5

- (red, ¢H»mﬂmHmu..

- red triangles

. yellow stars
_yellow triangle -

yellow circles

" blue circles

yellow cirecles
yellow triangles

wawwmwbwmwwwmwwmhwameHmw-

Conditional Rule(Problem
. 1/2 Subjects

Problem 1

blue circles
vellow triangles
red circle. .
red triangles
blue stars
blue triangle
blue star. :
yellow stars’
red stars’

red circles

¢

memwmwmwumeprwHHHwme

blue. cirele . .
blue triangles

)

red star

blue stars .

red triangle
blue triangles .
red circles

red stars
yellow.eircle

yellow star
DN 4

N

Problem 2
(blue, star)

blue circle

blue stars

yellow stars

red circles }
yellow triangles

‘blue triangle

.red triangles

#*

red star
yellow circle )
blue star ~ ~ - -
blue triangles
yellow triangles
vellow star
yellow circles
blue circles
yellow circles.

- yellow stars’
- red clrcles

vellow triangle
blue stars

- blue circles

red gtars ‘
red stars

red trilangles .
+ed triangle

biue triangles

red circle .

L\JI-‘I—'NHLMLUUJHHWUJNHNNNLHNNUJNLUHHHN

1/2 Subjects

Problem 1
(blue, star)

red sgtars

red circle

blue circle
blue star A
blue triangles
yellow circles
vellow stars
vellow triangles
red triangles
blue circles
blue stars

red circles
yellow stars
yellow triangle
blue triangles
red triangles
vellow triangles
red star

blue triangle
red stars )
blue stars

red circles
vellow circle
blue circles

.yellow star

red triangle -
yellow circles

HHwHmewHPHmwmmeHmwwmmwmwm

"Problem 2
(red, triangle) .

red triasngles
red circles
yellow circles
yellow triangles
blue triangles
yvellow stars
vellow circles -
red stars ‘
blue clrcles
red circle -
blue clircles

_red triangle

vellow triangles
blue stars

- yellow stars

red circles
yellow circle
blue triangle
blue circle
red trlangles

. red stars

blue triangles
blue star :
red star
blue stars.
yellow triangle

'
n

- yellow star
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: o Conditional Rwle(Problem 1) - Disjunctive Rule(Problem 2)
1/2 Subjlects

Problem 1 -

(yellow, ﬂ.umwmu.mu

wwmwmeMHHQHHNNw

5
3
H

n;ax

2
2
1
2
1
1

blue mdmwm i
yellow triangles
blue triangles

-yellow circle®

red star
yvellow stars
-blue star

red triasngle
blue circles
blue triangle
yellow stars
yellow triangles
red stars

red circles
yellow elrcles’
‘blue eircles
red stars".
blue triangles

‘yellow triangle -

raed circles

red triangles
"yellow circles -
blue stars

blue -circle

red triangles
red circle

.yellow star

1/2 Subjects

- blue circle

Problenm 2
(red, circle)

red ecircles
yellow triangles

yellow circle
red star

red triangles
yellow stars
blue triangle
blue circles

_«blue stars

red triangle
yellow stars
yellow circles -
red circles

blue triangles
blue stars

red stars

blue ecirctes
yellow triangle
yellow triangles
red stars .
red clrcle .
yellow clrcles —

blue triangles

yellow star

red triangles
blue star

W R L W L H R PO PO 1D IO 1 10 Hiw

‘Problem 1

(red, c¢ircle).

blue circles

red clrcle

red stars

yellow star

blue circle

blue triangles
blue stars

red triangle
yellow triangles

vellow triangles

red circles
yellow circles
red stars

red triangles
blue star
yellow stars
vellow clrcles
blue trlangle
red triangles -
red circles
blue stars
ye}low circle
yellow stars
blue triangles
blue circles
yvellow triangle

red star

Problem 2

(yellow, triangle)

yellow circles
yellow triangles
blue cirele .
red trlangles
red circles
blue stars”
yvellow star
blue triangle
blue gtars
yellow duwmbmwmm.
red circle “
yellow circle

red triangles

vellow circles
red star .
blue triangles
blue circles -
red stars :
vellow stars
red stars
vellow triangle
red triangle
yellow stars
red circles
blue circles
blue triangles
blue star
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‘. " Conditionsl Rule(Problem 1) - Conditio

\1/2 Subjects -

Problem 1
(yellow, star)

blue circles
yellow sgtars
blue stars

A%mwwos.npnowm

blue triangles .
yellow triangle
red stars :
red triangles
blue circle-
yellow star
blue star

. red .circles,

vellow cirecles
red stars oo
blue triangle
red clrcles

-yellow triangles

blue triangles

yellow circles

red circle
vellow stars -
red star
blue clrecles

red triangles
red triangle
blue stars

.m B

‘vellow triangles

W 10 W LD 1 1= PO N RO N RO 2 W0 oW = o W

Problem 2

., (blue, triangle)

%mwwms triangle

.red circles

blue triangles
blue stars

blue circle
yellow stars
red ‘elrcles

red triangles*
red star
yellow circle
blue triangle
blue stars :
yellow triangles
red stars

red triangle-

.yellow circles

blue circles

red stars ‘
blue driangles
yellsw star

b -gtar
yellow triangles
red circle =
blue circles.
red triangles !

“yellow stars -

yvellow oHHon%

S WWHER N PWRHHWW N H W H PWW D N WD

_|_

nal mzwmﬁvﬂovwnslmv

1/2 Subjects

Problem 1-

(blue, triangle) -

blue trlangles
blue stars

red triangle
vellow circles
blue star -

red circles
-yellow triangles
red stars
yellow star
yvellow triangle
blue triangles
blue stars

red ciréle!
yellow stars
red triangles
vellow.circles
blue clrcles
red star

blue circle

yellow triangles

red circles
blue triangle.
red stars
blue circles
yellow circle
red triangles
yelldbw stars

-

oo

W R H P N W WD F DWW DWW H D HW D D

Problem 2
(yellow, star)

yellow triangles

.red. stars

vellow stars
blue circles
red circle
red triangles
yvellow triangle
blue triangles
blue stars
blue stars
yvellow stars
red clrcles
yellow circles
blue circles
red star

blue triangles

yvellow triangles’

blue circls
red trlangles
blue star
yellow circles
yellow stdr
blue triangle
yvellow circle
red circles
red stars

red triangle

D
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Problem 1
(blue, star)

red eircle

.blue stars

blue cirecles
“red, stars

red triangles
.yellow triangles
blue triangle

yellow triamgle

vellow stars
"hlue triangles
yellow circles
red . gtar

blue star

red triangle-
yellow stars
red circles
blue circles
"yellow circles
blue circle.
blue stars
red elrcles
red stars

red triangles
yellow circle
"blue trilangles
‘yéllow.trlangles
Yellow star

1/2 Subjects

W 10 10 H 1 PO LI IO W 12 10 N 0L N W) W W H H

. Problem ﬂ/
(yellow, circle)

yellow circle
blue circle
red triangles
yellow stars
red clircles
red star
blue stars

“yellow triangle

blue triangles
red stars

blue circles
yvellow triangles
yvellow clrcles
hlue triangle

- yellow stars

‘blue star

red triangles
blue circles
vellow triangles
red circle
yellow circles
blue stars

red triangle

“yellow star

red sters

- red clrcles .

blue triangles

10 POWW N LS W DWW F H W N Fww H N N

oouawﬁpﬁﬁmvﬁwﬂwm Problem 1) - Biconditional Rule(Problem

1/2 hs.cu ects

. Problem 1
(yellow, circle)
vellow stars
yellow clrcles
blue triangle
red circles
red gtars
blue star .

vellow tfilangles

blue circles
red triangles
red clrcle

red star v,
yellow circles
yellow stars
blue circles
blue stars

red triangle

vellow triangles

blue triangles
yellow cifele
blue circle
blue stars
vellow star
blue triangles
red triangles.
red o»wopmm\
red stars ‘-
yellow trlangle

N RIS R N O W0 N 1O D Pl Hiw H H  H oW w

Problem 2

(blue, star)

red clreles
blue circles
blue stars

red star

red triangle
yellow star
vellow circle
blue triangles
yellow trilangle

‘yellow clrcles

blue stars

red stars

blue circle
red triangles
blue circles
red circle
yellow s
yellow mwwwbmwom
blue star

red stars

red clrcles
blue trlangles
red trilangles
yvellow stars
vellow circles

blue triangle
vellow triangles
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~ Problem 1 ™
(blue, circle)

“blue triangle
vellow triangles
blue circle )
yellow circles
red triangles
blue stars

red star

red cirele
‘yallow stars
blue stars
blue cirecles
red circles
yellow stars
red triangle
red circles
yellow triangle
red stars .
blue star

red stars

. yellow circles
blue: triangles
blue cirecles
blue triangles
red triangles
yellow star
yvellow clrcle

HwawmmmePmHmwmmemewHMP

'3 -yellow triangles

1/2 Subjects

W H LW R 10 0 HW W WL W o H W G N o H

- Problem 2
,‘nwmau_mdmuu

vellow clrcle
yellow sgtars
red trlangles
red gtars

blue star

blue triangles
yvellow triangle.
red clrcle

blue circles
yvellow triangles
red star

red triangles
yellow stars
blue triangles
blue stars
yvellow circles
red circles
blue circle

red stars

blue stars

blue triangle
red clrcles
yellow star-
blue circles
yellow triangles
red triangle

yellow circles

WW N H HW R W H R R H W H HW oW R N Hww

Biconditional Rule(Problem 1) - Conjunctive Rule(Problem 2)

'1/2 Subjects

Problem 1
(red, star)

red stars
blue stars

red circles
blue triangle
red triangle
yellow circles
blue circles
yellow stars
vellow triangles
blue triangles
red star

" blue star

red triangles
yellow eircle
blue triangles
yellow stars
red clrcle
blue circles
blue stars
red circles
red stars £
yellow triangle
blue circle
vellow star

red trlangles
vellow triangles
vellow circles

F R DWW HFWW D R W DD DWW DLW

Problem.2 -
(blue, circle)

red circles

blue circles

red gtars

blue star
yellow triangles
red triangles
blue gtars .
yellow star
yellow clrcles

_ blue circle

blue: triangles
yellow stars,
yellow c¢ircle
red circle
yellaow trilangle
red gtars

blue triangles
red triangles
blue clircles
blue triangle
yellow clrcles
yellow stars

" red triangle

blue stars
yellow trisngles
red clrcles

red star

KRS



Biconditional Rule(Problem 1)~ Di@junctive Rule(Problem 2)

»

1/2 mswumomw . : .
Problem . _ Problem 2

(yellow, circle)

yellow stars
red circle

blue triangle .

yvellow hpunwmm

blue stars

blue triangles .
ed circles

yellow triangles .
yellow circles -
red triangle
blue triangles

~yellow star

red triangles’
blue star .
blue circles
yellow circle

red triangles

yellow triangles
blue eirecle

red circles
red stars -

W HW O H Y POW D L0 HW L R0 1 = W N W o H

(red, triangle)

blue star

red stars .
red triangles
yellow triangle
yellow stars
vellow circles
blue triangles
red circle

" blue stars

red triangles
blue circle
blue,triangles
red circles

‘. red star
. blue stars
. yellow circle

yvellow triangles
vellow star
yellow triangles
red clrcles
vellow clrcles.
red triangle
red stars

blue circles
yellow stars
blue triangle
biue clrcles

(.AJi"'_l"-’uJNI-‘l\)NHUJNLUNNLUNNUJHUJLAJNI—'UJFHH

1/2 Subjects

Problem 1
(red, triangle)

red triangle
blue triangle
‘red star

blue clrcles
blue circle

red circles
yellow stars
blue. triangles
yellow star

red stars

blue triangles
blue gtars

red triangles
vellow circles
blue circles .
vellow triangles
red stars
vellow circles
blue star

red triangles
yellow triangles
red circle
vellow stars
red circles
yellow triangle
yellow circle
blue stars

!—’LAJI\)I\JUJUJI\)HUJI""NUJUJI\)I—'I\)I—‘WHI—‘HNUJUJNNl—'

Problem 2
(yellow, circle)

red clrcle
yellow circles
red stars
yvellow triangles
blue stars

blue clircles
blue triangle

. yellow star

red triangle
red stars
yellow circle
yellow triangles
blue circle

red circles

red triangles
blue triangles
yellow-stars
red star

blue circles
yellow triangle
blue triangles
yellow clrcles
red circles
blue stars

red triangles
yellow stars
blue star
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_ Bieonditional Rule(Pro

~1/2 Subjeets

Problem 1
(red, triangle)

yellow duHmSNHmm

. blue stars

red triangles-
red circles

red stay ——- —--

blue circles
yvellow star
yellow triangles
yellow stars
yvellow stars
red circles
red triangle
vellow triangle
blue star

blue triangle
yellow circle
blue circles
red stars

red circle
red triangles
‘blue circle
blue triangles
yellow circles
blue triangles
yvellow clrcles
red gtars

blue stars

LW RW R NIWW N N F DWW HW WD R

blem 1) - Conditional Rule(P

roblem 2)

Problenm 2
(yellow, star).

yellow triangles
blue star
vellow stars -

"red eircles

red triangle
yellow triangles
blue triangle
red stars

red triangles
yellow star

red clrcles

red star

- yellow triangle

red circle
blue c¢ircles
blue stars
yellow circle
red trlangles
blue triangles
yellow circles
yellow stars
red stars
yellow. circles
blue trlangles
-blue circles
"blue stars
blue circle

W MWW DWW HDWHRPWR R HD WD RNWHH

1/2 Subjects

Problem 1
(yellow, star)

yellow star
red star

red circles
yellow circles
hlue stars
blue circles
yellow triangles
blue triangles
red circle
red stars

red triangle

yellow trlangles

-yellow stars
blue triangles
blue circle
yellow circle.
blue stars £
red triangles
yellow triangle
yellow gtars
red -stars

red clircles
blue triangle
yellow circles
red triangles
blue star

blue circles

Problem 2

..Aumm. triangle)

POLI IO 410 1O MO IO It P D = i H Wi o H HW

red circles
blue triangle
red triangle
yellow stars
yellow circles
red stars

hlue stars .
yvellow triangle
blue circle
red triangles
yellow star

red circle
blue triangles
yellow stars
blue circles
yellow triangles
blue stars

red stars

blua star

red circles
yellow triangles
red trlangles
red star
vellow circle
blue triangles
blue circles
yvellow circles

L R LAY M L
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v

Biconditional Rule(Problem 1) - Biconditional Rule(Problem 2)

Problem 1

(blue, triangle)

0 O FH LW = H R WL R A P R R R R R H

red circle _

blue triangles
ellow triangles
lue stars

yellow stars

“blue elrcles

yellow circle
red triangles

yellow circles

blue -triangle
vellow triangles
yvellow stars
blue star

red stars .
red triangles
red clrcles
yellow circles
blue circle
red.triangle
red star

blue ,triangles
blue circles
yellow star
blue stars

red stars

red circles .
yellow triangle

1/2 Subjects

Problem 2

(yellow, circle)

WO R Wl N RN R LWL L H oW B R H N

blue circles

yellow triangle
ellow circles
ue star

red triangles

yellow star
red stars

red trlangles
blue eircle
blue stars
yellow circle
red cirecles
yellow stars
red eircle

red stars

blue triangles
vellow trlangles
red triangle
blue stars
blue circles
vellow triangles
vellow circles
hlue triangle
red star

red circles
yellow stars
blue triangles

! .

1 oW oW D R H e H O R P H W H W W o

1/2 Subjects

Problem 1
(yellow, circle)

.blue stars
yellow cireles
yallow stars
red circle .
blue triasngles
vellow triangles
red triangle
blue circles
red stars
yvallow triangle
red gtars
yellow circles
blue eircles
red circles
blue triangle
red trliangles
vellow star
blue triangles
red circles
yellow ftriangles
red triangles
yellow circle
blue stax,, -
blue stars
vellow stars
‘red star

blue clrcle

Ll
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Probl.em 2

(bluse, triangle)

blue triangle

yellow trliangles

blue star

red circles
vellow circle
red triangles
vellow stars
blue clrcles
red circle

red triangles
vellow circles
blue circles
blue trlangles
yellow star .
red stars

blue stars

red circles .
yvellow triangles’
red staer
blue triangles
blue .stars

red triangle
yellow triangle
red stars ‘
yellow stars
blue circle
yellow circles
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 THE FOLLOHING surEIS CONTAIN SEVERAL Jcouuzcr-m-ewmm*

" GAMES, REMEMBER, THESE ARE ONLY GAMES, 50 WORK AT A
RELAXED PACE. PLEASE WGRK QUIETLY SO AS NOT To DISTURB

' YRE OTHER WEMBERS WHO ARE SFILL SOLVING THE £ CORCEPT PROBLEN
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49

210
9L

H1

143

78

119

 WUMBER IN ORDER, - ENDING WITH 225,

195

171

159

201

3

aix

83

37

179

347
190
120

145

14

b

138

1?0

25

189
10é

146

205

157

65

105
Cam

139

112

158

39

72

us

. 178

217

197

49

194
9

15

218

67
121
50
165
17k

156

175

16

126

L
57

103

19

183
20k
137
10
29

127

. 192

15%

177

w3

162

Ik

35
B

132

55

142

28
118
110

36

113

130
129
143

I3

169

107

66 .
- 198

168

38

196

192

20 -

160

I72

i

St
153

117

77

209

136

2

161

212

5L

60

199

Y7
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193

135

176

95
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.k/-@(
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7%
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29

128

188

89

- 26

185

K

125

166

FIND wﬂms NU!'BER 1 1S LOCATED ON THE mss. BEGINKING
WLTH NUMPER 1; FIND AND DRAW A LINE CONNECTING EACH.

‘200

164

148

v

4y

101

27

109

150

7

3r

162

P11

2y

184

150

160

76

2%

167

14y
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2.\3_
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123

203
2l

180

39

187

111

96

216

48

219
90

220

5

225

186

,223

n

97
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“This is an experlment on concept attalnment. You

will be seeing a series of stimuli, one at a time,-which N

Aare geometric designs containlng the three dimensions o£
colour, shape,.and number of figures. As yqu_can seé
from these examnies (experimenter pointed to a card
showing several stimli), each dimension of the geometric
'de51gns can.have several possible values or attrlbutes.
That is, the stimuli can be either red, yellow, or blue,
_they caﬁ be either circles, triangles,'oflstars, and
thete can be éither 1; 2, or 3 figures.

| In the type of concept yﬁu will be learning, every
stimilus can be sorted into one of two-oiasses or cate-
gories. If you look at the panel in front of you, there
are two.hut%ons, one labelled wpOSITIVE" and the other
"NEGATIVE*. If you think that a stimulus is an example
of the concept, you are to firmly press the “POSITIVE"..
button. If you think that the stimulus does not repre-
sent the concept, you are to firmly press the buﬁtﬁn
Labelled MNEGATIVE", - B
Now, - turn over the white card on your panel. ‘bﬁfii

" are printed the names of the two stimulus attributes

which are relevant or necessary to solution of the con- -

cept, As you can see, the relevant atiributes are ’
(experimenter named the relevant attributes). Your
task will be to discover the relationship between these

two attributes which determines whether a stimulus is an



. &
example or is not an.example of the concepf;/,Whether s
a stimulus belongs to the concept depends In some way~ S
upon.whether it is or whether it is not ____ (experimen-
ter pamed the First attribute) and on whethet it isjor

'whether it is not a __ (éxperimenter named the second

» attrlbute).-

When each stimulus appears on. the screen here (experl-
menter p01nted‘to the translucent wlndow), tre blue_light |
in the top.centretpf your panel will ceme on., You will
hare a few‘seconés to look at the stimulus and decide

what your response will be., When the blue‘light-goes

-
- 7

off, make your.respense. Once you have made your ‘response,
another slide will ap;ear,.telling you ﬁhet the correct
response was. - This slide will stay on briefly, and after’
a few seCQnds another stimilus will be‘presented which
again ycu:ﬁill have te classify into either the positive
or negative category by pressing the appropriate button.
Do you have any“questions'at this point? (Questions were
answered by paraphrasing relevaﬁt,portions_of the abore
instructions). . |

You will each be solving two' concept problems., Some
of you ﬁéy solve, the first problem before others do. If
that happens, I will signal this to you by flashing the
green light on your panel, on and off for a few seconds,
‘at whicﬂ point you mist stop 'responding te the stimuli.

presented on the screen. While the others are contimuing




g

7

.+ £6 work on the first problem you should tum to. a different.

task until everyone in the group has solved the first prob—
lem, and that‘s the booklet and pencil beside your panel.
So:,if you see the green light flash on and off for a few
seconds, this will be your signal -to stop responding to
the stimill presented on the screen and to quietly begin

: working on the materials beside yonr panel. Are there

~ any questions? (Questions were anSWered by paraphra51ng

relevant portions of. the. above instructions).

I will be in the next room during the experiment,

. and will return before you begin the seoond problem,

Please.do not talk to each other during the experiment“
At this point the'eXperimenter left the room. -
At the conclusion of the first problem; the experi-

menter entered  the room and said “uplease close the boo&—

let and place it down beside ySur panel, along with the

pencil (experimenter checked to make sure each subject
did so). You will now.solve the second concept problem,
In.this problem a different pair of attrlbutes from the
first problem will be relevant to solution of the concept.
‘Here a-card naming the two relevant attributes (experi~
m_ntéis;daced a card on each subject's panel, at tbe‘same

time removing the'card used,in:the first problem), As

~ you can see, the relevant attributes are 3 (expere

imenter named the attributes). As in the first problem,

your task will be to discover the relationship between
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'- oo :
'these two attributes whlch deternlnes whetber a- stlmulus '
belongs to either the positiVe or negative category. The
—relationsblp between.the attrlbutes that you will 1earn,~
'may or may not be the same:as that wiltich you learned in
- the flrst problem. Agaln, 5ome of you mzy solve the prob—
Jem before others dos If that happens, T will signal this
-to you by flashlng the green 11ght on your panel, on\and
off for a few seconds, at which point you mist stop resp-
onding to the stlmull presented on,the screen, and quietly
hegin working on the materials be51de your panel. Are.
there any questions? (Ques@lons‘were answered by para—fl
phreeing relevant portions of the above insxructidns). |
I will be in the next room during the'experiment.
. Please do not talk to each other during the eiperiment.®
At this point the experimenter left the rooM. :
At the conclusion of the second problem, the experi—

‘menter entered the room, distributed a plece of paper to
each subaect, and sald, “"The relevant attributes for

(either ‘the first or second) problem were y .

On the plece of paper briefly try to put 1nto words how
you:were deeiding ;;%ther-a stlmu;us was pqsit1va or neg-
ative. That is, what was the relationshie between the
two relevant attrlbutes 3 , that determined |

whether a stimuluﬁ"was positive or negative in the (elther
first or second) problem™?. The.experimenter waited until

211 subjects had finished writing, and then said, "The

4]

P S
[ AL VUL A
.



lem were y

relevant attrlbutes s

- -

~ .

-relevant attrlbutes for (elther the first or second)prob-

Briefly try to put into words how

you were deciding wheﬁher 8 stlmulus was p051t1ve or nega-

tive. Thatvis, what was the relatlonsblp betveen the two

. that determined vwhether 2

stimlus was g051tive oxr negatLVe in the (either first or

second) p:ccr’t:ll.em"‘> The,experimenter walted until all sub—
ects had flnlshed writing, cbé%ked each subJect's responses,

and where necessary encouraged the subject to write down

what he or she believed the particular relationshlp to be.

At thls time the subgects vere told the purpose of
the eyperiment, thanked for their par&&c1patlon, and asked
not to reveal to their classmates any detalls regarding

the nature or solutlon of the experiment.’




APPENDIX D

UNTRANSFORMED TRIALS AND ERRORS SCORES FOR
EACH SUBJECT ON PROBLEMS 1 AND 2 -

/1

v
{
r,
H\‘

.
e Bt =
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=
o

11
12
13
1%
15
16
17

.‘.....‘,._18 .

19
20

' Conjunction .
Tfials‘td " Errors to
Criterion Criterion -

1 1
1 1
2 1
3 . 1
1 1
2 1
11 2
2 1
" .
11 1
Conjﬁnction
1 1
11 2
8 -3
3 2
'0 0
19 7
2 1
0 0—
2 1
14 7

O 0~ oo U W N

Fal

Problem 1 Rule

158

" Problem 2 Rule

. Conjunction"

Trial of
Last Error

O O O O N © O O O

0

Total
Errors

0

0o ¢ o O H O o O

0

Inclusive Disjunction .

3
57

3
10



it

.22 .
23

2l
25

26

27
28
29
30

31
32
33
34
35

36

37
38

39

| Conjunction
Trials to ﬁrrors to -
Criterion Criterion
B
0 o
1 2
4 2
15 6
0 0
17 6
2 1
0 0
2
Conjunction
0 -0
0 0
o 0
1 1
33 16
2 1
3 1
11 y
2 1
0 0

-Problem 1 Rule.

159

- Problem 2 Rule

30

- Conditionsal
. Trial of = Total
. Last Error- - Errors
21 6
11 6
31 1
115 57
12 7
160 72
- 122 L5
13 6
82 47
30 12
"Biconditional
36 | 17
e 1
23 10
23 11
128 30
117 43
56 17
30 13
161 73
65



Uh

k42

43 -

g

L7

49
50

52
53

55
56

58
59
60

. Problem 1 Rule

Inclusj.’#e Disjunction ,

- Trials to.
Criterion

3
13
Y

10

L
3
2
5
8

2

Inclusive Disjunction |

0

M oo & F 0 W w o w

Errors to

Criterion
1

DoOW O H N NN

1

0

NN O W H M H O M

Problem 2 Rule

160

. Conjunction
© prial of . Total =
. Last Error  Errors
L 2
oy 2
.2 1
22 Ly
4 a1
'5 3
3 2
8 L
1 b
10 ok
Inclusive D.tsjunctiqn
o 0
| _0 o
0 - + 0
0 o
0 0
0 0
0 o -
0 0
0 0"
0 0
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s .4 ppoblem 1 Rule . Problem 2 Rule.
| Inclusive Disjunction . Conditionsl
" Prials to . Errors to " Tridl of = Total
© .Criterion Criterion - Last Error’ Errors
- 1. Y . 16 - 113
62 10 oy B 14, 57
63 2 1 - 103 27
6l 2 1 6 5
65 1 1 25 6
66 3 1 o 1p v
67 3 1 gy
8 3 1 W . 18
‘69 30 9 , 33 13
Vo 1 1 S 38 11
: Inclusive Disjunction Biconditional
o 2 63 20
72 2 1 33 20
73 2 1 67 3
7Y 2 1 45 19
75 2 1 75 21
76 L 2 o 0
77 26 1 6
78 2 1 157 66
79 4 2 27 13
80 i 1 17 7
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S -° Problem 1 Rule | . Problem 2 Rule

Conditional L ; "Gonquct;on{{
e o oeeton oot Braor Eorers
81 38 13 | N 6
82 139 53 13 8
83 . 100 48 .k 3
8l o 66 8. 6
85 1y 8L . 22 7
8 % 25 10 N
87-l 107 : 29 | 18 10
88 6 29 8 3
89 ., . 32 . - 13 9 - 5
90 72 30 16 7
Conditional Inclusive'Disjunction
9L 60 25 9 6
92 19 . 10 " 2
93 . 27 8 . 0. 0
ol R N 1
95 27 , 11 L 1
9 23 11 8 L
97 108 60 36 9
98 72 19 s 15
99 61 29 R
100 62 27 o o0




. 120

101
102
- 103

- Trials to Errors to
" Criterion Criterion

10k -
105

106

107

108

109

110

111
112
113
11k

115

116

17

118

119

[

Problem-l'Rule,

-Conditional

.. 68 33
46 .13
13 19
52 16
33 12
S 19
133 56
oy 16
56 16
17 11
Conditional
28 T11
91 34
L3 15
8L 20
L3 26
18 © 10
49 29
67 17
88 30
40 17

163

Problem 2 Rule ’

- Conditional
Trial of  Total .
Last Error Errors
11 2
17 2.
6 1
20 13
ok 2
0 0
i 3
1 1
3 2
3 1
Bicbnditionél.
25 6
27 Y
31 8
12 7
5 3
20 8
P20 -9
- k6 14
3L 10
40 16
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s Problem 1 Rule " Problem 2 Rule
| Biconditional | bonjﬁﬁction
Trials to Errors to Trial of . Total
Criterion Criterion Last Error Errors
121 132 49 1 6
122 12 Ty 16 9
123 59 26 - ‘ 3
12k 11 6 | 2 /2J
125 63 13 a O
w26, 36 13 6 3
127 108 R - 35 1k
128 90 37 ol 6
129 50 26 17 6
130 .« 21 A 13 7
Biconditional Inclusive Disjunction
13 76 23 oy 1
132 1 3 8 2
133 62 19 | 9 6
13 b 3 -
135 B 12 20 12
136 96 32 hR
137 €5 ! 3
138 107 25 68 32
139 138 . 57 12 L
W,

140 25 9 o -0




o .

14
12
143

B TPN

145
- 1“5

1y -

148

149
150

. -

152
153
15%
155
156

157

158

159
160

Problem l‘Rule

E Biconditional
Trials to  Errors to
-Criterion: Criterion

38 16
65 26
105 35
42 10
17 6
6

119 59
76 - 32
109 36
120 !
‘BiconditiOnal
69 29
87 27
85 39
38 17
- )
21 13
71 42
112 50
70, 27
L7 22

165

Problem 2 Ruie

" Conditional
Trial of  Total
Last Error Errors
| 16 6
50 8
102 37
- 31 5
‘30 8
8 3 -
A12 !
5 3
28 13
50 17
Biconditional
2 L1
48 16
62 26
0 0
0 0
2
8 Y
32 12
18 >
0 0
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OVERALL PROBLEM 1 RULE DIFFICULTY

Sunmary of Analysis of Variance on log(x#l) Transformed

" Trials to Criterion Data

Fmax = 3.13, af = u,39,-§,< .0ly C=.38, 4f =

Te7

—

T

%,39, p < .OL.

-

Source 88 .arf MS

- ,

P
Total 69.18 159
Rules  50.%9 3 16,83  140.25  <.0L
error . 18.69 156 '0;12'

Summary .of Neuman-Keuls Comparisons Between

Cell Totals for Trials-to Criterion Data

-

S
4]

-cj - . Dj . Bd cd
_ 21.87 25.93 - 67.68 69.75
Ci —_— 4,06 | L45,81%%  47,89%%
Dy C— .75k L3.82%x
Ba | f— 2.07
cd —

* p < .05
*% p < JOL

o
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S ) ‘
Summary of- Analysis of Variance on log(xwl) Transformed

Errors to: Crlterion.Data

,

. Fmax = 3.79’ _d__i: = "i',3.9, P ( oOl; C=ol+7, _d_f_ = l+’39,‘ P £ 001.

L

Source . 88 af M+  F P
" Total  49.03° 159 |

Rules  35.%0 3 © 1180  135.63  <.0L

“error  13.63 156 - 0087

o 2 _
A
, f 4
NET

Summary of Neuman-Keuls Comparisons Bktween
Cell Totals for Errors to Criterion Data

: = ' o~
gal' L . %
S (oL j% cd
1449 15.90 . 1208 54,10
. G . | 141 36.59%% T 39.Q1**
v Ty, , Ty
DJ - ' B —_— 35.18%* 38?%0**
..~ 0 Ba S g— 3432,
- ca- o D —
i * 94-05 - //\
"k p L LOL . om0 L
J '} .7 N
, R \/ ‘
".‘ \ o ‘\-')‘ )
~ff”fﬁs ‘ .
L o
& P .

. .
e -
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‘

RULE DIFFICULTY ORDER AS A FUNCTION OF PREEXPERIMENTAL BIAS -

-Summary'of_ﬂnalysis oflvariaﬁqe oﬁ log(x+l) Tpansforﬁed
| Triéls‘to Criterion Data, for CJ Bias

Fmax = l.6’+, _f_-j._z = 3,9, o b 005; C = 01*'0, _d_i_ =»3’9’ P V. -05 .

-')&oui‘ce . ss ar M8 F D
Total  1l.59 25 - S
o I
Rules 9.28 2 . _--WiEW L6.140 < .01
Rules’ B.OL 2 - l.hb 14,60 < .OL
(unmweighted) N ‘
error 2,31 23 - 0.10 R

Surmary of Neuman-Keuls Comparisons Between

. Tell Means for. Trials to Criterion Data

oG] Dj Ba ..
108 .83k 1.550 -
CiT B 726wk LMo
- S Di - JTLERE
. ' Bd . ) -—_
S ¥ p £.05 D
*% p < LOL fﬁr?/?fé;;;.z__
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. Summary of Analysis of Variance on log(x+1) Iﬁansformed
Trials to Criterion Data, for DJ Bias:

T

" Fmax = 10.30, gg.:ll"ls’ P (J oOl; C = 059’ gizl{',iB, P < «0L.

S-ou;cqe S8 ‘ ‘)’\df - Ms ) | F o)
“Total 11.91 . 43
" Rules 7,98 3 . 2.66 27,14+ < ,OL
Rules . - 7.6& 3 2,55 - 26,02 ¢ .01
' (meighted) T ' ‘ | .

_erTor .. 3.93 . Lo -0‘58‘ o J\

Summary of Neuman-Keuls Comparisons Between

Cell Means for Trials to Criterion Data

DJ cj ° Bd cd
.638 829 1.583  1.729
Dj = — 9L JOMGEE 1,091k
cj — JTSWEE 900k
. Ba o — RIYE
* Ca ‘ : . L S
* . p <,.05
**; P < .0L b : J

FERION RIRL REITLIAE Priadw- (s, SRC R ZE s
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Surmary of Analysis of Variance on log(x+l) Transformed
Trials to Criterion Data, for Af(1st) Bias

Frax = 4.63; 4f = 4,12, p > .05; C = .%?, af = 4,12, p > .05.

" Source SS aft ? Ms . F D
Total 14,99 . 32 o o |
Rules 12.63 3 Y21 52,63 < .0l
Rules 10.76 3 3.59 bk, 32 < L01

(unweighted) _
' .error. 2.36 29- } .08

T~

Swmary of Neuman-Keuls“Comparisons Between

Cell Means for Trials to Criterion Data

CJ

- Dj Bd ca
| 191 «552 1.837  1.839
| €] - .061 Lo3h6kk  1,3L48**
Dj — L.285%%  1,287%%
Bd — - .002
cd —
'k p < .05
* p <-.01; - ’

T R AL LT T e DL RN WO e RS TR

imbe =t
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A

-Summary of Analysis of Variance on log(x+1) Trensformed

Trials to Critetion Data, for Af(2nd) Bias.

Fmax = 12.1%, df=%,9, p <.0l; C = .56, df=%,9, .05>p>.0L.

Source ss a1 . F 5
Total 1-2‘.8_6 30 . |
Rules  10.48 3 3.19 38.78 < .0L
e 9.98 3 3.33  37.00 - <.
mweighted) .
error . | 2.38 27 .09 -

e e —e B .

Summary'of'Neuman—Keuls‘Cbmpafisons Between

Cell Means for Trials to Criterion Data

2o 8 S 1l
Dj  —— 2% 1.169%%  1.285%
Cj _— 1.0L5%* 1.161%+
cd o —_ ©oW116
Bd | | —
* P 41.05

_**A P < 001

R O N e N L .
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l-Summary of Analysis of Variance on log(x+l) Traﬁsfo;med“

‘Errors to Criterion Data, for Cj Blas |

Fmax = 13.67, df=3,9; p < .01 C = .69, df= 3,9, p < .OL.

-

Source"’ 88 af S F | P
Total 6.8 25 |
‘Rules 5.57 2 2,79 W6.50 < .0l
R’U.les 5-32 2 2.66 l+]'§‘033 ' < 001
(unweighted)
error 1.27 23 206
. -

Summary of Neuman-Keuls Comparisons Between

Cgll‘Means for Errors‘to-cfiterion Data

Cj Dj ~ Bd

030 ',5%3 1.1k
CJ — ¢ 553%% 1, 11l
Bd —

*% P < 0L
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Summary of Analysis of Variance on 1og(x+l) Transformed

Errors to Criteriom Data, for D Bias

_Q_f_=‘+,18', P < 0010

Fiax =All.26,"_c_'i_£=‘+,18', p < ,0l; C = .6;,
Source ss’ at - MS'. F ‘p
‘Total 10,93 ¥3 ‘
Rules 6.6L -3 2,20 . 20,00 <01
Rules 642 3 2.1 19.46 <01
(mweighted) : . -
error 432 10

W11y

o

Summ%f?r;f Neuman~Keuls Comparisoqﬁ\aetweén

Cell Means for Errors to Criterion Data

D;jl
CJ
B4

%

* %

Dj Cj Bd " ca
«296 . 575 1.16% 1.358
— 279 .868%%  1,062%*
_— ,589*? o 783%*
- a9k
P <.05

p < .01



P £

~Summary'of Analysis of‘Varlance on log(xﬁl) Transformed
Errors to Criterion Data, for Af(1st) Bias

Fmax = 37.10, af=k,12, p<.0l; C = .57, g_s_?_=l+,12, p<.0l.

e

Source - 85 ar = M5 F . p

Total 11.06 32 - -

Rules 9.6 3 ~3.21 64,20 <.0l

Rules . 7.495. 3 2.65 '53.00 < 0L
(unweighted) ‘

error l.k2 - 29 | .05

Summary of Neuman~Keuls Comparisons Between

Cell Means for Errors to Criterion Data

Dj Cj ~ Bd 4 cd

| .328 361 1453 14500
Dy ~— 033 1.125%%  1,172%
c3 | — 1.092%% ~ 1.139%*
Bd | | _ 047
ca L ' —
T o5

¥k p o< L01

P R



Summary - of Apalysislof Variance on 1og(x+1)'Transforméd(x

176

,Errors to Criterion Data, for Af(2nd) Bias

€ = .51, df = k4,9, .05 >p P .Ol.

Source SS aft "M F‘- P

Total 8.91 - 30 _

Rules ‘ 7+25 3 ‘é.k2 -h0.33 < .01 .

Rules 6.88 3- - 2429 38.17 . <.0L
(unweighted) '

error 1.66 é? .06

Summary of Neuman-Keuls Comparisons Between

Cell Means for Errors to Criterion Data

- DJ CJ cd Bd
«300 L1429 1,268 1.390
Dj  — .129 L968%F  1,090%*
ci - JB39%F 961
Cd . — 122
Bd —
* p £ .05
*¥* p £ JOL

% '
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PREEXPERIHENTAT BIAS DIFFICULTY ORDEh WITHIN EACH RULE

Summary of A.nalysis of Variance on log(x+1) Transformed
‘Trials to Criterion l%ata, Within Cj Rule

Frpax = 2.83, 4f = l+,9,°'p §\5’ C = .ho af = 4 »9, P> .05."
Source S8 arf \ M5 F p
Total ©6.36 36
Biasess 2.70 3 .90 8,18  <.o1
Biéses 2.6% | 3 ;88. - 8,00 < ,0L

(unwelghted) ' ] .
error | 3.66 ‘33 J1 ’

summary of Neuman-Keuls
Cell Means for Trials

Comparisons Between

to Criterion Data

Cj Af(lst) Af(2ond) Dj
.108 1491 «669 .829
€I — 383 L5elxx  7o1e
Af(1st) — .178 .338
\ Af(2nd) —— 160
Dj . — i
* p <.05

¥ p < L0L

PRSI Y.

I i Vo G AR
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Summary of Analysis of Variance on log(x+l) Transformed _ 3
Trials to Criterion Data, Within Dj Rule U
Frax = 3%.00, 4f = 412, p € .0l; C = .74, df=l,12, pF_,Dl.

T Source 58 af 18 F R
 Total 2.92 33 |
Bizses M8 3. - W16 2,00  >».10
Biases A2 3 A% 1.75 0 ».10
(unweighted) ' . :

error ' 2.4 30 .08

Summary of Analysis of Variance on log(x+l) Transformed

Trials to Criterfon Data, Within Cd Rule ' | /\

| Fmax = 4%.23, d£=3;i8, 05> p?>.0L; C = .68, df=3,18, p<.0l.

v

Source SS ar MS F . ° b

Total 1.68 31

Biases 09 2 .05 .83 ' >.25

Biases .08 2 Ol - $67 > .25
(unmeigh}e@) . .

error - 1.59 29 - .06

e a2 — R s AT o M
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e

Summary of Analy51s of Variance on log(xﬁl) Transforméd
Trials ﬁ/C\rlterion Data, Within Bd Rule

Fmax = 2,11, df = 1+,11, p '>.05; C = .36, df = 4,11, p >.05.

Sourcé — és .df MS —F 5

Total 3.78 30 “

Biases S W9 3 .;16 1.33  ->.25

Biases M3 15 1,25 ».o8
(unweighted) .

error . 3.29 27 .12

L
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Summary of Analysis of Variance on log(x+l) Transformed.

Errors to Criterion Data, Within Cj Rule

Foax = 9.33, df=4%,9, .09 p.}.Ol; C = .56, df=4%,9, 05>p 7 .0l.

v | / .
Source - 88 af MS F -~ p
Total 2,76 36 | .
‘Biases 149 3 '!%’T 12.50  <.0L
Biases - 1.u7 3 L9 12,25 < .L.0L
(umweighted) _ , .

error - 1427 33 Ol

SumﬁarY of Neuman-Keuls Comparisons Between

Cell Means for Errers to Criterion Data

]

Cj Af(lst)  Af(2nd)

DJ
.030 2361 w429 575
€] —_— $33Lkx 339k k - - DLk
Af(Lst) — 068 2%
_Af(2nd) . | — 116
Dj | —
* p< ;05
** p < ,01
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Summary of Ana¥ysis of Variance on log(x+l) Transformed

Errors 'to Criterion.Data, Within Dj Rule .

"¢ = 465, df = 4,12, p < .OL.

o Source SS ac - MS . F Wji
' CTotal ~ 1.20 33 o
Blases 5 L<3 a5 5.00  \< 0L .
‘ Biases C o&3. 3 0 WOk h,67 K .OL
(unweighted)
Error .75 30 . .-03 | )
Sumnary of NeﬁmanyKeuls Compdrisons Betweén | | ".f ‘:
Cell Means for‘E;rors to Criterion Data
Dj Af(2nd) Af(lst) c
$296 . L300 328 - - .5g3 :
D ~—  .00% .032 J2Bpex 0
af(end) 0 .028 .283%* i
Af(1st) | (— 255
C3 ' - —
) -8
\ *  p < .05.
| ** p < 0l ,
5
¢ ) ” {

R
~r o
\ - i
UL At S LU S YT SUC TR PR NCIRES - Sy TEOT NP P ——. 1 .. . \ '
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Summary of Anélys;s of Varianee_ on log(x+l) Transformed ,
Errors to Criterion Data; Within Cd Rule. .~ =~

Fiax = 3,71, d£=3,18, .05 p >.0L; C =457, df=3,18, .05>p > .01,

~ Source ] . 88 af - MS T F p
Total 197 o3 o
Biases a2 0T 1.67 Y.10
Biases . 22 2 o 1.83 >.10
(unweighted) - o - . .
error ) 1.78 29 w06

Summary of Analysis of Vér-iance on log(x+l) Transformed
Errors to Criterion. Data, Within Bd Rule

~Fmax = 20‘29, af = 1*‘33—1’ P> .005; C= '38_’ af = 1"’11’ P ).-005'0 \J
. -\_“ ’ ‘
Source - 88 at MS - F P
Total D38 30
‘Biases W51 3 17 L Y- ]
Biases B T 11 3 A5 .83 | ? .25
(unweighted) ' ) '
error L, 87 27 18"
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SUMMARY OF STATISTICAL ANATYSES IN
STAGE II OF THE EXPERIMENT
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OVERALL PROBLEM 2 RULE DIFFICULTY

ign

Summary of Analysis of Variance on 1og(x+1) Transformed |

Trials to Criterion Data

Fmax = 1038, _(_3_._!.:_ = "‘!‘,39: p>.05; C.= .29, ﬁ, = ,'1"39, 157.05-

Source - 88 ar

MS F P
-~ Total 63.95 159
" Bules  16.02 3 5.3k 17.40 < ,0L
~ Error h7.93 , 156 0.307
s ,
Summary of Néumaaneuls Comparisons Between
Cell Totals for Trials to Critefion Data
. Dj cj . cd Bd
26,128 31,045 53.22Y4 54,087
D3 _ %, 917 27.096%%  27,959%+
¢y - 22,179%*  23.0k2%x
Bd — .
* p < .05 (-’\ |
** p < ,0L

PR LT ¥ L]
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| Summary - of Anaiys_is of Variance on log(x+l) Transformed *
. Errors to Criterion Data -

Fmax = 1.81, df = 4,39, p 7.05; C = .32, df = ¥,39, p> .05

“Source Sé ' ldf ¥ F D
Total 38.88 . 159 o "
 Rules 9.88 -~ 3 3.29 . 1%.70  <.0L

Error U9.00 S 156 0.186 T |

~ Summary of Neuman-Keuls Comparisons Between
Cell Totals for Errors to Criterion Data

CJ Cd ' Bd

. 18,219 . 22,104 39.705  39.991
)} R 3.885 2186 21,772
c3 — 17.601%%  17,887+x
ca o — 0,941
Bd , . L —

* P < 005
** p <01
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EFFECT OF SAME-RULE PRACTICE
Summary of %(Rules) ¥ 2(P_rqblems) Analysis of Variance,_'
- With the S'ec'ond-' Factor ’Repea'tee[, on the log(x+l) Trans-
formed Trials to Criterion. Data

C = .50, 4f = 8,9, p <..0L,
~ .

Source 88 . a s F P
Total 39.38 79
Between Ss = 23.93 39 |
~— A.(Rules) 18.33 3 611 '38019 <'6.'1
' Ss within gps. 5.60 36  0.16
Within Ss © 1545 Wo |
B (Problems) = 11.18 1 11.18 111180  <.0L

AB- . 0.73 3 0.2k ‘%.ho 2405
BX subj. wthn. gps. = 3.5% 36 0.10 ‘

S SN
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Summary of 4(Rules) X .2(Problems) Analysis of Variance,
With the Second Factor Repeated, on the log(x+l)
Transformed Errors to Criterion Data

-

. c — .55,"@_ = 78,9’ P .( .Ol.

Source . S8 df MS F p
Total 24,25 79 _
Between Sg b 14,88 390
A (Rules) 11.7% 37 3.9 4H3.4% < ,0L
Ss within gps. © 3.1h 36 0.09 |
Within Ss 9.37 %0
B (Problems) 649 1. 6,49 162,25 4.0l
AB S 1.39 3 046 - 11.50 .<.01
B subj. wthn. gps. 149 . 36 0.0M

I T ——
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RULE DIFFICULTY ORDER AS A FUNCTION OF PRIOR RULE PRACTICE

Summary of Analysis of Variance on. log{x+l) Tfansfqrmed

Trials‘ijCriterion Data, Following CJ Practice

Fmax =;a.'&tg = 4,9, p<.0Ll; C = k5, d4f = t»,'g, P> .05.

Source  SS af = Ms F - p
Total - 23.1% 39 | |
Rules 18.1k 3 6.05 43,21 <.01
error 5.00 36 0.1k

Summary of Neuman—Keu;EﬂComparisons Between
7 -
Cell Totals for Trials to Criterion Data

cj Dj cd Bd
M7 g 15,958 17.ma
¢y — B.26U** 15814+  16,96%k*
- DJ —_— T OL7** 8.699%*

ca — 1.482
Bd —

* p < .05

- p < .0L -

C .
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' Summary of‘Analysis of Variance on.log(x+1) Transformed

v Trials to Crite:ion Data, Following Dj Practice

C = .60, g.__f = ‘+,9’ p‘.. oOlo |

" Source =SS df MB'. F P
Total - 21.6% . 39
Rules 15.69 3 5.23  30.77 ~ <.01
error ‘.5.95 36 - 0.17

Summary of Neuman-Keuls Comparisons Between
Cell Totals for Trials to Criterion Data

DJ Cj Bd |

Cd

o] 8,391 14,460 15.897
DI ——  B8.391%%  14.ME0KX 15,897k
i | 6.069%%  7.506%*
Bd T —_— 1.436
cd - —
* p 4,05

#* p L ,01 /
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Summary of Analysis of Variance Jon log(x+l) Tranéformed .

Trials.to Criderio

atay Fgllowing Cd Practice -

- -
S

- L

‘Fmax = 5.1%, 4f = 4,9, p 7..05; C = .51, df=%,9, 057 p>.0Ll. .

MS

. Source SS ar 'F D
Total - 8,02 39
Rules 2,65 . 3 0.88 5,87 . <.0L
error 5437 36 0.15
7 )
'Sunm.lal:y".'of Neuman-Keuls Comparisons Between = "

——

_Céll Totals for Trials to Crit‘erion Data

cd Dj c3 Bd
7.05 7.981 11.210 13.770
ca —_— 0,576 3.805 1 6.365%+
D} —_ 34229 5, 788%*
CJ —_— 2,560
' Ba —
* P < .05
.** p £.01 /




| Summary of Analysis of Variance on log(x+1) 'l‘ransformed '
Trials to: Criterion Data, Following Bd Practice
G o N , ~— .

Source '8S af MS F : P
Total 10.88 39 | -
Bules ~  1.76 3 . 0.5 2.36 .05
error 9,12 36 0.25 ' |

.\-l
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Summary of Analysis of Variance on log(x+l). Transforimed

v

. Errors to Criterion Data, Following Cj Practice

Fmax = 20.11, df = %,9, p<.0l3 C = .15, df = %,9, p>.05..

Source SS ar M5 ¥ P
Rules 11.39 3 3,80 38.00 . <.01

error S 3.60 36 0.10

Summary of Neuman-Keuls Cdmparisons Between
Cell Totals for Errors to Criterion Data .

Cj D ca_ "Ba
«301 64279 12,699 13.449
€I  — . 5.978%%  12,398%+  13.148%*
D] — 6121 ** 7 170%%
ca, - e 750
* p <,05
*k p <0l
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-

- Summary of Analysis of Variance on. log(x-l-l) Transformed 7 )

Errors to Criterion Data, Following Dj Practice
|

C = '.56’ g_: = t¥,9, 005 7 P 7 0010

Source ss ar M B P

Rules = - 977 3 3.26 - 277 <.01
error E 1“016 , 36 0.12 )

Summary of Neuman-Keuls Comparisons Between
Cell Totals for Errors to Criterion Data

D3 c& Bd cd
0 Belt3L 11,406 12.201 -
pDj - S.430#%  11,406%%  12,201*
¢ - — 5.975%%  6.770%*
cd ‘ « S —
* p <,05

** p < L,O0L
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Summary of Analysis of Variance on log(x+1) Transtrmed
Errors to Criterion, Data, Following ‘cd Practice‘

Fmax= 7.68’ g_f.:]_r_,g',. .0571)7 .01; c =‘ .51{.’ §.§=!*a9a ,0-5>p ? .01,

Source’ 88 df _ M5 - F _ P
‘Bules  1.65 . 3 0.55 6.88 <.,0r . .7

error - 2,83 36 - 70.08 - _ -

Summary of Neuman~-Keuls Comparisons Between
Cell Totals for Errors to Criterion Data

- cd Dj “ C3 i Bd
4,560 5.128 8.173 9.406
ca —  .568 3.613% Y W
RY S — 3.045% k278w |
o S : . — 1.233 -
Bl | - —_—
* p <.05 o

*xk 15} < .01 - o
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f Errors to Criterion.Data Following Bd Practice

—_ 6.61, df = %9, .05>p >-_01;_ C = .47, ar=%,9, p>.05.

4

Source

Ms F - p

Ss - ar
Tatal 6.22 39 . .
Rulés’ 0.81 3 0,27 - 1.80 >0
error 36 0.15 -

S.h1
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WITHINSRULE DIFFICULTY AS A FUNCTION OF PRIOR RULE PRACTICE

‘Summéry'of'Analysis of Variance on log(x+l) Transformed
Trials to Criterion Data, Within Cj Rule’

| Fmax = 5.36, 4F = 4,9, p 7.05; C = 45, 4f = 1,9, p >.05

Source Ss ar MS F p

Total '10.03 9/
Rule Pr, - \ 7.56 03 2e 52 36-00 h < «0L

error | 2,47 36 0.07

Ty

Summary of Neuman-Keuls Comparisons Between

Cell Totals for Trials to Criterion Data

Dj . Bd- .cd

' g%? 8.391 10.967 . 11.210
Cj  — © Z.9Lkx  10,L90%* 10,733+
Dby —_ 2,576 2.819™
Bd . — 243
ca o . —

* ql) <..05
** p <.0l
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JSﬁmmary of Analysis of Variance on lo
Trials to Criterion: Data, Within Dj Rule
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1) Transformed

_ | \H—“‘f-~
C = 38, 4f = 4,9, P > .05,
Source S5 . af ¥S B )
Rule Pr. 5.79 3 1.93  9.65 < .01

err 71 36 0.20

Summary of Neuman-Keuls Comparisons Between

Cell Totals for .Irials to Criterion Data

pDj . cd c3 Bd
., 0 7,981 8.742 9405
:r-ﬁE/T-—-  7.981%* 8. 7uoxk 9 hOSex
ca — <760 S 1.2k
of ' T e 664
Bd . | —_—
* p < .05

** p < .01 , : e
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Summary of Analysis of Variance on. log(x+1) Transformed
Trials to Criterion.Data, Within Cd Bule

mx = 10.35, _(:i_i = ll-',‘9, P > .05; c,.= 028’ g.i = 1"-,9, P ? .7050

Source - 88 af MS F p

Rule Pr.. 490 3  L.63  9.59 2 \n,
error 6.26 36 0.17 |

_Summary of Neuman-Keuls Comparisons  Between

Celi‘Tbﬁéls for Triais to Criteniqn.Déta

_70305_ '1Bd Dg-. cy = -
.l | 3.96% 15.897 15,958
ol e — 6.559%*  B.hg2kx | 8,553+
Bd S — ©1.933 1.99%
Dj : ' —_— .061
c3 ' | —
* p <.0% |

** p < 01

ek TN o
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Summary of Analﬁsis of Vériance'on‘log(x+l) Transformed
Trfals to Criterion Data, Within Bd Rule
Fmax = 7.1*'7, g_i: = }-F,9., 005 ?D >.01;_ C= ol"8, g_i:=!+’9, p).OS.

3

Soufce o SS af MS F , P

Total 13.8% . 39 |
Rule Pr. k.o 3 1. 5022 <01
error 9.60 .36  0.27

RO |

Surmary of Neuman-Keuls Comparisons Between
Cell Totals for Trials to Criterion Data

8on17 13.970 obeo 170041 ¥
Bd -~ 5.353* 6.0U3% 9,02+’
cd SR «690 34671
Dj L — 2.981
cy | —
* p .05
** p < 0L
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- Summary of Analysis of Variance on log(x+l) Transformed
Errors to Criterion Data, Within Cj Rule

Fmax = 4.78, 4f = %;9, p ».05; C'= .43, af = ¥&,9, P'>.05

K

ar - s

;éource ‘.SS F I +
Total .04 39 ' | i
Rule Pr. L,15 3 1,38 55,20 | <.0L
“error  0.89 36  0.025 -

Summary of Neuman-Keuls Comparisons Between
Cell Totals for Errors to Criterion Data

= -

. Cj Dé_ cd Bd
301 55431 8.173 8.199

cy — 5.130%%  7,872%%  7.898%+

DJ —_— 24 TL2** 2.768%x% '_‘,,.f-"

cd — .026

B“> —

% p < .05
** p < .0l

-
L
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s of Variance on log(x+l) Transformed

Errors to.Criterion Data, Within Bj Rule

C'=237, 4 = ¥,9, P 7 .05, .

Source ss af MS O F U p
Total " 7.29 39 e |
error 4,38 36 . 0.i2

Summary of Neuman-Keuls Compérisons Between

Cell Totals for Errors to Criterion Data

L 4

3 5128 o3 et
TDj ——  5.128%%  6.279% - 6,8L2%*
cd — 1.151 1,684
Cj — #9533
Bd — 4
* p <.05%

¥k p < LO01

b
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Summary of Analysis of Variance on log(ﬂl) Transformed

Errors to Criterion Data, Within Cd Rule

Fmax—2.08 df-lf9,p>.05, 0773’-!- df—1+9, p>. 05. .

éource | 55 aft MS . F ) D
Total ~ 9.03 39 |

Rule Pr. 4.17 3 1.39 10.30. - < .0l
error 4,86

36 0.135

* Summary of Neuman-Keuls Comparisons Between

Cell Totals for Errors to Criterion Data

DJ

Cd ‘Bd
0 560 995 12.201 120899
o — 4,935%%  7.6uL** 8.139%* .
Bd — 2.706 3,20%
D3 — 498
c3 | —
* p < .05
#x p < 0L
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Summary of Analysis of Varlance on log(x+l) Transformed
Errors to Criterion Data, Within Bd Rule

Fmax =7.68, _(z;'-'—' tl-,.9, .05>p ).01; C = o""l’l" _d_f_=‘+,9, P> 0050 |

Source . &8 daf . MS | F p.l
Total 9.1 39 _ .
Bule Pr.  3.25 3 1.08 . 6.75 < .01
error 5.86 36- . 0.16 1

Summary of Npuman—Keuls Comparisons Between
Cell Totals for Errors to Criterion Data

‘o0 odos 1106 13,849

Bd  —— . 3.676* 5e676%% . TJTLGER"

ca —— 2,000 4,043

D3 _ — 2,043

cj | | | — ’
* p <,05

** p < ,01
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