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Abstract

With the growth of the Internet, the problem of congestion has attained the distinction 

of being a perennial problem. The Internet community has been trying several 

approaches for improved congestion control techniques. The end-to-end approach is 

considered to be the most robust one and it has served quite well until recently, when 

researchers started to explore the information available at the intermediate node level. 

This approach triggered a new field called Active Networks where intermediate nodes 

have a much larger role to play than that of the naive nodes. This thesis proposes an 

active congestion control (ACC) scheme based on Available Bandwidth-based 

Congestion Detection (ABCD), which regulates the traffic according to network 

conditions. Dynamic changes in the available bandwidth can trigger re-negotiation of 

flow rate. We have introduced packet size adjustment at the intermediate router in 

addition to rate control at sender node, scaled according to the available bandwidth, 

which is estimated using three packet probes. To verify the improved scheme, we 

have extended Ted Faber’s ACC work in NS-2 simulator. With this simulator we 

verify ACC-ABCD’s gains such as a marginal improvement in average TCP 

throughput at each endpoint, fewer packet drops and improved fairness index. Our 

tests on NS-2 prove that the ACC-ABCD technique yields better results as compared 

to TCP congestion control with or without the cross traffic.

Keywords -  Active Networks, Congestion Control, Congestion Avoidance, 

Available Bandwidth
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Chapter 1. Introduction

“Network congestion is a condition where a system has settled under load into a state 

where traffic demand is high but little useful throughput is available, with high levels 

o f packet loss, delay, and delay variation. ” -  Wikipedia Encyclopedia

1.0 Overview

The Internet community started to experience a series of congestion collapses after 

October 1986 and researchers started suggesting ways to tackle this problem. The 

first available and organized literature [Jacobson 88] of congestion avoidance and 

control algorithms was presented at the UC Berkeley research lab. This work was 

motivated by the alarming situation faced by the authors when they experienced a 

huge rate drop from 40 Kbps to 32 bps.

TCP-based approaches were preferred and were serving well until the need for 

network-level computation support (Active Network) started being regarded as an 

important area for research [Psounis 99]. The concept of active networking emerged

ACC-ABCD 1
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Chapter 1. Introduction.

in 1994 and 1995 from discussions within the DARPA (Defense Advanced Research 

Project Agency) community on the future directions of networking systems.

[Jain 88] states that with the era of high bandwidth network, congestion control 

would become a historical phenomenon; on the contrary, it is still a daunting task for 

networking community. [Bhattachaijee 96] regarded congestion control as a problem 

that was unlikely to disappear in the near future. Over the past few years the Active 

Networking community has been suggesting ways which highlight the importance of 

network level computation. The Internet experiences packet losses frequently due to 

congestion, but most likely the reason for this is congestion control technique 

[Widmer 02]. Widmer et al. state that imbalance in resource allocation should be 

regarded as a prime cause for congestions. [Stoica 03] praised end-to-end congestion 

control saying it was a ‘central tenet’ of Internet architecture but in their discussion 

they augment the earlier argument saying that router based mechanisms greatly 

improve the efficiency.

“Considerable research has been done on Internet dynamics since 1988, and the 

Internet has grown. It has become clear that the TCP congestion control /  avoidance 

mechanisms, while necessary and powerful, are not sufficient to provide good service 

in all circumstances. In addition to the development o f new congestion control 

mechanisms, router-based mechanisms complement the endpoint congestion 

avoidance mechanisms. ” [RFC 2941] pp. 3.

ACC-ABCD
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Chapter 1. Introduction.

1.1 Network Performance

If the network load is small then throughput keeps up with the load, but as it reaches 

the network capacity the queue starts building up and results in congestion (packets 

being dropped).

> Knee is the point after which the increase in the throughput is small but 

increase in response time is significant.

> Cliff (congestion collapse) is the point at which throughput approaches zero. 

At this point response time approaches infinity.

Knee C liff

Throughput

Load

Response
Time

P o w e r

Figure 1-1: Network Performance {Ref - [Jain 88]pp.4)

ACC-ABCD 3
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Chapter 1. Introduction.

Congestion-avoidance schemes allow the network to perform at the knee whereas 

congestion control schemes allow the network to operate to the left of the cliff.

Power is the ratio of throughput to response time. It can be observed that the peak of 

the power curve occurs at the knee response time will increase drastically from this 

point onwards which suggests that the main research work for improvement of 

congestion control techniques should revolve around quick response time and 

throughput.

The response time issue can be dealt with by placing congestion control capabilities 

into the network. Throughput issues can be dealt with as a customized flow rate and 

packet size combination, which will reduce the packet loss rate.

1.2 Motivation

Current congestion control mechanisms used in TCP variants adjust the packet rate in 

order to adapt to network conditions and obtain a throughput not exceeding that of a 

TCP connection operating under normal conditions in the same environment. In an 

environment where the bottleneck resource is bandwidth, resource sharing depends 

on packet size.

Current congestion control mechanisms aim to either reduce or increase the number 

of packets sent per time interval so as to adjust to the current level of congestion in

ACC-ABCD 4
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Chapter 1. Introduction.

the network. Reducing the packet rate in times of congestion is the correct behavior in 

a packet rate-limited environment. In an environment where the bottleneck is limited 

bandwidth and different flows use packets of different sizes, the bandwidth- resources 

may not be shared fairly among flows. Under such a situation, the share of bandwidth 

of a flow may be, governed by the packet size. A TCP flow using a smaller packet 

size may achieve a small fraction of throughput as compared to a TCP flow with a 

larger packet size, if no corrective measure were taken. This fraction is, in first 

approximation, of the order of the ratio of the small packet size to the large packet 

size.

To avoid congestion on a network path, it would be sufficient for TCP to adapt to the 

available bandwidth at the link with the heaviest congestion and only react to packet 

losses that occurs at that specific router (local fairness). Since TCP reacts to all loss 

events regardless of where they occur, TCP behaves more conservatively than 

necessary when crossing multiple congested gateways [Widmer 00].

The goal of end-to-end congestion control is to adapt the resource usage of a flow to 

the network’s available resources, and to do so such that the resources are shared 

fairly among competing flows. Usually, the limited resource is either the packet 

processing rate of the router or link capacity (bandwidth). In the former case, it is 

necessary to control the rate at which the packets are sent; while in the latter either the 

packet rate or the packet size can be adjusted. A bandwidth-limited environment 

therefore allows to trade off packet size for packet rate (instead of reducing the packet

ACC-ABCD 5
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Chapter 1. Introduction.

rate to react to congestion, a flow may choose to maintain a high rate at the expense 

of a reduced packet size).

1.3 Rationale

The following figure is a schematic representation of a sender and a receiver on a 

high bandwidth network connected by a bottleneck link.

r —

ReceiverSender

l“ AbH

I-  A- H

Figure 1-2: Schematic Bottleneck (Ref - [Jacobson 88]pp.4)

The vertical dimension is bandwidth and the horizontal dimension is time. Each of the 

shaded boxes represents packet. The area of the packet is the packet size.

Bandwidth * Time = Size in Bits

ACC-ABCD 6
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Chapter 1. Introduction.

The time Pb represents the minimum packet spacing on the bottleneck. The net 

packet spacing at the receiver is Pr. Pr is equal to Pb, i.e., Pr = Pb- The same time delay 

persists in the acknowledgements received by the sender, i.e., Ab = Pr -  Pb

The scaled packet size method presented in this work reduces the delays experienced 

(Pb, Ab) while the packet is in transit. Moreover the packet rate at the sender is also 

scaled with the link metrics (available bandwidth) measured at an intermediate node. 

As a net effect TCP does not have to enter the phases of slow start and congestion 

avoidance.

1.4 Thesis Statement

The proposed Active Congestion Control (ACC) technique presents a new 

intermediate router based congestion control mechanism. It makes use of available 

bandwidth-based congestion detection (ABCD) to judge the degree of congestion and 

formulates its remedy depending on it. The ACC-ABCD approach uses packet size 

adjustment at the intermediate router in addition to the rate control at sender.

The congestion control mechanism used by TCP reacts to a single packet loss by 

halving its congestion window. This causes abrupt changes in the sending rate. Our 

scaled rate change approach increases reliability, which is demonstrated with fewer 

packet drops. The ACC-ABCD approach uses packet size adjustment at the 

intermediate router in addition to the rate control at sender. We evaluate and validate 

our approach through simulation using NS-2. Our findings can be used to design a

ACC-ABCD 7
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Chapter 1. Introduction.

TCP-friendly congestion control mechanism for applications that can be forced to use 

a small packet size.

1.5 Contributions

[Faber 98] and [Faber 02] work extended NS-2 version 2.1b8a to support the Active 

Network paradigm. One important contribution of the work presented in this thesis is 

to make the latest version of NS-2, i.e., 2.26 ACC module compliant.

The work presented here is based on a comprehensive investigation made with all 

TCP variants. Such studies on the dumb-bell topology have not been available. To the 

best of our knowledge no work has presented comparative results based on all the 

TCP variants.

[Bhattachaijee 96] for the first time, outlined the use of Active Networks in 

Congestion Control. Our approach adapts this idea with the use of Available 

Bandwidth-based Congestion Detection, which is helpful in measuring the degree of 

congestion. [Widmer 02] suggested the idea of packet size change, which is the basis 

of our work. TCP has a greater bias against packets that are less than MTU size, but 

with ACC-ABCD we claim that small size packets will be treated fairly. We infer that 

small size packets are sometimes a necessity of the networks especially when there is 

a scarcity of resources (Bandwidth) and dealing with the packet size is the right 

approach when the bottleneck is caused by the limitation of available bandwidth.

ACC-ABCD 8

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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1.6 Thesis Organization

Chapter 1 has provided an overview of congestion control problems and the objective 

of this thesis. The remaining document is organized as follows. Chapter 2 provides 

the background of classical congestion control techniques. In the Chapter 3 we have 

surveyed the work related to Congestion Control involving network level 

computation, i.e., Active Congestion Control. Chapter 4 outlines the proposed ACC- 

ABCD methodology, which is analyzed in Chapter 5 with experimental details and 

results. The concluding Chapter 6 lists achievements and limitations of our 

methodology as well as future work. References used for this work have been 

tabulated in the bibliography section. The appendices A, B, C and D provide the 

quantitative and performance metrics used for network benchmarking, algorithms 

used in TCP variants and ABCD experiments respectively.

ACC-ABCD 9
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Chapter 2 . Background

“A network is said to be congested i f  it is being offered more traffic than its rated 

capacity. As the per-flow product o f bandwidth and latency increases, TCP becomes 

inefficient and prone to instability, regardless o f the queuing scheme. ” -  ([Katabi 02] 

pp. 1)

2.0 Network congestion

“Congestion can occur when data arrives on a big pipe (a fast LAN) and gets sent out 

through a smaller pipe (a slower WAN). Congestion can also occur when multiple 

input streams arrive at a router whose output capacity is less than the sum o f the 

inputs. ” ([RFC 2001], pp. 3).

According to ([Jain 88], pp. 1) “Congestion occurs in a network when resource 

demands exceed the capacity. ”

There is little queuing in the backbone networks, let alone the congestion-related 

packet drops. To the contrary, in access networks one of the main reasons of 

congestion in the networks is mismatch in the speed links [Widmer 02].

ACC-ABCD 10
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Chapter 2. Background

2.1 Congestion Control & Avoidance

[Jain 88] distinguished between two commonly interchangeable terminologies called 

congestion control and congestion avoidance. According to Jain et al., congestion 

control is a recovery process from a congested state whereas congestion avoidance is 

a prevention mechanism designed to keep the network from entering the congested 

state. Further, they state, “[t]he congestion avoidance scheme allows a network to 

operate in the region o f low delay and high throughput. ” These avoidance 

mechanisms improve the packet loss rate since they prevent networks from entering 

into congested state. The proposed method in this thesis falls under the category of 

Congestion Avoidance.

2.2 Flow Control and Congestion control

Some earlier works regard congestion control as a special case of flow control. The 

difference between flow control and congestion control was defined well in [Johari 

01] which states that flow control is an agreement between the sender and the receiver 

regarding the speed of the flow, whereas congestion control speaks about the 

intermediate nodes which will be congested with the mismatch in various parameters. 

Further they state that some researchers still consider flow control to be a special case 

of congestion control. Johari et al. summarized it by stating, "flow control is a 

bipartite agreement and congestion control is a social law. ”

ACC-ABCD 11
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2.3 Active Networks

The first available literature on the notion of Active Networks, [Tennenhouse 96] 

characterized this paradigm as "networks, which allow their users to inject customized 

programs into the nodes o f the network." The extended and comprehensive definition 

provided in [Tennenhouse 97] states, "In active networks switches o f the network 

perform customized computations on the messages flowing through them." They 

further tried to investigate the need for the evolution of these kinds of networks and 

conclude that it’s a consequence of “user pull and technology push. ” These Active 

Networks are a matured form of programmable networks (PNs). According to 

[Campbell 99] the ease of deployment of new services was the motivation for this 

transformation of PN to the Active Networks.

Figure 2-1: Model of programmable network (Ref - [Huang 02] pp. 1)

ACC-ABCD 12
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Under the concept of programmable networks, two schools of thought have emerged 

on how this programming support will be provided. One school is called the Opensig 

community, which advocated the use of ‘open programmable networking interface’, 

and the other DARPA community suggested moving away from the OSI model 

towards the active-network model [Campbell 99]:

Application

Presentation

Session

Transport

Network

Data-Iick.

Figure 2-2: OSI model - (Ref -[Huang 02] pp. 2) Active network model

Once the networking community accepted the active-network model, it has been 

proposed for a wide range of applications. [Bhattachaijee 98] states the advantages of 

active networks as follows -

> Active networks reduce the time required to develop and deploy new 

network services.

> Active networks may enable users or third parties to create and tailor 

services to their particular applications and even current network 

conditions.

_______ _
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> A dynamically programmable-network offers a platform for 

experimenting with new network services and features on a realistic scale 

without disrupting regular network services.

2.4 Congestion Control -  Protocols Perspective

As discussed in [Jacobson 88], congestion control was supposed to be taken care of 

by the TCP/IP suite. There are some variants of TCP such as TCP Vegas [Brakmo 

95], which were needed because of certain shortcomings of TCP. Brakmo et al. 

discuss an end-to-end congestion scheme, which they claim to be superior to the TCP 

- Reno, another variant of the TCP suite. Continuing with the efforts to design better 

congestion-control schemes, an Active Networks paradigm was proposed 

[Bhattachaijee 96]. It equips the network with a capability to decide in case of 

congestion which data is to be dropped. [Anker 03] justifies the use of TCP saying the 

TCP friendliness allows applications to coexist with other TCP sessions. [Tao 03] 

echoes [Jackobson 88] and states that "TCP has played a critical role in the robustness 

of today’s Internet” but also agrees with the requirement to make it better with regard 

to demands of QoS.

ACC-ABCD 14
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2.5 TCP-Variants

Since the first TCP implementations (1986), TCP has been improved in several ways. 

Earlier versions of TCP used a go-back-n retransmission scheme with cumulative 

acknowledgements and a retransmission timer for the recovery of lost packets. The 

timeout value is a multiple of the RTT. Today, many different versions of TCP are in 

use. This section gives a brief overview of some of the more important versions of 

TCP. Appendix B provides some algorithms, which will be helpful in understanding 

the following discussions.

. TCP Tahoe (1988): [RFC 793]

TCP Tahoe is one of the commonly used TCP-flavors, which is basically a TCP with 

Slow Start, Congestion Avoidance and Fast Retransmit algorithms. Tahoe follows a 

go-back-n model, uses cumulative positive acknowledgement and requires timer 

expiration (timeout) to resend data lost during transport. In Slow Start, the congestion 

window increases exponentially for each ACK received, until a threshold called Slow 

Start Threshold (SSThresh). Beyond that, TCP goes into the Congestion Avoidance 

Phase, where the window increases linearly for every RTT. In Fast Retransmit, in 

case of a packet loss, TCP retransmits the lost packet after receiving three duplicate 

ACKs (dup-acks) without waiting for a timeout. Compared to the more recent 

versions of TCP (Reno and New Reno) TCP Tahoe, does not have the fast recovery 

mechanism.

_______ _
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• TCP Reno (1990): [RFC 1185]

TCP Reno modifies Tahoe’s Fast Retransmit mechanism to include Fast Recovery. 

This prevents the communication path from going empty after Fast Retransmit, 

thereby avoiding the need to Slow Start to re-fill it after a single packet loss. The 

sender enters Fast Recovery after receiving a threshold number of dup-acks. The 

sender retransmits one packet and reduces its congestion window by half. Instead of 

slow starting, the Reno sender uses additional incoming dup-acks to clock subsequent 

outgoing packets. TCP Reno improves performance when single packet losses occur, 

but suffers when multiple packets are lost.

• TCP Vegas (1994): [Brakmo 95] and [RFC 2581]

TCP Vegas is quite different from other versions of TCP in the following three ways. 

The first technique is with respect to rate control. Besides correctness and in-order 

delivery, the most important function of TCP is to avoid congesting the network 

while trying to reach its own maximum possible throughput. Therefore, controlling 

the congestion window plays an important role in determining the throughput. In 

other versions of TCP, e.g. Tahoe, Reno, etc., the congestion window decreases only 

when a loss occurs. The loss might have occurred because the network is congested. 

TCP Vegas, on the other hand, tries to anticipate congestion and adjusts its 

transmission rate accordingly.
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First, TCP Vegas maintains two variables, Expected Rate and Actual Sending Rate. 

Expected Rate = Congestion Window Size / Base RTT

Where Base RTT is the RTT of a segment when there is no congestion. In practice, 

Base RTT is set to the minimum of all measured RTT.

The Actual Sending Rate is calculated by counting the number of bytes between the 

time the segment is sent and the acknowledgement is received and computing the 

RTT for this segment.

Actual Sending Rate = Number of bytes sent in Sample RTT / Sample RTT

Second, Vegas compares Actual Sending Rate to the Expected Rate and calculates the 

difference to be

Diff= Actual Sending Rate - Expected Rate

It also defines two thresholds a  and (3. When Diff < a, Vegas increases the 

congestion window linearly during the next RTT. When Diff > p, Vegas decreases 

the congestion window linearly during the next RTT. Otherwise, Vegas leaves the 

congestion window unchanged.

In the second technique, Vegas uses a more accurate RTT estimate and a more timely 

decision to retransmit a dropped segment.

In the third technique, Vegas modifies Slow Start by allowing exponential growth 

only every other RTT. In between, the congestion window stays fixed so that Diff can
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be calculated. This is used to switch from Slow Start to linear increase/decrease 

mode.

TCP SACK (1996): [RFC 2018]

TCP SACK uses a selective repeat scheme to retransmit lost packets. The receiver 

sends back selective ACKs to the sender on receiving out of order segments. The 

sender then selectively retransmits the missing segments. The other versions of TCP 

listed above, require modifications only to the TCP sender. But SACK must be 

implemented at both the sender and the receiver.

• TCP NewReno (1999): [RFC 3782]

TCP NewReno modifies the Fast Recovery algorithm in Reno to respond to the 

partial acks received during Fast recovery. A partial ack is an ACK for the 

retransmitted packet that acknowledges only some but not all the packets that were 

transmitted before the Fast Retransmit. TCP Reno goes out of Fast Recovery and 

waits for a timeout if partial ACKs are received during the Fast Recovery phase. In 

TCP NewReno, partial acks do not take TCP out of Fast Recovery. Instead, partial 

acks received during Fast Recovery are treated as an indication that the packet, 

immediately following the acked packet, has been lost and should be retransmitted. 

Hence, TCP New Reno performs better with multiple losses.
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Delayed ACK Option: [RFC 2883]

Delayed ACK is an option that can be used at the TCP receivers. Delayed ACK 

allows a receiver to refrain from transmitting an ACK for every incoming segment. 

The receiver could send back an ACK for every alternate segment. Since ACKs are 

cumulative, delayed ACK does not reduce the transmission reliability. Also, it 

conserves resources by decreasing the load on the network and the machines that 

must generate and process these segments.

2.5.1 Mechanisms which Complement TCP

• TCP through RED gateway:

Random Early Detect (RED) is implemented in gateways or routers in the network. 

The gateway detects onset of congestion by measuring the average queue size, and 

then occasionally drops a packet to notify TCP sources of the possibility of 

congestion.

TCP with ECN Option: [RFC 2481]

The Explicit Congestion Notification is a congestion avoidance mechanism like RED, 

and is normally used with RED to detect the onset of incipient congestion, and force 

TCP to reduce its congestion window before a loss actually occurs. The RED

_____ _
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gateway, on detecting congestion, sets the ECN bit in the IP header of the packet, and 

instead of dropping it, forwards it to its destination. The TCP receiver, on receiving 

the packet, sets the ECN bit in the ACK packet back to the sender. The sender on 

receiving this packet with the ECN bit set, reduces its congestion window, thus 

reducing its sending rate.

2.6 Survey of Congestion Control Techniques

2.6.1 Premature Stage

Congestion control and avoidance was well documented for the first time in 

[Jacobson 88], which incorporated into the TCP suite some of the congestion-control 

remedies like slow start amd congestion avoidance. More details on these algorithms 

are available in appendix B. [Jain 88] emphasized the difficulties in congestion 

control in the connectionless network layer. As referred to earlier, one of the 

contribution of the [Jain 88] work was to differentiate between flow control and 

congestion control, which has proved to be a milestone contribution in this field.

2.6.2 Later Developments

After early exposure in the late eighties the network community prioritized the 

congestion-control problem. [Lotfi 93] explored one more reason of congestion 

control which they summarized as “[c]ongestion is a mismatch o f available 

resources and the amount o f traffic. ”

_____ _
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[Brakmo 95] proposed an end-to-end congestion avoidance scheme (which later came 

to be known by the name TCP Vegas), that increases the throughput and decreases 

the packet loss. To be exact, they assert that the experiment on the actual Internet and 

in simulation achieves 47 to 71 percent better throughput and one fifth to one half of 

the packet loss. Then [Golestani 98] formulated the problem of end-to-end traffic as 

an optimization problem. With this, the authors claimed to have developed a 

methodology that satisfies the congestion avoidance norms as well it satisfies the 

users regarding fairness in the process.

[Yang 95] summarized the work done in these two time spans by presenting a 

taxonomy of congestion control techniques based on control theory. Later it was used 

for the development of new congestion- control strategies. The basic characteristic 

used for the classification is how an algorithm collects & interprets the information 

from the feedback. In short, it focuses on the decision-making process.

ACC-ABCD 21

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 2. Background

2.7 Classical Techniques

2.7.1 ECN marking

Explicit Congestion Notification (ECN) is used as a means of conveying congestion 

information back to the end systems. ECN was proposed in 1999 by [RFC 2481] and 

incorporated into the TCP/IP suite in 2001 by [RFC 3168]. The researchers have been 

discussing the enhancement of ECN, which will provide the QoS support. Also it is 

considered as a need of today’s networks.” [Kunniyar 03] proposed a scheme to 

adjust the ECN marking such that, a loss of packets will be minimal. [Li 03] talks 

about TCP-ECN where bottlenecks mark the packet so that packet loss is avoided.

2.7.2 Fair Queuing

With regards to end-to-end argument, Fair Queuing controls the congestion in 

gateways by restricting every host to an equal share of gateway bandwidth. [Legout

02] proposed a multicast congestion control protocol (called PLM) for audio/video 

and file transfer applications based on a cumulative layered multicast transmission, 

which is compatible with the TCP suite. In addition to this the authors also 

demonstrate how to apply the FQ paradigm for designing new congestion-control 

protocols. They claim to have separated the requirements of the network from the 

requirements of end system.
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2.7.3 Rate-Based Schemes

TCP is equipped with the AIMD (additive increase multiplicative decrease) 

mechanism, which is mainly responsible for rate control. [Rejaie 99] presented a 

comparison between the Rate Adaptation Protocol that employs AIMD and TCP. [Li

03] said that in traditional congestion-control schemes, the packet loss is unavoidable. 

Li et al. suggests a new strategy where they refer to their earlier work [Harrison 01] 

for a threshold technique and the new concept of accumulation. This approach 

doesn’t require packet marking. It tends towards the rate adaptation technique. 

[Subramanya 03] presented a rate based congestion control scheme. This scheme is 

modeled on non-linear system theory by which performance and stability can be 

mathematically analyzed and established. Their results confirm the mathematical 

claim with a simulation result.

2.7.4 Window-Based Schemes

TCP [RFC 793] uses a window-based scheme for congestion management. [Jacobson 

88] describes the dynamic window sizing on congestion. [Mo 98] presented the 

multiclass closed-fluid model, which is used to justify the existence of a window- 

based fairness scheme for end-to-end congestion control algorithms. The theory 

presented in this work is supported by mathematical proof but a practical 

implementation is yet to be achieved.
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2.7.5 Random Early Detection (RED)

[Floyd 97] states that RED gateways improve the fairness and performance of TCP 

traffic. They have presented a RED queue-management scheme, which keeps the 

buffer from overflowing. They infer that RED configuration is still a research issue. 

[Janarthanan 03] states that RED gateways are intended for a network where a 

transport protocol responds to congestion indications from the network.

2.8 Feedback-Based End-to-End Congestion Control

2.8.1 What are they?

Feedback based congestion controls are common in network protocols. Widely 

deployed byte-stream protocols include the Internet Transmission Control Protocol 

[RFC 793]. [Faber 98] states that network systems have to change themselves 

dynamically to adjust the responses according to the status of the congestion site. In 

this regard [Rejaie 99] states “[a]ll end systems are expected to react to congestion 

by adapting their transmission rates, to avoid congestion collapse and to keep 

network utilization high. ” [Mo 98] states the advantages of these systems saying only 

the hosts that want to implement different functions need to upgrade their software 

and this way the network stays simple and it scales easily.
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2.8.2 Some of the Approaches

Congestion control has been traditionally dependent on the end-to-end adjustment of 

the flows. Sources adjust their transmission rate in response to feedback information 

from the network nodes [Lotfi 93].

[Golestani 98] proposed a minimum cost-flow control algorithm. The authors 

implement a number of new schemes in the TCP such as a timeout mechanism, 

control of number of extra buffers, and a modified slow start mechanism. They also 

claim that it does not affect the latency and it is comparable with TCP-Reno in all 

aspects. [Psounis 99] describes the scheme where centrally managed techniques will 

be replaced by distributed network management. Network management is achieved 

through the polling of managed devices, which are observed for anomalies. Managed 

devices are responsible for feedback. [Floyd 99] describes the idea of a router taking 

the initiative and restricting the much demanding flows at the time of congestion. 

This idea gives rise to use of network level computation. The authors also raise 

questions about the credibility of the best effort service that is non-congestion 

controlled. [Santos 03] proposed a packet-marking scheme in which end-to-end 

congestion control is achieved, which is link-level controlled and it prevents 

congestion from spreading. It defines the response functions based on feedback in 

case congestion is detected.
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2.9 Deficiencies

[Faber 98] utters a word of caution saying that feedback-based congestion-control 

systems do not scale well enough with respect to network bandwidth and delay. 

Further the authors explain that, increase in those quantities decouples the congestion 

site and the end point. [Floyd 99] states that duration of congestion at the bottleneck 

of connection is directly proportional to the bandwidth delay product.

2.10 Summary

In this chapter we reviewed different versions of TCP. The chapter presents a 

taxonomy of congestion control algorithms based on their functionality. In the last 

section we looked at the feedback based congestion control techniques to define the 

need for improvement of these techniques was being considered by researchers. In the 

next chapter we shall present the state of the art: Active Congestion Control.
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“Active networks allow individual user, or groups o f users, to inject customized 

programs into the nodes o f the network. ‘Active’ architectures enable a massive 

increase in the complexity and customization o f the computation that is performed 

within the network, e.g., that is interposed between the communicating end points. ” 

[Research Group at MIT]

3.0 Internet to ActiveNet

3.0.1 Early Research (What are Active Networks?)

[Tennenhouse 96] proposed the preliminary idea of Active Networks in the form of 

RFC named ‘From Internet to Activenet’, which basically speaks about the 

incorporation of Activenets, which will take over today’s Internet. [Tennenhouse 97] 

envisioned this field in the mid 90’s when the need for network-level computation 

was felt. This was initially part of discussions between DARPA communities. In this
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very first published work of Active Networks, Tennenhouse et al. outlined two 

different approaches to Active Networks -

> Discrete Approach -  Users would first inject their custom processing routines 

into the required routers. Then they would send their packets through such 

“programmable” nodes. When a packet arrives at a node, its header is 

examined and the appropriate action is taken according to program.

> Integrated Approach -  This is a more extreme view of active networks in 

which every message is a program. Every message (called ‘Capsule’) that 

passes through nodes contains a program fragment that may include 

embedded data. When a capsule arrives at an active node, its contents are 

evaluated.

Active Network was mainly a brainchild of DARPA (Defense Advanced Research 

Project Agency). The ABone is a virtual testbed for the active networks research 

program funded by DARPA. It is composed of a set of computer systems configured 

into virtual active networks. These systems execute under UNIX — FreeBSD, Linux, 

or Solaris — or operating systems built specifically for active networking.
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3.2 Network level Computation

The very first work to speak about the network level computation issue is 

[Bhattachaijee 96], which extends the active-networks application scope to 

congestion control. They emphasize the application-specific processing of data. 

[Floyd 93] had in an earlier work commented regarding possible use of 

programmable networks in network management. [Psounis 99] also discussed the 

idea of network-level management, which the authors believe will reduce the traffic 

of redundant information about network status. [Schwartz 00] made one of the first 

attempts to apply the Active Network paradigm to network management and 

monitoring. The approach is to move management stations close to the nodes to be 

managed. The advantage of using custom packets, which are executed at these nodes, 

is that management stations can get useful information rather than redundant and 

useless information. These smart packets follow the integrated (capsule based) 

approach towards using the active-network paradigm

3.3 Rationale for the Use of Active Networks in Network 

Management

In conjunction with the proposal to use active-network technologies for congestion 

control, [Bhattachaijee 97] proposed that the end-to-end system may be used as a 

scale to judge the network-level computation.
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3.3.1 End-to-End Argument

The end-to-end argument provides a rationale for moving the function in a layered 

system closer to the application that uses the function. The definition provided by 

[Bhattacharjee 97] is as follows: “[ Junctions should be placed in the network only i f  

they can be cost-effectively implemented there. ” This work further strengthens the 

bonds between the end-to-end argument and the Active Network by stating “[afctive 

networking is a natural consequence o f the end-to-end argument, because certain 

functions can be most-effectively implemented with information that is available 

inside the network. ”

3.2.2 Congestion Control as a function of Network Management

Traditionally, network management has been a centrally controlled phenomenon. 

Management stations routinely poll the devices that are under their management. 

[Psounis 99] demonstrated how centrally located management stations initiate a large 

amount of traffic (congestion), which can be suppressed, with the suggested 

technique of active networks. Thus, congestion control was regarded as a necessary 

part of efficient network management. [Stadler 02] and [Kawamura 00] present a 

distributed network-management scheme, which in turn takes into consideration the 

issue of congestion control. Thus the network community started regarding 

congestion control as an integral part of network management. [Raz 00] clearly stated 

that congestion control is a special case of network management.
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3.4 Active Networks for Congestion Control

[Bhattachaijee 96] predicted for the first time that the active network paradigm would 

be suitable for solving the problem of congestion control. Some of their assertions -

> Active networking in its most general form will require substantial changes in 

network architecture. To move the network in this direction there must be 

some benefits, even with partial implementation.

> Transmission bandwidth and computational power will both continue to 

increase, but so will application requirements for bandwidth. In particular we 

expect that network node congestion will be due to bandwidth limitation.

> Applications would prefer to adapt their behaviour dynamically. There will be 

times when networks will reject the requests for bandwidth and reserved 

bandwidth is likely to cost more.

> Another well-known challenge of sender adaptation is detecting an increase in 

available bandwidth.

Only a limited set of functions can be computed at an active network node. 

Computing these functions may involve state information that persists at the node. 

Congestion is an intra-network event and is potentially far removed from the 

application. The time that is required for congestion notification information to 

propagate back to the sender limits the speeds with which an application can self 

regulate to reduce congestion or ramp up when congestion has cleared. They 

proposed a range of schemes for processing application specific data such as unit 

level dropping, buffering, and rate control.

_______ _
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> Unit level drop -  A packet that specifies one particular function (one 

particular flow) is dropped; for some time thereafter, every packet that 

matches the same subset of its labels is also dropped.

> Buffering and rate control -  Putting additional buffering into the switch, 

which has to monitor the available bandwidth and rate control the data.

> Media Transformation -  It’s an intelligent dropping of data when congestion 

occurs. Transformation of data at the congestion point into a form that reduces 

the bandwidth but preserves as much useful information as possible.

[Faber 98] and [Faber 02] -  Active Congestion Control (ACC) uses router 

participation in both congestion detection and recovery. Congestion is detected at the 

router, which also immediately begins reacting to congestion by changing the traffic 

that has already entered the network.

Incorporating congestion detection as well as recovery at the router reduces the 

feedback delay. In feedback based end to end systems, congestion recovery starts at 

the end points and in turn propagates into the network whereas in this approach it 

starts at the congestion point and propagates to the end point. This lends a much 

greater stability to the system.
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Feedback based congestion control systems do not scale well with respect to network 

bandwidth and delay because increase of either quantity decouples the congestion site 

and endpoint.

The ACC systems works as shown in figure 3-1:

Figure 3-1: Faber’s ACC model (Ref - [Faber 98] pp. 2)

Router C has been programmed by the first packet of the connection with instructions 

on how to react to congestion and subsequent packets include information on the 

current state of the endpoints congestion control algorithm. The router then installs 

filters at C itself or at neighbouring routers E or F depending on which end point is 

responsible for congestion. It will filter out the traffic, which it would not have sent if 

the congestion was detected. ACC uses Active Networking technology to greatly 

reduce the control delay that the feedback congestion control system exhibits.

• The current state of the endpoint’s feedback algorithm is included in every 

packet. This state is small, an integer or two to keep the packet overhead low.
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• When a router experiences congestion and it is forced to discard the packet, 

the router calculates the new window size that the endpoint would choose if it 

had instantly detected the congestion.

• The router then deletes the packets that the endpoint would not have sent and 

informs the endpoint of its new state.

ACC moves the endpoint congestion control algorithms into the network where they 

can immediately react to congestion. ACC routers instantly unsend packets that 

would have prolonged congestion in the network. Internal network nodes beyond the 

congested router see the modified traffic, which has been tailored as though the 

endpoint has instantly reacted.

Figure 3-2 shows the actual simulation topology used for ACC experiments. (Same 

topology has been used for ACC-ABCD evaluation.)

o Cross Traffic Sources (7)

10ms
varies

Cross Traffic Sinks

Figure 3-2: ACC topology (Ref- [Faber 02] pp. 4)
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ACC reacts more quickly to congestion than a conventional feedback system can, 

which reduces the duration of each congestion episode. In this way fewer endpoints 

experience congestion during each episode, which improves the connection 

throughput.

[Lemar 99] adopted a proven TCP congestion control scheme in Active Networks, 

while leaving out unnecessary facets and adopting interesting ideas. Lemar et al. 

designed and implemented a reusable congestion control component used as a part of 

protocol capsule type definition. When a capsule is created and sent, the sender node 

evaluates the capsules forwarding method, which requests to use the congestion 

control method while forwarding. At the receiving node the forwarding method is 

evaluated for the last time and the capsule requests to send the ack for the last time. 

Lemar et al. have also addressed the issue of losses due to true loss instead of 

congestion.

Pc

ECN

Standard Standard

- - - -  -  -  - - - - - - - - - - - — - -  -  -  — : >

Custom Custom

Figure 3-3: Path with many unusual links (Ref- [Lemar 99] pp. 12)
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Sender S and receiver R are on the opposite sides of a wireless link. There are two 

active routers Ps and Pr on the receiver and sender side, respectively. If both of them 

take up the job of acking, then both want the capsule to ack back to it. They solve this 

deadlock situation by delegating this job to a router PC which is basically a router 

situated at the wireless link and it knows that Ps is a special router. It solves one more 

problem that Pc indicates packets loss by congestion only, not the one because of 

noise in the wireless loop.

[Wang 00] demonstrated that the FACC (forward active network congestion control) 

algorithm greatly reduces the congestion reaction delay of source end points. The 

authors presented an algorithm and performance analysis based on simulation results. 

The authors also proved that traditional use of Tahoe TCP at the end point for the 

detection of congestion is no longer efficient and strongly support the claim for 

moving the computations into the network with the FACC algorithm. It compares 

FACC (forward active network congestion control) with Tahoe TCP and 

demonstrates how FACC makes feedback congestion control more responsive. FACC 

increases the average throughput of each end point with or without cross traffic.

reeWMtitaii POCMMtai

FCCfBtar FACCC*»u*SW

Figure 3-4: Topology of FACC (Ref -  [Wang 00] pp. 2)
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In figure 3-4 a module (FACCQueueSpy) monitors the queue of the network node. It 

sends FACCIndication message to upper-flow and source end point requesting them 

to control the data flow respectively. FACCFilter is responsible for responding to 

FACCIndication. FACCSlowStart employed in source end points is utilized to react 

to FACCIndication.

[Gyires 00] proposed an active network algorithm that can reduce the harmful 

consequence of congestion due to aggregated bursty traffic. When traffic burstiness at 

a router exceeds a certain threshold and the routers buffer size, the router divides the 

traffic into independent paths. When traffic burstiness falls below the threshold the 

dispersed paths are collapsed into the original single path. The number of paths 

depends on the burstiness. The paths are going to be the best adjacent routers, which 

are decided by historical experience (that have proven to be capable of taking over 

dispersed traffic in previous cases with minimal cost). Cost includes number of 

dropped packets etc.

[Cheng 01] presented a network assisted congestion control (NACC). NACC utilizes 

RTCP packet as the control message carrying information about the desired 

transmission rate to use. The intermediate routers adjust this value according to 

available resources and forward the control messages to the next node. Receiver 

transmits the updated information and the sender adjusts transmission behaviour 

according to the received information.
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[Raz 01] presented a bottleneck detection technique. They claim in today’s IP 

networks there is only one ad-hoc technique to examine one specific QoS parameter, 

namely delay along the path (figure 3-5).

Figure 3-5: Probing techniques (Ref- [Raz 01] pp.6]

The current probing technique (a) sends a probe packet each time by an increased 

time-to-live value so that it would traverse the entire network hop by hop. They have 

used two different packet-probing techniques namely -

(b) Collect-en-route -  Send a single packet that will traverse the route and collect the 

desired information from each active node. When the packet arrives at the destination, 

it sends the data back to the source

(c) Report en route -  Send a single packet that will send the information back to the 

source when it arrives at the node and forwards itself to the next node.
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Both programs can collect any desired datum from a router for bottleneck detection 

statistics about TCP packet loss along a route to a certain host in order to identify the 

bottleneck.

[Stadler 02] presented an example of application-level active networking. They used 

mobile agents for implementing decentralized control of management tasks. Stadler et 

al. proved the limitations of centralized (Manager-Agent) control management such 

as poor scalability and large amount of traffic. They used navigation patterns to 

separate the flow of control messages. This navigation pattern has embedded 

distributed graph traversal algorithms, which dictate its terms on the control scheme 

for a particular pattern.

[Xicheng 02] presents a scheme, based on the coordination of core and edge based 

routers, that is capable of handling responsive as well as unresponsive traffic which is 

called generic congestion control. When a router detects congestion it notifies the 

upstream router for rate control. Packet loss would be avoided if the notification is 

made early enough. Therefore an early detector and efficient rate controller is needed. 

Some lasting congestions can be reported to the host. Congestion detection is at the 

queue level. The RED algorithm is used for congestion detection and feedback. It can 

detect incipient congestion by calculating average queue size.
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3.5 Available Bandwidth Estimation

[Cheng 03] used a three packet-probing algorithm for determining available 

bandwidth for a layered multicast congestion control. This technique was first 

proposed in [Cheng 01].

Packet pair is a promising approach to estimate bandwidth in a multicast 

environment. Packet pair relies on the fact that if two packets are queued next to each 

other at the bottleneck link, one is t second apart from the other after traversing the 

bottleneck link, t is calculated as

t = PacketSize/
/  **bottlemck

where PacketSize is the size of the second packet, and ^bottleneck is the bottleneck 

bandwidth as illustrated in Figure 3-6:

□Bottleneck wpcntian□□
□□

Figure 3-6: Bottleneck example (Ref- [Cheng 01]pp.3)
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Receiver Based Packet Pair (RBPP) and Sender Based Packet Pair (SBPP) are two 

typical types of packet pair algorithms, which measure the bottleneck bandwidth by 

arrival times of packets and acks, respectively. In general, the results of SBPP may be 

highly inaccurate during congestion.

Multicast applications have used the RBPP algorithm to measure the bottleneck 

bandwidth for each receiver.

In this approach, they send three packet-pair probing packets (back-to-back, which is 

denoted as a burst) for the entire multicast groups every second. Taking the channel 

efficiency into account, particular control packets for probing are avoided; instead, 

only data packets are used in our work. All multicast groups of the same session are 

considered as a single flow. The receiver can estimate the available bandwidth by -

n _  PackeiSize2 +  PacketSize^ ^
"avaSabhs " '  * W

t a i - t a  1

where PacketSize2 and PacketSize3 are the sizes of the second packet and the third 

packet, respectively, and ta\, ta.3 are the arrival times of the first and the third packet, 

respectively.
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3.6 Summary

In the first section of this chapter, we explained the proposed transition from the 

Internet to Activenet. In the next section we stated why researchers feel the necessity 

of network level computation and described how the congestion control problem 

benefited from this new paradigm of Active Networks. In the subsequent section we 

have described the work done in the field of active congestion control. Our proposed 

method is based upon the research work described in this chapter. The method of 

available bandwidth calculation has also been discussed in this chapter. In the next 

chapter we shall explain the proposed ACC -  ABCD.
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Chapter 4 . 
Proposed Methodology 
(ACC - ABCD)
“TCP throughput scales linearly with the packet size (half the packet size results in 

half the throughput). This behavior is reasonable i f  packets "cost" the same 

independent o f their size. However, i f  the only scarce resource in the network is 

bandwidth, then it makes sense to send with the same bitrate as a TCP flow with MTU 

sized packets but with a higher packet rate in case the packets are smaller. ” -  [J. 

Widmer on Postel Centre discussion group]

4.0 Active Congestion Control (ACC)

Placing the whole responsibility of congestion control on the end nodes raises several 

issues such as slower reaction to congestion, unfair allocation of network resources, 

and, most important, congestion collapse [Maimour 02].

If there is help from the network, faster congestion relief can be attained. Fair and 

accurate decisions can be made after congestion detection.
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Current congestion detection is broadly based on the packet loss. We are trying to 

alleviate this situation by using Available Bandwidth to diagnose the congestion, that 

is about to happen.

4.1 Available Bandwidth-based Congestion Detection (ABCD)

The concept of available bandwidth has been of central importance throughout the 

history of packet networks in both research and practice. [Jain 02]

The available bandwidth is defined as the maximum rate that the path can provide to 

a flow, without reducing the rest of the traffic. As the utilization of bottleneck link 

increases, available bandwidth decreases.

In our approach to use the available bandwidth as a means of congestion detection we 

have chosen a non-intrusive technique, i.e., routine data packets do the job of probing 

the network.

We interpret the available bandwidth definition as the amount of data that can be 

inserted into the network path at a certain time, so that transit delay of these packets 

would be bounded by a given maximum permissible delay.
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4.2 Rate Estimator

The ABCD approach requires that the rate estimation should incorporate the packet 

size, because dropping probability is independent of packet size and depends only on 

rate and its share of bandwidth.

Throughput is directly proportional to packet size, hence, a perfect scaling of rate and 

packet size should help maintain a high throughput in case of congestion.

Traffic rate estimator used in our system converged to actual rate under a wide range 

of network conditions.

4.3 Buffer Management

RED queues are capable of notifying senders about the growing congestion levels 

ahead of the time. This queue size can be measured in packets or in bytes. The 

congestion is detected by number of packets arriving or in terms of the size of those 

packets, respectively. There are trade-offs to measuring the queue in terms of bytes or 

packets.

In our system we make use of byte mode. The queue size is fixed to a certain number 

packets but the mean packet size is set to the original size of packets. So the buffering 

capacity of the queue to store the incipient packets is in bytes not in packets, hence it 

will adjusts the incoming packets as their size would be less than the original size.
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4.4 Problems of current Congestion Control techniques

In our background study of current TCP based congestion control techniques we 

identify following shortcomings. Considering these shortcomings we model our ACC 

-  ABCD system:

• Determining the available capacity in the first place.

• Congestion is determined only after packet drop.

• Packet drops caused by any reason other than congestion also receives the

same remedy, i.e., slow start

• Packet drop at the start of slow start deteriorates the performance even more.

• Adjusting to changes in the available capacity. (Sometimes networks are

under utilized)

4.5 ACC -  ABCD

Step 1. Monitor the link where bandwidth is the bottleneck resource (Three packet 

theory).

Triplet of data packets traverses the monitored link. Available bandwidth is calculated 

at the receiver router (node at the other side of the monitored link) using the formula

âvailable= PacketSize2 + PacketSize3 / 13 -  ti

PacketSizej (i=i, 2,3) = packet size in bytes 

Tj ( i= i, 2 , 3)= arrival time of packet in seconds
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At any bottleneck link, when two packets are queued next to each other the separation 

factor‘t’ is enforced because of the scarcity of bandwidth ‘t’ is given by -

t = PacketSize / Bandwidth - [Jacobson 88]

t is directly proportional to packet size so we choose the reduction in size.

Step 2. Here the link under consideration is facing the scarcity of link bandwidth. 

Hence the available bandwidth is the bottleneck resource. We scale packet size 

linearly by observing change in the available bandwidth. We have chosen the 

threshold of 0.5 Mb/s; at any value below this we start reducing the packet size by 

200 Bytes for each 0.1 Mb/s.

In our dumbbell topology this particular bottleneck link was observed since we 

wanted to study the behavior of the system in different bandwidth delay product. Also 

the threshold of 0.5 Mb/s was chosen by studying and observing the trend of the 

system in different situation where we found that as available bandwidth is dropping 

below 20 percent, it is going towards congestion.

Step 3. The queue at the sender router is measured in bytes. That means the upper 

bound of this queue buffer is (number of packets * mean packet size). Each de

queued packet is evaluated against the packet size that (step 2) has been calculated to 

be appropriate.
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Step 4. Rate needs to be scaled in accordance with the new packet size. We estimate 

this rate change using -

r = (1 - e ~T/K) S /  T + e ~T/K rold [Stoica 04]

Where -

T = At = (8t2-  5tj /  2)

8 t = enqueue (t) -  dequeue (t) i.e. inter arrival time.

S = Change in the size of the packet, K is a constant (between 100 and 500)

The spacing of two packets (8 t) at the queue provides a measure of an amount of 

traffic in the link i.e. congestion level.

When the link is congested, the fair rate r is computed such that the rate of the 

aggregate incoming rate equals the link capacity.

Step 5. This process of observing drop or increase in available bandwidth continues 

for each triplet received at the other end of the link under consideration.
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arrival and packet size)
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ACC -  ABCD Flow of Events
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4.6 ACC -  ABCD Illustration

• Scenario 1

To understand the functioning of our ABCD system we will again consider the ACC 

system discussed in chapter 3 (figure 4-1)

Figure 4-1: ACC -  ABCD Illustration 1

Sender A and B are two flows sending packets to destination D via router C. Link C 

to G is the bottleneck of the network. The available bandwidth measurement module 

is monitoring the link C to G and sending the feedback to router C.

Router C is capable of taking an action with packet size according to the available 

bandwidth feedback from G. When available bandwidth falls below the threshold, the 

router C reduces the size of the outgoing packets and sends a feedback to the 

respective senders telling them to adapt to the changed environment.
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If sender A’s packets were reduced in size, the feedback of scaled rate and new 

packet size will be sent to A. By the time A receives this information whatever data it 

has already sent will be taken care of at router C.

In cases like this A might be sending packets of different size than B, but both the 

flows are treated equally. Also C takes care that whatever traffic enters the link C to 

G is in the best interest of the network.

• Scenario 2

Figure 4-2: ACC -  ABCD Illustration 2

In scenario 2 (figure 4-2) links EC, FC and CG all are monitored for the change in 

bandwidth. Routers E, F, and C all are capable of taking an action according to the 

condition of the respective outgoing links. In such case traffic would be altered at E 

and F only so that point C is least likely to face a problem of congestion. Even if
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other traffic sources (not shown in the figure) make the link CG congested, the degree 

of congestion will not be as bad as it would have been without check point E and F.

With the above two scenarios we claim that the ACC -  ABCD system will work 

efficiently with congestion caused by responsive cross traffic as well as non- 

responsive cross traffic.

The system would be considered stable because the changes are carried out from the 

point of congestion to the sender. It means that the role of all the routers will be 

significant as compared to passive networks where only the end nodes (A and B in 

this case) are responsible for these kinds of actions.

It is observed that incoming packets that were delivered by an end node before it-got 

the congestion notification make the congestion situation worse. Since it will be 

avoided in our system, we claim that it will outperform traditional congestion control 

systems.

4.7 Summary

This chapter has described the proposed ACC -  ABCD system. In the next chapter 

we will verify our assertions with the experiments in a simulation environment. A 

wide range of experiments conducted by us will help in understanding the functioning 

of our system.

ACC-ABCD 52

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 5 . Experiments, 
Results and Analysis

“A simulation is the execution o f a model, represented by a computer program that 

gives information about the system being investigated. The simulation approach o f 

analyzing a model is opposed to the analytical approach, where the method o f 

analyzing the system is purely theoretical. As this approach is more reliable, the 

simulation approach gives more flexibility and convenience. ” -  [Simulation Model 

Book by J Banks]

5.0 Simulation Environment

In order to evaluate ACC - ABCD, we have implemented it in a NS-2 network 

simulator and measured the performance of ACC -  ABCD under various conditions.

NS-2 is an open-source simulation tool. It is a discreet event simulator targeted at 

networking research and provides substantial support for simulation of routing, 

multicast protocols and IP protocols, such as UDP, TCP, RTP and SRM over wired 

and wireless (local and satellite) networks.
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NS (version 2) is an object-oriented network simulator written in C++ and OTcl. 

Simulation topologies are written in TCL (tool command language) language, which 

are linked with background C++ simulator modules using Otcl linkage. NS is 

primarily useful for simulating local and wide area networks.

For analyzing the results we have used scripting languages like peri and awk. The 

NS-2 writes all traces to a file, which needs to be parsed to present the results in the 

desired manner. Analysis tools such as Trace-graph and NANS-2 have been used for 

graphical analysis of results. Network Animator (NAM) provides animation of the 

simulation.
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Figure 5-1: Screenshot of Simulation (NAM)
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Traditionally NS-2 does not support the Active Network paradigm; we have carried 

out changes in the NS architecture so that we could implement the customized 

modules into the NS-2.

For initial topology generation we have used a tool called ‘Nscript’ developed by 

George Washington University. It provides a graphical user interface for writing 

simulation scripts.

n scrip t«r L()a

Jode0iode)
)uplexl_ink<Jiode,node
!implexLinkOiode,nodi

ExpOnOflO

NodlG

T C P S in k O

No selection  

Name

Indexed by:

N o d a ?

Figure 5-2: Screen shot of topology generator (Nscript)

With this kind of set up and fleet of tools we tried to observe the behavior of ACC -  

ABCD in various scenarios. As discussed in chapter 4, two basic scenarios of 

responsive and non-responsive cross traffic would vindicate our claims regarding
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ACC -  ABCD. In the following section we will discuss different experiments we 

have conducted.

5.1 Verification of ABCD Methodology

Appendix D provides details about the verification of Available Bandwidth 

calculation formulae. Our next step was to verify whether packet size and available 

bandwidth scale as we expected.

AB Vs Pkt-Size

>* **: =.....
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Figure 5-3: Available bandwidth Vs Packet size

Here we have shown a behavior of AB versus packet size for a period of time in our 

simulation. It can be seen that packet size scales well according to thresholds 

determined by our methodology.
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Our next experiment was to check whether window size scales well with the packet 

size. Theoretically the window size changes linearly with the change in packet size 

that is because in NS-2 window size is calculated in packets and once we change the 

packet size the window size will automatically change in proportion.

WinSize - PktSize (Bytes)

120025000

20000
800 a

w 15000
600 %

1V 10000

m — i *i M T T m  f
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35

time (sec)

-■— W indow Size Packet Size

Figure 5-4: Window size - Packet size scaling with time

It can be seen from the graph that since window size is counted in packets the change 

in packet size reflects the same effect in window size. This behavior is observed 

under steady conditions but in case of a packet drop window size will scale as per the 

TCP algorithms. In that, case the effect will be severe.

To nullify this effect, we have to scale the window size with packet size. One more 

reason for doing this is, ABCD does not rely on packet drop as a congestion 

notification but the change in packet size signal is meant to be advance congestion 

notification. Hence the rate change formula discussed in chapter four was chosen. 

_______ __
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Considering practical use of our system we did experimentation by calculating 

window size change in bytes. For this purpose we used rate estimation, which is 

mainly dependent upon packet size.
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Figure 5-5: Window size and packet size

Figure 5-5 shows the behavior of window size versus packet size over a long period 

of time. In fig 5-6 a closer look at the trends of window size against packet size has 

been shown.

The gradual increase in the window size at particular moments depicts the effect of 

the additive increase algorithm of TCP.
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WinSize & PktSize (Bytes)
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Figure 5-6: Window size and packet size

It can be observed that after halving (point 61 in figure 5-6) the window (in case of a 

packet drop) window size does not change with the packet size. It has to come out of 

the slow start process.

This means that ABCD along with TCP provides a stable environment, which will 

resist sudden changes (oscillations), but it will respond to increase or decrease in 

network capacity.

The final task was to check the behavior of window size and packet size together with 

the available bandwidth.
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Figure 5-7 shows changes in available bandwidth, packet size and window size (in 

packets and bytes both) over a period of 127 seconds. To observe the changes in all 

the quantities we have used normalized values for generating figure 5-7. Actual 

values can be found in figure 5-8.

These graphs do not provide a close look at the readings at some particular points of 

interest. Hence in figure 5-9 we have taken readings at certain points in the simulation 

and it clearly shows that change in available bandwidth forces the packet size change, 

which is reflected in window size reduction.

Figure 5-7: AB and Window Size (normalized)
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Figure 5-8: AB and Window Size
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Figure 5-9: AB, packet size and window size

Hence we conclude that our theoretical claims are met by the results we get.
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5.2 Simulations

The simulation experiments are run 30 times, and the data we report, is in the form of 

mean values over those 30 trials. To be able to see the differences among the 30 trials, 

we seed the simulator’s number generator with the current time at each invocation.

5.3 Simulation Topology-1

We have used the well-known dumbbell topology with senders and receivers on 

either side of a single bottleneck link as depicted in the following figure.

Cross Traffic Sources (7)

0 . 0 , 0

o

o  o
Cross Traffic Receivers (7)

Figure 5-10: Simulation topology for ACC - ABCD

We have slightly modified the dumbbell topology by introducing link 1-2, varying the 

delay on this link. The bandwidth delay product that the bulk sources see is changed 

without changing the bandwidth-delay product that the cross traffic sees. The reason
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for this modification is that it has been proven that TCP congestion control becomes

unstable for large bandwidth delay products. With this kind of alteration we will be

able to see the results for different bandwidth delay products.

5.4 Simulation Statistics

Consider the network and traffic configuration as follows -

• The bulk traffic sources send data continuously throughout the simulation.

• All links from an endpoint to a router have a delay of 10 ms and bandwidth of 

lOMb/s except the bottleneck link, which is of bandwidth 2 Mb/s and a delay of 

10 ms.

• All endpoints use 1000 byte packets.

• The cross traffic endpoints are uncontrolled endpoints, sending on-off traffic with 

a burst and idle time of 2.5 sec and sending rate of 100 kb/s.

• Varying the delay on the link from router 1 to 2 changes the bandwidth delay 

product that the bulk sources see. The simulations vary the delay between 100 and 

300 ms; this range was selected because it is the high end of common round trip 

time in Internet.

• Each simulation lasts for 200 seconds.
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TCP ACC ABCD
Number of Dropped 

Pkts. 886 716 24

Throughput of Flow 1 150.03 Kb/s 150.553 Kb/s 223.886 Kb/s

Throughput of Flow 2 149.258 Kb/s 139.952 Kb/s 136.566 Kb/s

Throughput of Flow 3 158.602 Kb/s 154.455 Kb/s 135.052 Kb/s

Throughput of Flow 4 151.898 Kb/s 159.37 Kb/s 136.708 Kb/s

Throughput of Flow 5 152.345 Kb/s 172.455 Kb/s 137.133 Kb/s

Throughput of Flow 6 154.011 Kb/s 136.664 Kb/s 141.039 Kb/s

Throughput of Flow 7 158.358 Kb/s 165.67 Kb/s 134.342 Kb/s

Throughput of Flow 8 149.055 Kb/s 152.384 Kb/s 141.231 Kb/s

Throughput of Flow 9 149.014 Kb/S 151.369 Kb/s 128.492 Kb/s

Throughput of Flow 10 152.752 Kb/s 142.345 Kb/S 126.808 Kb/S

Total Throughput 1525.32 Kb/s 1525.22 Kb/s 1441.26 Kb/s

Table 5-1: Delay 100 ms

Table 5-1 shows the comparison of normal TCP congestion control, Faber’s ACC and 

our ACC -  ABCD system. When the delay bandwidth product is not large, Faber’s 

ACC works comparable with TCP and gives almost the same throughput, but the loss 

rate is very high. Using ABCD the drop rate falls 36.9 times.

Since the packet size of retransmitted packets is changed, the throughput is reduced 

by 5.5%. In all the runs, the numbers of packets dropped were observed to be low. 

One more factor affecting the throughput is the number of lost packets. These are the 

packets, which were generated by sender but never reached up to the receiver. Figure 

5-12 shows a simulation summary where this factor of lost packets can be found.
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Figure 5-11: Simulation Statistics

In the figure 5-11 over all simulation summary and statistics of ABCD node have 

been presented. Processing times at the ABCD node sheds light on the processing 

overhead aspect as well. We address the overheads issue in chapter 6.

Table 5-2 shows the results for runs with the same topology as the earlier experiment 

but with the delay on the variable-delay link as 200 ms. As the delay bandwidth 

product has increased ACC’s gain in throughput and ABCD’s gain in (compared to 

the values for the 100 ms delay case) loss rate and throughput can be observed.
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TCP ACC ABCD

Number of Dropped 
Pkts. 499 339 3

Throughput of Flow 1 147.064 Kb/s 155.352 Kb/s 182.245 Kb/s

Throughput of Flow 2 125.736 Kb/s 153.727 Kb/s 137 Kb/s

Throughput of Flow 3 153.605 Kb/s 134.308 Kb/s 132.116 Kb/s

Throughput of Flow 4 119.358 Kb/s 131.586 Kb/s 119.923 Kb/s

Throughput of Flow 5 132.764 Kb/s 144.342 Kb/s 133.252 Kb/s

Throughput of Flow 6 122.567 Kb/s 152.102 Kb/s 122.05 Kb/s

Throughput of Flow 7 139.427 Kb/s 158.358 Kb/s 130.478 Kb/s

Throughput of Flow 8 147.186 Kb/s 133.698 Kb/s 121.213 Kb/s

Throughput of Flow 9 142.23 Kb/s 146.698 Kb/s 117.138 Kb/s

Throughput of Flow 10 141.214 Kb/s 154.661 Kb/s 120.519 Kb/s

Total Throughput 1371.15 Kb/s 1464.83 Kb/s 1315.93 Kb/s

Table 5-2: Delay 200 ms

In our simulations, it would be of interest to observe the delays that incur on the 

congested link. Figure 5-12 gives the frequency jitter of delay between node 11 and 

node 12.

Figure 5-11 shows that packets are dropped at node 11. Figure 5-13 represents 

through a 3-D graph, the number of dropped packet at various nodes. It can again be 

observed that all the packet drops are at the node 11.
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x 104

CN2QN delays frequency distribution X:delay CN:11 ON:12 DC

delay between node 11 and node 12 [sec]

Figure 5-12: Frequency distribution

Numbers of dropped packets at all the nodes X:receive and drop node Y;send node

send node receive and drop node

Figure 5-13: Number of dropped packets
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In ABCD the throughput of first flow is found to be high. We observed that packets 

of this flow are mostly the first ones to reach the bottleneck (start of the flow is 

randomized still this flow was always getting the preference ahead of other flows) 

and they utilize it for first few seconds when there is no other traffic. That is why 

their throughput first goes high and then becomes steady. This can be observed in 

figure 5-11.
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Figure 5-14: Throughput of flow 1
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TCP ACC ABCD
Number of Dropped 

Pkts. 344 161 0

Throughput of Flow 1 122.689 Kb/s 136.664 Kb/s 177.858 Kb/s

Throughput of Flow 2 136.989 Kb/s 143.245 Kb/s 130.38 Kb/s

Throughput of Flow 3 134.023 Kb/s 144.505 Kb/s 126.741 Kb/s

Throughput of Flow 4 135.364 Kb/s 130.936 Kb/s 128.22 Kb/s

Throughput of Flow 5 134.389 Kb/s 160.673 Kb/s 127.83 Kb/s

Throughput of Flow 6 130.286 Kb/s 143.205 Kb/s 128.084 Kb/s

Throughput of Flow 7 120.577 Kb/s 132.033 Kb/s 124.542 Kb/s

Throughput of Flow 8 114.93 Kb/s 136.542 Kb/s 119.555 Kb/s

Throughput of Flow 9 121.186 Kb/s 145.927 Kb/s 128.503 Kb/s

Throughput of Flow 10 132.764 Kb/s 144.18 Kb/s 127.856 Kb/s

Total Throughput 1283.2 Kb/s 1417.91 Kb/s 1319.57 Kb/s

Table 5-3: Delay 300 ms

With the high bandwidth delay product the performance of TCP is deteriorating and 

the improved performance of ABCD as compared to TCP, both in loss rate and 

throughput can be observed.

With a varied packet size marginal improvement in throughput is also considered 

significant because TCP is considered as biased with packet size. However with the 

use of ABCD, the bias of TCP in favor of larger packets is moderated. To show this, 

we compute the fairness index for the ten flows in our simulation.
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The throughput curve of each flow varies with time. This is because the bandwidth 

share that each flow gets and each flow’s packet size go on varying. But it can be 

observed from the following set of curves that each flow gets a fair share of resources 

and the average throughput is always comparable. Although ABCD changes the 

packet size at random (depending upon which packet is in the queue), this action is 

applied, to all flows in turn.

-

Figure 5-15: Difference in curves of throughput
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5.5 Some Observations

Processing time at the node where packet size has been changed is of more interest, 

since it is expected that the introduction of packet size modulation will increase the 

requirement for processing at intermediate node.

I 'p i r  D O p p t  a tH o p r s  I
75?

i1HIM iitCN X:thWW9hpiltTIL1 CN:t t J |j   Throughpatof fcrwanling bib tfCNi

Figure 5-16: Forwarding bits Vs Processing time

Average processing time depends on how many bits it is serializing. The above graph 

shows drastic changes in processing time.

The following two curves (figure 5-16 and 5-17) show average processing time and 

end-to-end delay according to packet size.
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We have already seen that the packet size used by each flow need not be the same all 

the time. Figure 5-19 shows again that 2 different flows might generate different 

numbers of particular size packets. Earlier (figure 5-14) we have observed that their 

throughput curves though different yield almost the same throughput -

destination nod* destination node

Figure 5-19: Packet generation of different size

The following curve shows throughput against packet size of several flows together -
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Figure 5-20 Difference throughputs
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5.6 Simulation Topology-2

We consider the same dumbbell topology as before but we change the cross traffic 

The bandwidth of the bottleneck link is modified to 1.5 Mb/s. Instead of non- 

responsive (to congestion) exponential traffic, we introduced TCP flow competing 

with bulk traffic, which is under consideration. Here we apply ABCD to cross traffic 

also.

Cross Traffic Source

Cross Traffic Receiver

Figure 5-21: Simulation topology 2

Since we observed that at high bandwidth delay product ABCD outperforms TCP we 

will consider topology-2 readings for high bandwidth delay product case only.
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TCP ABCD

Number of Dropped 
Pkts. 201 24

Throughput of Flow 1 151.736 Kb/s 179.702 Kb/s

Throughput of Flow 2 171.683 Kb/s 166.905 Kb/s

Throughput of Flow 3 155.067 Kb/s 168.564 Kb/s

Throughput of Flow 4 162.258 Kb/s 176.484 Kb/s

Throughput of Flow 5 136.786 Kb/s 166.014 Kb/s

Throughput of Flow 6 168.677 Kb/s 170.072 Kb/s

Throughput of Flow 7 161.12 Kb/s 167.761 Kb/s

Throughput of Flow 8 147.389 Kb/s 168.275 Kb/s

Throughput of Flow 9 163.111 Kb/s 175.939 Kb/s

Throughput of Flow 10 163.68 Kb/s 170.838 Kb/s

Total Throughput 1581.51 Kb/s 1710.55 Kb/s

Table 5-4: Topology-2 - Delay 200 ms

In this second simulation topology we observe that drop ratio at the cross traffic are 

almost eliminated. Traffic entering the main flow can be tuned more if available 

bandwidth for link 6-2 can also be observed and utilized by using ABCD method. 

The limitations of our processing power restricted us from implementing the ABCD 

in each node. But as we said earlier, we envision a system where all the intermediate 

nodes would be programmed with ABCD, so that whenever the available bandwidth 

falls, the necessary action may be taken.
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TCP ABCD

Number of Dropped Pkts. 38 5

Throughput of Flow 1 141.58 Kb/s 149.095 Kb/s

Throughput of Flow 2 141.295 Kb/s 149.095 Kb/s

Throughput of Flow 3 140.889 Kb/s 149.095 Kb/s

Throughput of Flow 4 140.808 Kb/s 149.095 Kb/s

Throughput of Flow 5 141.377 Kb/s 149.095 Kb/s

Throughput of Flow 6 132.398 Kb/s 143.57 Kb/s

Throughput of Flow 7 140.645 Kb/s 143.652 Kb/s

Throughput of Flow 8 139.833 Kb/s 143.327 Kb/s

Throughput of Flow 9 138.452 Kb/s 143.408 Kb/s

Throughput of Flow 10 133.617 Kb/s 143.489 Kb/s

Total Throughput 1390.89 Kb/s 1462.92 Kb/s

Table 5-5: Topology-2 - Delay 300 ms

The throughputs of this topology are fairer than the earlier one. In earlier observations 

though the variance factor in throughputs was significant the fairness index was 

always steady.

ACC-ABCD 76

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 5. Experiments and Results

5.7 Fairness Index

Since the flows are using packets of different size the fairness index of the network

needs to be observed, n users sharing a path and each demanding infinite resources

should have equal throughputs. If throughputs are not exactly equal, the fairness

function can be quantified using the following fairness function -

/  \  2I J1 \

V i=i J

Fairness (xi,X2 .. .xn) = ^  2 . where x = i th users throughputn.^x i
i=1

If all the users do not get exactly equal allocations in a system, the system is less fair 

and we need an index function.

The fairness index returned by this function is bounded between 0 and 1. A totally 

fair allocation has a fairness index of 1. This function is independent of scale, i.e., 

unit of measurement does not matter.

For the throughputs we measured with ABCD the fairness index, is approximately 

equal to 0.99. With the variable packet size TCP flows the unfairness is negligible. 

TCP is always considered as unfair when there are variable packet size flows. For 

TCP the difference in throughput is of the order of difference in packet size.
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In our earlier analysis of results we observed that packet size in ABCD ranges from 

200 to 1000 and a fairness index close to 1 supports our claim that with ABCD 

system resources are shared fairly.

5.8 Results at a glance

TCP ACC ABCD

T D F T D F T D F

100
ms

1525.32
Kbps 886

0.999502 1525.22
Kbps

716 0.995131 1441.26
kbps

24 0.96622

200
ms

1371.15
Kbps

499 0.993677 1464.83
Kbps

339 0.99578 1315.93
Kbps

3 0.988414

300
ms

1283.2
Kbps

344 0.996738 1417.91
Kbps

161 0.996739 1319.57
Kbps

0 0.986293

Table 5-6: Topology-1 Summary

T = Throughput, D = Number of dropped packets, F = fairness Index
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TCP ABCD

T D F T D F

100 ms 1581.51
Kbps

201 0.996031 1710.55
Kbps

24 0.999324

200 ms 1390.89
Kbps

38 0.999475 1462.92
Kbps

5 0.999631

Table 5-7: Topology-2 Summary

T = Throughput, D = Number of dropped packets, F = fairness Index

5.9 Summary

In this chapter we analyzed the results of our ACC - ABCD methodology. Our 

investigations show that our goal of having a fair system with variable packet size 

with decreased loss and drop rate have been achieved. In the last chapter we will 

summarize the thesis and outline the future work that needs to be done.
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Future Work

“Any improvement in performance offered to one service class will be at the expense 

o f a reduction in the service levels offered to other service categories. You can't make 

a perpetual motion machine. You can't make photons travel faster than the speed o f 

light. But you can create networks active or passive that unilaterally improve the 

delay and loss characteristics o f all packets passed through a network. ” -  [IETF, 

IPMM Mail archives, February 1999]

6.0 Conclusions

For congestion control, this thesis proposed the method of limiting the number of 

bytes entering the network when the bottleneck resource is bandwidth. The existing 

approaches of TCP congestion control and Active Congestion Control were revisited, 

re-evaluated, and the idea was extended to reflect the effect of Available Bandwidth.

It was shown how a packet size adjustment capability mitigates the situation of 

congestion in the Internet. Flow rate adjustment at the sender in addition to packet
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size adjustment at intermediate node, improves the throughput even in high 

bandwidth delay product case.

We envision a system where, if all the intermediate nodes are ABCD compliant, each 

flow will be fair to another. No flow will encroach onto another flow’s resources. As 

results in Chapter 5 show the processing overheads are increased with the 

introduction of computation at the node. Hence for improving the practicability of 

Active Networks, the processing power at each of the intermediate nodes will have to 

be increased substantially. However a quantitative study of the overhead may require 

the use of a tool, which is more sophisticated than NS-2.

Over 90% of the Internet traffic is TCP. If such a large amount of Internet traffic can 

be controlled, this will improve the overall performance of Internet. The argument 

against variance in packet size might be that it introduces overheads but studies over 

the MCI backbone 2002 show that most TCP flows are less than 30 packets long.

6.1 Questions that need to be answered

The following questions have been raised since the emergence of active networks. 

The Active Network community identifies them as challenges and understands that 

for real world use of active networks will need answers to these questions.

• Processing overhead — How can programs in packets be installed and run 
efficiently?

• Network overhead — How do we keep programs small?
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• Security versus flexibility — Who is allowed to run what, and how do you 
enforce it?

• Heterogeneity — What languages, resources and local services does a node 
support?

• Acceptance — Who will expose their hardware to programmability?

The argument in favor of Active Network was that this kind of programability equips 

networks to handle many clumsy problems (such as congestion) in a non-traditional 

but efficient way. Hence there can be some trade-off with efficiency of the overall 

network.

6.2 What needs to be done? (Future Work)

All the projects that were part of ‘Abone ' were regarded as a practically infeasible. 

But with the successful implementation of ‘Active-IP’ [Wetherall 96], the research 

community started regarding this area as a potential research topic.

With the possibility of cross-over from IP version 4 to IP version 6 the ABCD 

technique will be obsolete, since there will be no longer a fragmentation capability in 

routers. IP version 4 may remain as an integral part of Internet for many years.

But in the long run the issue of Active Networks will have to be addressed. We think 

that it needs to be seen what difference would it make to the performance indices, if 

end-to-end available bandwidth is probed (path MTU kind of techniques will be 

useful) and action would be taken at the sender only.
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Again networks will be facing the problem of feedback delay, but ‘report-n-route’ 

kind of probing techniques (as discussed in chapter 3) can be used for this purpose.

From the security point of view the problems like ‘Syn-flooding’ can be solved using 

this technique. Incipient malicious flood will be detected as the available bandwidth 

goes down and irrespective of whether it is a attack or routine traffic, it will be edited 

before it makes the bottleneck link situation chaotic.

As a next step, like any other active network application our goal is to try it out on a 

real testbed. Shortcomings will be highlighted with actual use and those aspects can 

be revisited with the Simulator.
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Appendix: A - Glossary of Terms

ACC — Active Congestion Control

ABCD -  Available Bandwidth-based Congestion Detection

AN — Active Networks

PN — Programmable Networks

APN — Active Programmable Networks

ANEP — Active network Encapsulation Protocol

E2E -  End to End

ADM — Active Distributed Management 

ANTS — Active Network Transport System 

PAN — Practical (Capsule Based) Active Network
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Appendix: B -  Algorithms Used in TCP Variants

■ Slow Start

Earlier versions of TCP start a connection with the sender injecting multiple segments 

into the network, up to the window size advertised by the receiver. Some intermediate 

routers queue the packets, and packets might be dropped (for various possible 

reasons) also.

Slow start algorithms determines at what speed the sender is acknowledging the 

packets and adjusts the sender rate accordingly. It helps the network from entering 

into the congestion right at the beginning of connection or right after the packet loss.

■ Congestion Avoidance

Congestion avoidance and slow start looks to have same functionality but they are 

independent algorithms with different objectives. When congestion occurs TCP must 

slow down its transmission rate of packets into the network, and then invoke slow 

start to get things going again.

The grey numbered boxes are packets and white numbered boxes are corresponding 

acknowledgements. As and when ACK is received two packets are inserted, one for 

the ack (the ack says a packet has left the system so a new packet is added to take its 

place) and one because an ack opens the congestion window by one packet.
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Appendix B: Algorithms Used in TCP Variants

OR
One Round Trip Time *1

One Packet Time

1R

2R

ODw r \

Figure B-l: Chronology of slow start ([Jacobson 98] pp. 6)

It is clear from the figure why an add-one packet-to-window policy opens the window 

exponentially in time. Hence slow start and congestion avoidance proves to be useful.
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Appendix B: Algorithms Used in TCP Variants

■ Fast Retransmit

Congestion avoidance algorithm was modified in 1990. TCP generates an immediate 

acknowledgment (a duplicate ACK) when an out-of-order segment is received. This 

duplicate ACK serves the purpose of letting the sender know that a segment was 

received out of order, and to tell it what sequence number is expected.

The sender does not know the cause of duplicate ACK and waits for a couple of 

duplicate ACKs before retransmission because it could be a result of reordering of 

segments. There is a assumption that if reordered segment is received after a while 

then number of duplicate ACKs will not be more than three. If three or more 

duplicate ACKs are received in a row, it is a strong indication that a segment has been 

lost. TCP then retransmits the missing segment, without waiting for a retransmission 

timer to expire.

■ Fast Recovery

After fast retransmit sends the missing segment, congestion avoidance is performed. 

This is the fast recovery algorithm. There is still data flowing between the two ends, 

and TCP does not want to reduce the flow abruptly by going into slow start.

One more reason for not performing slow start is that the receipt of the duplicate 

ACKs tells TCP more than a packet has been lost. It is an improvement that allows 

high throughput under moderate congestion, especially for large windows.
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Appendix B: Algorithms Used in TCP Variants

■ Go-Back-n

Basic idea and significance of letter ‘n’ is that window of up to ‘n’ unacknowledged 

packets is allowed to be sent into the network. The receiver sends ACK if packet is 

received in-order and sends NACK or ignores for out-of-order packet. In response to 

this, what sender does is that if NACK received or in case of timeout for packet n, it 

begins resending from n all over again. It helps receiver from entering the swamping 

state.

sender receiver

send pktO

send pkt

— send pk!2

send pkt3 
(wait)

rcvACKO 
send pkt4 
rev ACK 1 
send pkt5

pkt2 timeout 
send pkt2 
send pkt3 
send pkt4 
send pkt5

rev pktO 
send ACKO
rev pkt 1 
send ACK1

rev pkt3, discard 
send ACK1

rev pkt4, discard 
send AdKl
lev pkt5. discard 
send A d d

rev pkt2, deliver

rcvpfeSJcieliver
sendACK3

Figure B-2: Go-Back-n example (Computer Networks - Jim Kurose pp. 63)
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Appendix: C -  Network Quantitative - Performance Metrics

Two important quantitative metrics used to evaluate the network performance are, 

Bandwidth and Latency. Researchers have been highlighting the performance of 

congestion control algorithm with the metrics throughput and loss rate.

Some of the important network applications are file transfer and remote login. While 

file transfer is throughput sensitive the remote login application has a greater 

concerns for delay as well as loss rate.

■ Latency

> Propagation Delay -  The time required for a packet to travel from 

source to the destination. Propagation delay is the distance between 

two end-points divided by the propagation speed.

> Transmission Delay -  Time taken to transmit the packet at the bit rate 

of link. If the packet is L bits long and the bit rate of the link is R bps. 

The transmission delay is L/R.

> Queuing Delay -  Also called as buffer delay. This is the time elapsed 

between en queuing of packet to de-queuing of it.
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Appendix C: Network Metrics

> End to end Delay -  It is defined as the sum of all the delays along the 

path from source to destination.

Since the RTT consists o f propagation delay and buffer delay, different propagation 

delays influence the frequency o f the sending rate.

■ Bandwidth

Bandwidth is basically a path capacity. It is defined as number of bits that can be 

transferred over the network per unit of time.

> Bottleneck Bandwidth -  In an environment if there is no traffic then 

bottleneck bandwidth is the bandwidth of lowest-bandwidth link from 

source to destination.

> Available Bandwidth -  The maximum rate that the path can provide to 

a flow without reducing the rate of the cross traffic.

BW = (MSS *C) / (RTT * P1/2)

Above equation suggests that Bandwidth is directly proportional to segment size and 

inversely proportional to delay. Also

W = BW * RTT

Hence rate is also directly proportional to these two factors.
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Appendix C: Network Metrics

■ Throughput

The amount of data transferred (Number of bits, characters or blocks passing through 

a network) from one place to another or processed in a specified amount of time.

throughput <= (0.7 * MSS) / ( rtt * sqrt(packet-loss)) [Mathis 97]

throughput a MSS (packet size) MSS (MTU -  TCP header) 

throughput a 1 / packet-loss a 1/ RTT

■ Loss Rate

Packet loss is calculated in the number of packets lost/dropped in one RTT. From 

above equation it is clear that reduction in loss rate will help in improving the 

throughput.
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Appendix: D -  Verification of ABCD formula

The topology and traffic configuration of experiments discussed in Chapter 5 does not 

allow verifying the Three-packet theory. We did some separate experiments with 

traffic (Constant Bit Rate), which will be independent of other fluctuations. These 

experiments produce the results which verify the correct available bandwidth.

Experiment 1 - Node 1 is sending UDP packets of 1000 Bytes to the node 4. The 

application used for generation of traffic is CBR at the speed of 0.5 Mbps. All the 

links are 10 Mb except the link 2-3 is bottleneck link with the bandwidth 1.5 Mb. 

Without any other traffic available bandwidth should be 1 Mb (theoretically).

We calculated available bandwidth at different instances of 200 seconds simulation 

and since the traffic is constant bit rate, once the system is tuned we found no 

deviation in AB from the value 0.9765 Mb i.e. close to 1Mb

4

Figure D-l: Topology for ABCD formula verification
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Appendix D: Verification of ABCD formula

Experiment 2- To observe the change in the bandwidth we introduced cross traffic 

from node 5 to node 6. Nature of the cross traffic is again kept as contact bit rate 

since with the other sort of cross traffic it’s hard to verify the available bandwidth 

produced by formula. So that it reflects practical conditions.

1.5 Mb

Figure D-2: Topology to observe effect of cross traffic

Node 5 is also sending at the rate of 0.5 Mb/s. We calculated the available bandwidth 

at various instances o f simulation and found that available bandwidth is 0.47 Mb i.e. 

close to 0.5 Mb.
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