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ABSTRACT OF THE THESIS
PERFORMANCE EVALUATION OF AN AUCTION BASED MANUFACTURING
CELL USING GENERALIZED STOCHASTIC PETRI NETS
by
Qiong Zhou
Master of Applied Science in Industrial Engineering, 1993
University of Windsor, Windsor, Ontario, Canada, N9B 3P4.

Advisor: Dr. Sourin P. Dutta

An auction-based manufacturing system is characterized by the fact that the centrai
control computer is eliminated and all the system emities make decisions locally through
ine negotiation process. The performance evaluation of such manufacturing systems is
a new research topic because the traditional OR scheduling and dispatching models
usually assume the existence of a central controller, which is, however, removed from
an auction-based system, This thesis deals with the modelling and analysis of an auction-
based tlexible manufacturing cell, in which multiple machining centres are organized in
«. two stages and are capable of processing multiple part types. The Seneralized Stochastic
Petri Nets is used as the modelling tool to built general models for the FMC with/without
instage buffers. Performance measures such as, machine t:hroughput and utilizations,
number of block jobs, and quéue lengths in the buffers are obtained by solving the model
using SPNP package. The operational behaviour of the heterarchically controlled cell is
discussed, i.e.. the auction behaviour of downstream machines, the influence of instage

butfers, and the effect of the number of part types.
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Chapter 1

INTRODUCTION

1.1 Overview

An awomated manufacturing system (AMS) is an interconnected system of material
handling and processing stations capable of automatically processing a wide variety of
part types simultaneously under computer control. The control sysrem, whose
functionality is established by the control architecture, tries to optimize the AMS
performance while achieving production requirements. Usually, the operational control
of an AMS is very complicated. With increasing system size, the complexity of a
hierarchically controlled AMS tends to grow rapidly, which results in the deterioration
of its designability, maintainability, expendability, and fault tolerance. As an alternative,
heterarchical control architectures (also known as auction-based control strategies) offer

prospects of reduced complexity, high flexibility, and improved fault tolerance.

Some research on heterarchical control architectures has been carried out during the past
ten years, including:ffeasible negotiation procedures, experimental implementations, and
performance analysis. Performance evaluation of such control strategies is a relatively
new research topic because the traditional OR (operational research) scheduling and
dispatching models usually assume the existence otfa central controller with a global

database, which is however, eliminated in an auction-based manufacturing system.



Numerical results reported so far on the performance of heterarchically controlled
systems have been based on simulation models for systems consisting of machines, each
dedicated to a single operation. No results have been published on such a system with
multiple part types and multiple machining centres. As a matter of fact, in an automated
manufacturing system, a machining centre is capable of performing more than one
operation and usually multiple part types exist in the system simultaneously.
Consequently, the control problem for these types of systems becomes much more
complicated. The work of this thesis can be regarded as one of the initial efforts towards

the solutions to this problem.

Analytica! methods and simulation models are traditional appr;)aches for performance
analysis of manufacturing systems. Recently, Petri nets have been found to be a useful
tool for the modelling and analysis of discrete-event dynamic systems. They are
particularly valuable when state and control information are distributed throughout the
systtem. Due to the nature of heterarchical control strategies, concurrency and
synchronization, Petri nets, specifically, Generalized Stochastic Petri Nets, are used as

a modelling tool for this work.

1.2 Objectives
The objective of this thesis is to develop Petri net models of an auction-based Flexible
Manufacturing Cell (FMC) with multiple part types and mulriple machining centres.

Based on the models developed, the auction behaviour of the FMC will be investigated.

'z
Q%]



1.3 Thesis Organization
This thesis consists of 6 chapters. Chapter 2 begins by comparing the pros and cons of
hierarchial control and heterarchical control to show the motivations for investigating

auction-based manufacturing systems. A survey on heterarchical control is also provided.

Chapter 3 is concerned with fundamentals of Petri nets, the modelling tool applied in this
work. Some questions are discussed, such as why Petri nets are used, what Petri nets
are, and how Petri nets work, with focus on the Generalized Stochastic Petri Nets

(GSPN).

With the background of heterarchical control and Petri nets, Chapter 4 focuses on the

development of Petri net models of an auction-based FMC.
Two examples are given in chapter 5, showing how performance analysis can be carried
out by the developed Petri net models. The operational behaviour of the FMC is also

discussed.

Chapter 6 concludes the thesis by stating the results and outlining the future research.



Chapter 2

HETERARCHICAL CONTROL ARCHITECTURES

2.1 Introduction

The control system of an AMS coordinates and directs the part handling and processing
activities that transform raw materials into finished products. As a result, the control
system embodies many decision making responsibilities including part scheduling, part

routing, and resource allocations within the manufacturing facility.

A control architecture creates a control system from control components. It allocates the
deciston making responsibilities to specific control components and determines ther
interrelationships between the control components. For example, a control architecture
may specify one control component with responsibility for part scheduling, and another
for the movement of parts. Also, the interaction between the two components can be

stipulated.

Thus, the ability of the control system to carry out effective decision making will be a
function of how those decision making responsibilities are divided and coordinated. In

other words, the control architectures determine the effectiveness of control systems.

The earliest control architecture for manufacturing systems employed a centralized

approach. Driven by the demands of AMSs for increased reliability/fault-tolerance,



modifiability/extensibility. and reconfigurability/adaptability. and with the development
of computer technology and advanced manufacturing facilities. control architectures have
evolved from a traditional centralized form, to a hierarchical form, and recently to a

heterarchical form. Figure 2.1 shows the structures of the three basic forms of control

architectures.

The centralized control architecture for an entire manufacturing system is no longer
common. The most widely applied control strategy nowadays is the hierarchical control
architecture. However, due to its increasing complexity with system size, the hierarchical
control method has been caallenged recently by the heterarchical control approach. In this
chapter, a comparison between hierarchical control and heterarchical control is presented
to show the motivations of this research. The similarity of computer organization and the
control architectures for manufacturing will be discussed. Finally, a literature review on

heterarchical control is presented.



() Centralized Form

(b) Hierarchical Form
& O &

O (g O é) (c) Heterarchical Form

O - computer or controller; O - machine or workstation.

Figure 2.1 Basic Forms of Control Architectures for Manufacturing Systems



2.2 Heterarchical Control vs. Hierarchical Control

The comparison will be made according to the system modifiability, recontigurability,
and faut-tolerance, which are some of the requirements of AMS that must be met by

control architectures.

A system is said to be modifiable if changes to existing elements of the system may be

easily made (Cutosky er al. 1984).

The dynamic runtime reconfiguration of an AMS is to accommodate the auction or

removal of various manufacturing systems components while the system is operational

(Dilts et al. 1990).

Fault-tolerance indicates the ability of a system to continue to function, perhaps in a

degraded state, despite the occurrence of system failures (Booth 1981).

2.2.1 Hierarchical Control

The hierarchical control architecture is characterized by "a philosophy of ’levels’ of
control and contains a number of control modules arranged in a pyramidal structure.™
(Duffie er al. 1988). Rigid master/slave relationships exist between decision making

levels with the control decisions operated top-down and status reported bottom-up.

Hierarchical control structures are the most commonly used nowadays in manufacturing

systems. However, they were challenged recently by the heterarchical control strategy



because of the fotlowing reasons.

I} Software Complexity Flexibie Manufacturing Systems (FMS) are typical systems of
hierarchical control. Although they have brought tremendous benefits in reduced
inventory, improved quality, and shortened lead time, the complexity of the control
software has prevented them from being widely implemented. In FMS, flexibility can
take a number of forms, including volume flexibility, routing flexibility, product
fiexibility, and others. To accommodate the flexibility, the FMS control software would
be very complex and expensive, though global optimization could be achieved. The
gencric controller proposed by Tirpak er al. (1992) gives some insight into the software

complexity of a hierarchically controlled Flexible Manufacturing System.

2) Modifiability and Reconfigurability The hierarchical control structure tends to be
rigid and fixed in the early design stages for a range of known products under given
configurations. If, in the long term, new families of products are introduced into the
system and new machines are added (or an old one updated), the manufactuﬁ'/‘ng system
must be down in order to implement the software changes, and the modification would
be very costly to make because of the complexity of the central control software. Also,
it is difficult, too, to accommodate the addition or removal of various manufacturing

system components while the system is operating.

3) Fault-Tolerance Because of the master/slave relationship between control levels, the

failure of a master controller at a higher lever will cause the failure of all slave



controllers at the lower levels. The higher the failed master controller, the greater the

number of paralysed slave controllers.

4) System Size If a manufacturing system consists of a large number of computer
numerically controlled (CNC) machines, it would become computationally intractable
because of the complexity of the control software. In other words, hierarchical control

systems are limited in size.

2.2.2 Heterarchical Control

To overcome the shortcomings associated with the traditional centralized and hierarchical
control structures, a new strategy called "heterarchical control” has been proposed by
several researchers. Although there are some differences among the proposed methods,
the basic ideas are the same. That is, the central control computer is eliminated and all
the system entities are fully autonomous, making decisions locally through negotiation

processes.

It should be noted that in traditional manufacturing systems, a part is "passive” in the
sense that it cannot make any decisions about its scheduling and routing. Instead, it is
processed by machines according to a schedule established by a global controller. In
heterarchical manufacturing systems, a part is "active” (or "intelligent") as it has the
ability of communicating with all the machines in the system by an on board radio and
making decisions by an on board computer. The part’s process plan kas been compiled

and loaded into the memory of the part’s computer before the part enters the system.



With the "intelligence”, a part tries to find an appropriate machine for its next operation

by itself through negotiation process.

In general, the negotiation processes are divided into four phases:
1) part posting bid request
2) machine evaluation and bid generation
3) part acceptance and commitment

4) machine confirmation

As an example, Figure 2.2 shows a system with one part, one automated guided vehicle
(AGV), and three machining centres {MCs). Part A broadcasts a request for an operation
to all the machining centres in the system. One possible case would be that none of the
machines is free. Then, part A has to wait a certain period of time (back-off time) and
| calls again. Another possibility would be that two of the machining centres are free and
a capable of doing the job, therefore, both respond. Part A selects the best bid, say, that
of MC#3, according to certain criterion (e.g., the shortest throughput time), and makes
the reservation. MC#3 confirms the reservation by sending an acknowledgement. Then
part A arranges an AGV for its transportation. In a real-world situation, there could be

multiple parts in a system undergeing the negotiating procedures simultaneously.
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Figure 2.2 Negotiation Process of Heterarchical Control Architecture



Heterarchical architectures can improve the performance of control systems in the
following aspects (Upton 1992):

1) Software Complexity From the example in Figure 2.2, it can be seen that a part has
been processed without a central control computer, but with simple, modular, physically

decentralized hardwars and software.

2) Modifiability and Reconfigurability When a new machine is added into the system,
there is no need to take down the system. The new machine may simply be told the
"rules of the game" and becomes a part of the system with no lost production. Removing
a machine from the system is also straightforward. It simply stops bidding, and jobs stop

coming to it.

3) Fault-Tolerance If a machine is down, it stops responding to requests. So failures
are limited to the locale where they occur such that system-wide consequences are

avoided. In other words, the fault-tolerance is implicit in the design.

4) Systerq Size Due to the elimination of the central controller and the simplicity of the
distributeci control strategy, the system size will no longer be limited by the complexity
of control units.

‘Meanwhile, the disadvantages of heterarchical.:control are mainly two fold:
1) Local Optimization From the myopic bid structure, it can be seen that local
decisions made by entities are, of course, not globally optimal. For example, a part may

opt for a machine that is the most appropriate in the short term, but may find itself away

12
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from its optimal total processing path from a long term point of view.

2) Enabling Technologies The essential technologies for this type of production systems

to work are chips on parts, inexpensive radios and computers on board of pallets, radio

communication networks with high channel capacities, and automatic process planning,

which are currently under investigations.

Although the heterarchical control architecture is somewhat restricted by the limitation

of existing hardware and software technology, current research has shown that there is

a growing acceptance of the concept by academics and industry leaders. Table 2.1 is a

summary of comparison between hierarchical and heterarchical control.

Table 2.1 Summary of Comparison Between Hierarchy and Heterarchy

Characteristics

Hierarchical Control

Heterarchical Control

Control architectures

rigid master/slave
relationships between
decision making levels

* no master/slave
relationships;
* full local autonomy

Software complexity | very complicated reduced
Modifiability difficult easy
Reconfigurability difficult easy

Fault-tolerance

The higher the failure nodes,
the greater the number of -
lower paralysed controllers.

* Local failure has no
system wide influence.
* implicit in the design

Optimality

global

local

Enabling technology

implemented already

13
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2.2.3 SIMD & MIMD Architectures

SIMD machine (single instruction stream - multiple data stream) and MIMD machine
{(multiple instruction stream - multiple data stream) are computer architecturcs for
multiprocessor systems. One of the important features is that the entire system must be
controlled by « single integrated operating system providing interactions between
processors and their programs at various levels (Hwang, 1984). The diagrams of SIMD

and MIMD are displayed in Figure 2.3.

SIMD: As illustrated in Figure 2.3a, there are multiple processing elements (PEs)
supervised by the same control unit (CU). The function of the CU is to decode the
instruction, segment a job into its components, and determine by which PEs these sub-
jobs should be done. This is similar to the idea of centralized control architectures in

manufacturing systems, where a central controller dispatches jobs to multiple machines.

MIMD: Unlike SIMD with only one CU for all the PUs, there is one CU in front of
each PU in MIMD, as shown in Figure 2.3b. However, what is similar to SIMD is that
all the instructions to CUs are from the central control operating system. Thus, this
computer organization is similar to the hierarchical control structure in manufacturing

systems, but different from the heterarchical control architectures in manufacturing.

In general, the basic ideas of SIMD and MIMD are quite similar to that of centralized
control and hierarchical control for manufacturing. The schema of SIMD and MIMD

could be adopted to manufacturing systems if the system configurations are the same,

14
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2.3 Literature Review on Heterarchical Control

2.3.1 Feasible Negotiation Procedures
The need for an entirely new approach to the design of systems, which can be changed,
adapted, expanded or updated as the situation requires, was recognized as early as in

1978 by Hatvany. A Cooperative heterarchy was suggested by Hatvany later in 1985.

Smith (1980) developed a contract negotiation scheme for cooperative probler solving,

providing a starting point for the procedures in the "heterarchical” control architecture.

Since then, work has been carried out to provide feasible manufacturing operations based

on the negotiation models in a variety of circumstances.

Lewis er al. (1982) developed a data flow of computerized manufacturing systems. Their
pioneering work attempted to overcome centralized scheduling complexity in flexible

manufacturing (Maley 1988).

Shaw and Whinston (1985) described a negotiation protocol used to ensure orderly
information transformation and events sequencing between asynchronous, cooperating
manufacturing cells. The advantages of the distributed control were explored by Shaw

in 1988.

Fukuda ez al. (1986) briefly described a hierarchical, yet distributed, control approach

to overcome dynamic variations in manufacturing. They introduced a common message

16



board to permit information exchange between control modules.

Maley (1988) proposed a system called Computer Automated Distributed Environment
for Network Coordination and Execution (CADENCE). in which both the physical flow
dependencies and the information flow were provided by utilizing a negotiation
algorithm. CADENCE went beyond previously proposed task bidding structures by

utilizing distributed decision making in managing the flow of individual intelligent parts.

Lin and Solberg (1992) proposed a generic framework for controlling the work flow in
computer controlled manufacluring systems. Based on a market-like model and a
combination of objective and price mechanisms, the framework allows jobs and resources

to have their own intelligent controls to match individual needs.

2.3.2 Experimental Implementations

| Pioneering manufacturing work was carried out by Parunak and Duffie. Parunak et al.
(1985) utilized the actor model to meet the complexity issues of manufacturing. Their
distributed system worked in a hierarchical framework but they reported that initial
studies in lateral negotiation showed promise. A system, called Yet Another
Manufacturing System (YAMS), has been designed to implement Smith and Davis’

contract net in a manufacturing environment (Parunak 1987).

A heterarchically controlled machining cell has been constructed at the University of

Wisconsin-Madison (Duffie and Piper 1986). Initial results indicated that the heterarchical

17



approach had attractive attributes for control of flexible manufacturing systems and cells

in lower development costs and improved modifiability.

Three flexible machining cell controllers have been implemented (Duffie and Piper 1987)
in an effort to analyze the relative advantages and disadvantages of hierarchical and
heterarchical cell control architectures. Results showed that the heterarchical approach
possessed a number of advantages including increased fault-tolerance, inherent
adaptability and reconfigurability, decreased complexity, and reduced software

development cost.

An experimental heterarchically controlled manufacturing system has been developed,
which consists of a robotic machining cell and a robotic assembly cell (Duffie, Chitturi,
and Mou 1988). A heterarchical control architecture and a set of underlying design
principles for developing and implementing such a system were emphasized. The design
objective and philosophies for heterarchical systems were discussed further by Duffie in

1990.

2.3.3 Performance Analysis

Although various schemes have been proposed and experiments were carried out, there

are few numerical results about the heterarchical control strategies.

M.J. Shaw (1988) describes a distributed scheduling method for cellular manufacturing

systems. Simulation results showed that the bidding scheme performs better than its

18



centralized counterpart due to the fact that by local decision making. the amount of

communication activities for updating databases are reduced significantly.

Some preliminary conclusions on heterarchical control architectures have been drawn by
Upton er al. in 1991 and 1992. The difficulties in building queuing models for auction-
based manufacturing were discussed (Upton 1991). The results reported in 1991 are
based on a simulation model for 1 part type and 6 machinss for the same operation. The
system discussed in 199§ consists of various machines, but each machine is dedicated 10
only one specific operation. The performance of a heterarchically controlled

manufacturing system with mulriple part types and multiple machining centres has not

been addressed.

This thesis discusses the behaviour of an auction-based flexible manufacturing cell, where
multiple machining centres are organized in two stages, and a part from the upstream
stage will select one of the downstream machines according to the Earliest Finishing

Time rule. Details of the problem will be given in chapter 4.
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Chapter 3

PETRI NETS: BACKGROUND AND DEFINITIONS

3.1 Introduction

The traditional approaches for analysis of Automated Manufacturing Systems fall into two
categories. analytical methods (including queuing networks and mathematical
programming models) and simulation models. Recently, Petri nets, especially the
Generalized Stochastic Petri Nets, have been found to be a very promising tool for
performance analysis. Of course, each approach has its own advantages for system
modelling. In this chapter a comparison between analytical, simulation and the Petri net
models is made to show why Petri nets are chosen as the modelling tool for this research.
Then, the relevant knowledge on Petri nets, especially the Generalized Stochastic Petri
Nets is reviewed. Finally, the Stochastic Petri Net Package (SPNP) applied in this work

is introduced.

3.2 Petri Nets as a Modelling Tool

Analytical?methods use standard solution techniques and provide optimal solutions.
However, restrictive assumptions are usually made in order to achieve analytical
tractability. For example, by assuming that the customer interarrival time and server
service time are exponentially distributed and independent of system state, the Product
Form Queuing Networks are computationally very easy to solve. Nevertheless, the

modelling power of these Queuing Networks is low: priority, blocking and finite buffer

20



size are difticult to model; complex layouts, synchronization and control policies for the
dispatching of customers typically cannot be handled. In addition, it is very difficult to
get an intuitive understanding from the formulae which sometimes run over several
pages. As a result, the method is usually used at the preliminary design stage to

distinguish between alternative designs on an aggregate basis.

Discrete event simulation enables detailed description and analysis of system behaviour
and is useful at all stages of design and operational analysis. However, the time required
for developing a computer program will be significant if the model is detailed. The
performance estimates can be accurate only if the number of simulation runs is made
large. Consequently, the simulation tool turns out to be computationally expensive
(Viswanadham er al. 1992). Moreover, although a complex system can be modelled by
simulation at more detailed levels, the complex interactions cannot be understood visually

from simulation.

Petri nets are modelling tools that lie between analytical and simulation methods,
providing analytical results with much of the modelling flexibility of simulation. Petri
nets are representatively powerful because they allow model description in a conceptually
simple and graphical manner; they can exacily model non-product form features, such
as priority, synchronization, blocking, splitting of customers, efc. The modelling power
is also enhanced by their capabilities in analyzing performance quantitatively as well as
in verifying models qualitatively, such as liveness, boundedness, conservativeness, and
reversibility, based on reachability trees. They are computationally efficient in the sense
that the mathematical foundation of Stochastic Petri Nets is Continuous Time Markov

21



Chain (CTMC), but the construction of the entire state space is avoided since this process
has been automated by some software packages based on the reachability tree of a Petri

net structure.

The limitations lie in that the net structure and the net reachability tree could be very
complex in a large system. Nevertheless, it can serve as a ready simulation model if it

is intractable.

In conclusion, Petri net modelling is most suitable when the researchers try to understand
a system with synchronization and cooperation among concurrent processes. Table 3.1

is a summary of comparison between queuing, simulation and Petri net models.

As will be discussed in section 4.1, the manufacturing cell under investigation has the
following characteristics:

* Concurrency or parallelism: Many operations take place simultaneously.

* Conflict: More than two processes may require a common resource, such as
a buffer or a machine, at the same time.

* Synchronization: The starting of machining operations must be controlled to
ensure correct operation of the overall system.

* Splitting custorners: Dynamic decision making is involved f;br dispatching of
parts. Since a part chooses a machine according to the criterion of least
expected delay, the dispatching of a part to a particular machine depends not
only the number in its queue, but also the number in other queues, which will
result in non-product form solutions.

22



¢ Non-identical customers: A machining centre has different mean processing
rates for different part types.
* Finite buffer sizes: Only limited number of parts can be held in a buffer.
¢ Blocking: Because of finite buffer sizes and limited capacity of machining
centres, a part might be blocked when its first operation is finished.
It is very difficult to built a queuing model with those properties. Simulation can be used,
but Petri nets are preferred in order to comprehend the task aliocation policy conceptually

and theoretically.
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3.3 Definitions of Petri Nets
There are variations among the available definitions for Petri nets. However, the
differences are notational. The format given by Ajmone ¢r gf. {1984) is followed in this

research.

3.3.1 Standard Petri Nets

Definition 1: A marked Petri net is a five-tuple
PN=(P, T. A.. A_. M,)

where

P={p,py-..P,} is a set of places,

T=lt,,t,,...1,} is a set of transitions,

A;<(PxD) is the set of input arcs that defines directed arcs from places to
transitions,
Y, . . ...
A,<(TxP) is the set of ourpur arcs that defines directed arcs from transitions to
places,
A=(4U4) is the set of transition arcs, and

My ={moympssTod i the initial marking.

In the graphical representation of a Petri net (PN), places are drawn by circles and
transitions by bars. The input and output functions are represented by directed arcs from
places to transitions and vice-versa, respectively, if arcs exist between them. Tokens

denoted by black dots or numbers residing in the places.
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In a manufacturing system, & place is usually a shared resource or a condition for an
cvent to occur. A transition is generally used to represent the initiation or termination of
an event. Input functions and output functions establish unidirectional relationships
between places and transitions, and trarsitions and places, respectively. Tokens in places

indicate that resources are available or conditions are true.

Definition 2: A marked Petri net executes according to the following rules:

1. A transition is enabled when all its input places contain at least one token.

2. An enabled transition can fire, thus removing one token from each input place and
placing one token in each output place.

3. Each firing of a transition modifies the distribution of tokens on places, say marking
M, and thus produces a new marking, say M, for the PN. M" is called immediately

reachable from M.

Definition 3: The reachability ser of a Petri net R(M,) is defined as thé set of all

markings that are reachable from initial marking M,.

As Standard Petri nets do not include a time concept, they are used only for qualitative
and logical analysis of systems. The emergenée of Timed Petri Nets (TPN) made it
possible to perform quantitative analysis of systems. By associating a constant time delay
to either places or transitions, we have Timed Place Petri Neis (TPPN) and Timed

Transirion Petri Nets (TTPT).
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Stochasric Petri Nets (SPN) were proposed because probabilistic performance models
allow the capture of the essence of the system behaviour through probabilistic
assumptions so that a detailed deterministic description of the system operations can be
avoided. The use of exponential distributions for the firing rates of timed transitions is
particularly attractive for two reasons. First, exponential timed Petri nets can be mapped
onto Continuous Time Markov Chains (CTMC), which lays the mathematical foundation
of the solution algorithm for SPN (Molloy 1982). Second, the memoryless property of
the exponential distribution makes it unnecessary to distinguish between the distribution

of the delay itself and that of the remairing delay after a state change.

Recognizing that both time-consuming activities and logical behaviours exist in a system,
Generalized Stochastic Petri Nets (GSPN) allow transitions to be either timed or
immediate. Also, the state space generated by GSPN is smaller than that by SPN for a

topologically identical PN model.

Some other extended Petri nets are: Coloured Petri Nets, which give more compact
graphical repreéentation of Petri Nets; Extended Stochastic Petri Nets, which is an effort
to include non-exponential distribution in the analysis of SPN-based models; and DSPN,

which are Petri Nets with Deterministic and Exponential Firing Times.

GSPN is chosen as the modelling tool for this thesis because it is the most extensively
used class of SPN and are suitable for the problems in question. The Stochastic Petri Net

Package (SPNP) (Ciardo er al. 1992) is available to analyze GSPN models automatically.
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3.3.2 Generalized Stochastic Petri Nets
Definition 4: A generalized stochastic Petri net is a five-tuple
GSPN={P, T, A, M,, L)
where
(P, T, A, M) is a standard Petri Net, and L={,, 1,, ..., 1) is the set of exponential

firtng rates associated with m’ timed transitions.

Definition 5: Random switrch is defined as a set of immediate transitions with relative

probability of firing (swirching distributions) for resolving conflict when morc than one

immediate transition is enabled at the same time.

The identification of random switches is a crucial aspect of the definition of a GSPN.

Sometimes, ingenuity and insight into the system operations may be required for the

definition of “"correct” switching distributions in all markings.

Definition 6: The firing rules of GSPN are as follows:
1. If the set of enabled transition H comprises only timed transitions, then transition t,

ieH, fires with probability l

Eksﬁ lk

If H comprises both timed and immediate transitions, immediate ones have higher

!\)

priority. If there is only one immediate transition, then this is the one that fires.

When H comprises several immediate transitions, they fire according to the switching
distribution,
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Definition 7: Tangible markings are markings that enables no immediate transitions:

otherwise, they are called vanishing markings.
The mathematical foundation of performance analysis by Stochastic Petri nets is based
on the theorem due to Molloy (1982): Any finite place, finite transition, marked

exponential timed (stochastic) Petri net is isomorphic to a continuous time Markov chain.

A Generalized Stochastic Petri net can still

[CONSTRUCT THE PETRI NET MODEL |

be mapped into a Markov Chain by

removing vanishing markings, since they do

REACHABILITY GRAPH CAN 8f
not contribute to the measurable behaviour of AUTOMATICALLY GENERATED
the model. Therefore, the performance

_ ) MARKOV_CHAIN
analysis by a Petri net model can be AUTOMATICALLY
GENERATED

summarized by Figure 3.1. Specifically, all

one has to do is to model the system with a

1
[PERFORMANCE EVALUATION]

Petri net. Then, based on the initial marking,
the reachability tree can be obtained and

Figure 3.1 Procedures of Performance
analyzed quantitatively. : Analysis by GSPN

3.3.3 Some Extensions to Petri Nets

Many extensions to the standard Petri nets were introduced to increase the modelling
power of the tool. Although not all the extensions are used in this research, a list is

provided for completeness. The definitions given by Ciardo (1937) follow:
/
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Definition 8: Mulriple arcs are arcs associated with multiplicity k, an integer number.
An input arc from p to t with multiplicity k requires k tokens in p to enable t, and it
causes their removal upon firing. An output arc with multiplicity k from t to p causes the

addition of k tokens in p when fires.

Definition 9: An inhibitor arc with multiplicity k from p to k disables t if k or more

tokens are in p. In particular, if the multiplicity is 1, t is disabled unless p is empty.

Definition 10: If each transition is assigned a fixed priority (a non-negative integer), the
enabling rule is modified so that, in each -narking, only the enabled transitions with the

highest priority are really enabled, while the remaining ones are disabled.

Definition 11: An enabling function E, can be defined on each transition t. If E(m)=1,

t is enabled in marking M, otherwise t is disabled.

Definition 12: Enabling functions, firing rates, switching distributions, and arc

multiplicity can be different in each marking. This is called marking dependent.

All these additional structures or the combination of these structures are used to
selectively disable a transition in a marking which would otherwise enable it. .The
following examples, Figure 3.2a-f, show some of the modelling power of petri net

models with the aid of the above-mentioned extensions.
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a) Concurrency The two transitions t; and t, can fire b) Conflict Transitions t and t, are in contlict
in any order. since firing either will remover the token from

P., disabling the other transition.

2\_\ . tj—‘OP;
—COR,
S

d) Splitting customers A token m P, is

dispatched to either provess {; or t, according to
an enabling function. '

©) Synchronization Transition ¢ will not be enabled
until a token arrives at the place currently without a
token. '

if |P)l<|Py|
Otherwise

—h—
Jdn
n o
er
Frh, H’m
nou
_— 0
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I I
\é! Y = Y
P ty t
IO K 1] _I

e) Finite buffer sizes and blocking  When f) Priority By assigning higher priority to ¢
| Py | =K, the token (customer) in P; is blocked. other than t,, the conflict is resolved.

Figure 3.2 Modelling Power of Petri Net Models
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3.4 Stochastic Petri Net Package

The analysis of a GSPN model is made via its underlying Markov chain. When GSPN
are used for the representation of real systems, these Markov chains tend to have a large
state space, so that their numerical solution is computationally expensive and often even
impossible. Thus, it becomes a challenging task for probabilists and applied
mathematicians to develop solution methods and algorithms that allow the analysis to be
performed {Ajmone 1988). The Stochastic Petri Net Package, Version 3.1, developed at
Duke University is one of the available tools for solving GSPN (Ciardo er al. 1992). To
get the performance results by SPNP, the only thing required is constructing the Petri net
structure and specify parameters for places and transitions. The basic inputs and outputs

are listed in Table 3.2.

Table 3.2 Basic Inputs and Outputs of SPNP

Inputs Required Net Structure:
: ® places

® transitions

® arcs

Parameters & Functions:

¢ initial marking

* transition firing rates

* transition priorities

¢ transition enabling functions
* transition switching functions

Outputs Obtained Places:
* non-empty probability
* average # of tokens

Transitions:
¢ enabled probability
¢ average throughput

‘l
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Chapter 4

PETRI NET MODELS OF AN AUCTION-BASED

MANUFACTURING CELL

4.1 Introduction

To investigate the heterarchical control strategy in an environment with multi-part-type
and multi-machining-centre, a two-stage flexible manufacturing cell with heterarchical
control is modelied and analyzed. In the following sections, a description of cell
configuration and related assumptions are L-esented first. Then, the Petri net models for
three cases: single part type with instage buffers, multiple part types with instage buffers,
and multiplé part types without instage buffers are constructed. Finally, performance

measures are defined in terms of GSPN.

4.2 Problem Statement

The configuration of an Flexible

Manufacturing Cell is shown in Figure

4.1. This is a two-stage production

system. The first stage (denoted by 1 in

the first index) consists of m parallel

facilities, each produc{ng the same family

of parts; the second stage (denoted by 2

Figure 4.1 Configuration of an FMC

in the first index) consists of n parallel
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facilities, each being able to work on any part type from the first stage.

As a heterarchical control strategy is applied, no central controller (which is usually
responsible for dispatching of parts from first stage to the second stage in a traditional
Flexible Manufacturing Cell) exists between the two stages. A part from the upstream
stage will select one of the downstream machines which offers the Earliest Finishing
Time (EFT), i.e., the lowest expected time for processing on the machine and waiting

in the buffer.

As a first instance, the input population is assumed to be infinite, i.e., there are always
parts requesting service at the input of the system. A part will not enter the system uitil

the upstream stage machine is free. Therefore, this implies a "pull” production control

policy.

The processing time of a machine is assumed to be exponentiallv distributed. Define s
J=12,...,m, to be the processing rate of upstream machine j for part type j, and py;,
i=1.2,...,n, j=1,2,...,m, to be the processing rate of downstream machine i for part

type j. Moreover, it is assumed that a machine can process only one part type at a time.

Instage buffers of various sizes K, i=1,2,...n, are.available for each downstream
machine to absorb the effect of imbalances between the production rates of successive

stages. Parts in a buffer follow the First In First Out (FIFO) queue discipline.

To simplify the problem, it is assumed that the radio communication network has enough
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channel capacity to handle the bidding requests and responses. i.e., the negotiation
process. Transportation facilities are available whenever needed. The communication

delays and transportation time are negligible.

A question may arise when there is more than one part among upstream machines
waiting to enter the downstream stage, i.e., which part should go first. Before the
question is answered, the first thing that shouid be clarified is that this situation may
occur only when there are no downstream machines available for a part’s request.
Therefore, the part has to wait a back-off time before its next calling. During this time,
a second part may come to request entry to the downstream stage. As all the parts ar¢

autonomous, the second part calls for

part ready to move
service immediately without knowing that to downstream machines

another part has already arrived and

waiting for service, and perhaps it gets part transferred to

appropriate downstream buffer

responses and enters one of the based on EFT rule

downstream buffers. Therefore, the part

4
calling in first may not get into the part loaded onto

downstream machine

downstream stage first. So in the event
& based on FIFQ rule

that more than one part is waiting to enter

i
part exits system

the downstrzam stage, the probability of

acceptance is assumed to be equal for all
such parts. Figure 4.2 The Auction Process
The auction process modelled in this thesis is shown in Figure 4.2.
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4.3 Petri Net Models
4.3.1 Mode! I: Single Part Type with Instage Buffers

A Petri net model for one part type, one upstream machine (m=1), n downstream
machines, and instage buffers of size K;, i€[1,n], is depicted in Figure 4.3. The related

notations are given in Table 4.1.

Table 4.1 Notations for Figure 4.3

Symbol Physical Meaning
Places Py upstream machine free
P, upstream machine idle

Py | free place(s) at position k in buffer i, i=1,2,....n;
k=1,2,....K;

Py part at position k in buffer i

Peai downstream machine i busy

Py downstream machine i free

Transitions tot upstream machine processing a part
tomi part entering buffer i

ty part in buffer i moved from position k+1 to k,

t.; | part removed from buffer i to downstream machine i

» | downstream machine i processing a part
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The local auction rule can be implemented by defining an enabling function for transition
i 1E[1,n]. As is known, only when there are free places in the buffer, a downstream
machine will respond to the requests from the upstream. So choices are made only among

those downstream machines whose instage buffers are not full. Define

xf
F={ &Y [Py |#0, i=1,2,..,n } M
k=1

as the set of machines with free buffer place(s), where | P,y | represents the number
of token in place Py (cither O or 1). The time acknowledged by machine i is the
expected processing time on a part and the average waiting time in buffer i, which is
defined as the "bid time" of downstream machine i, denoted by BT(i). In terms of Petri

nets, BT(i) can be expressed by the following equation:

BT(i) =processing time +waiting time

X
A @
k=1 N | Py | Vi-.

Ko Ha; Koy

where u,; is the mean processing rate of downstream machine i.

The winner, machine L, will be the one meeting the following <onditions:

BT(L)=min{BT(i)} 3
VieF

Therefore, t,q;, Vi, can be enabled only when i=L. The enabling function of tyzi» 1S

211 if i=L . 4
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To resolve the conflict of t,, Vi€[1.n], equal probabilities are given to the enabled t.

The random switch is defined as

1
RS(t.) = X))
TR
where [H(ty)| represents the number of enabled t,, Vi, in a marking M.
Similarly, to resolve the conflict of t,.;, the random switch is defined as
RS(t, ) = ——— Vi 6)
| Hz,)]

To resolve the conflict of transitions t,p;, t;, and t,,, V(i.k), prioritics associated with

these transitions are defined-as follows:

prioﬁty(tm,.) =1 Vi
priority(2,)=K;+1 Yi N
priority(2,,) =K, +1-k Vi

In the following, the working process of the PN model is explained briefly. The initial
marking indicates that the upstream machine (Py,) is processing a part, all the downstream
machines (Pp;, i=1,2,...n) are free, and the instage buffers (P, i=1,2,...,n;j=1,2,...,
Ky are empty. Thus, the exponential transition t,, is the only one enabled, and hence this
is a tangible marking. After time 1/, has elapsed, t,, ﬁ:rcs, removing one token from P,
to P;;, which means that the upstream machine is idle and the finished part requests entry
into one of the downstream machines. As all the instage buffers are empty, the part
selects the "path" which gives the shortest finishing time, say, machine 2. As buffer 2
is empty, only immediate transition t,p, is enabled, which is a vanishing marking. The
firing of t,,, removes the tokens in mezémd P,, and deposits one token into Py, Firing
of immediate uansit\ions b, =K1, .., 1, consecuti\iely results in a token in P,,, which
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means a part at position 1 in buffer 2 is ready to be loaded onto machine 2. As machine
2 is free (Py,), transition t,, is enabled and fires, removing tokens from Py, and P,, and
putting one token into P,,,, indicating that machine 2 is busy with a part (a tangible
marking) and one token to P,pn,;, showing that position 1 in buffer 2 is empty. After a
processing time 1/uy,, exponential transition t,,, finishes firing, removing the token from

Py;, and assigning one to Py, which means the downstream machine 2 is free again.

4.3.2 Model II: Muitiple Part Types with Instage Buffers

The Petri net model for the m part type case can be obtained by combining the structure

in Figure 4.3, is shown in Figure 4.4, The associated notations are listed in Table 4.2.

I
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Table 4.2 Notations for Figure 4.4

Symbol Physical Meaning
Places Pg; upstream machine j free
Py; upstrearn  machine j idle
| free place(s) at position k in buffer 1, 1=1,2,....n;
k=1,2,... K
Py part type j at position k in buffer i
Py downstream machine i busy with part type j
P downstream machine i free
Transitions Lyy; upstream machine j processing part type j
torii part type j entering buffer i at position K;
tx | part type j in buffer i moved from position k+1 to k
ton2i part type j removed from buffer i to downstream
machine i
"downstream machine i processing part t;;;:éj

to2i

41




sad& L 1ed a[dnInAL s DL Ue 10 [SPOI 19N 113d V' pp dan3ig

wugdy WY [z MG [y q |y -1y, ‘d wnzja,
—{}-O _m.,_/\n Ottt - _;_O m
zugdy 2929 fouzuy [ | oy [P [o iy | Y0 uz)a,
~—] "Tn e OO @
u
Tugz Emnnm EN_EH iy ____.J g 2y 141 iy vz,
(o) i) o)
G \FJ L [ ]
Wy Wiy i<t Wiy
. __|AV | T | FamY | 1 £ e | AV-__-AHVI
wzdy W29 “ _EJ\J “ NE/_nnﬂl = - _x,amn = Wil widy wij
_od |ungun |Td |y auh 1 yupy e "1 g ;
0 ; O O B I | O | O.ID.T@;'
z12dy 2129 ﬂn Fay T —1 2iy zidy 21
Y |2iewn wh |“d |z=h -yag| d 2129 d <3 “4a
(- ) |
i L ]
my |2 [ak Uy TRY g N2, g ndy T
(3 &
2 e

42



To implement the local auction rule, the bid time of machine i for part type j. denoted

as BT(i.j), can be expressed by the following equation:

8)

BT\i,J} =processing time +waiting time
P

KI
WAL
= +k-1 + b2i V(i‘j)
Hay; By By

where p,; represents the mean processing rate of downstream machine i for part type j.

The winner, machine L, will be the one meeting the following conditions:

BT(L.j) =g}i1:_{ BT(i,j)} vj )

where set F is defined in Equation (1). Therefore, ;. ¥(i,j), can be enabled only when

i=L. The enabling function of t,p; is

As mentioned in section 4.1, when there is more than one part ready to enter the
downstream stage, equal probabilities are assigned to each part. These events are

described by enabled immediate transition t,q;, V(i,j), denoted by H(t,p;). The switching

distribution, RS(typy), is as follows.

RS(t, 1

) = — Y(i 11
7 " TH( ) | ) an

where | H(t,;) | represents the number of enabled tyn;, ¥(i,)), in @ marking M.

To resolve the conflict of ty, ¥(j,k), equal probabilities are given to the enabled t;,. The

random switch is defined as
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1 .
RS(t,) = ——— v, 12
;) HG| 5 (12)

Similarly, the random switch for t,,;, V(i,j), is defined as follows to resolve the conflict

of t;-

1

——L  vep a3)
[HG, )| “

RS(tmz,.j)
To resolve the conflict of transitions tyn;, t, and t;, Y(i,j), priorities associated with

these transitions are defined as follows.

priority(2,,.) =1 Y(i.7)
priority(t;) =K, +1 V(i) (14)
prioriy(1,,.) =K, +1-k  V(i.j)

4.3.3 Model III: Multiple Part Types without Instage Buffers

It should be noted that the Petri net model in Figure 4.4 is valid only when the buffer
size K;>0, vi. If no instage buffer exists in front of each downstream machine, the Petri
net structure is as shown in Figure 4.5. The related notations are the same as those for
Figure 4.4, exce;;t that t,,; represents the event that part type j moves from upstream

machine j to downstream machine i.
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4.4 Performance Measures

1) Arrival Intensity

To describe the relative speed of the arrival process of parts from the upstream to
downstream stage, arrival intensity, A, is defined as the ratio of total mean processing
rates of upstream machines to the total of the average processing rates of downstream
machines.

m
2 Py ”‘Z B
j= -

A= J21 (15)
2(i2 Ba) 3 My
il Mo inl jot

2) Machine Utilization
For upstream machine j, machine utilization, UT1(j), is the probability with that machine
J is busy. In terms of the Petri net model, it is the probability with that transition t,; is

enabled, i.e.,

UT1(j)=Prit,, enabled} Yj (16)

Similarly, for downstream machine i, the overall utilization is the probability with that
machine i is busy with all the part types. Define the derailed utilization of machine i is
the probability of machine i busy with part type j, UT2(,j), i.e.,

UT2(i,j) =Prit ,; enabled) V(i j) 17

The overall utilization of downstream machine i, UT2()), is

-
N

UT2() =y, UT2(i,j) =§ Prit,,; enabled} Vi (18)
i

J=1

46

3\



3) Machine Throughput

The average throughpur E[t;] for transition & is defined as (Ciardo 1992)

TH(t9= ), pM)=p(8.M) (19
i€R(B)
where R(0) is the subset of reachable markings that enable transition 8, p(M,) is the

probability of marking M;, and u(8,M,) is the rate of transition @ in marking M,.

For an exponential transition with a non-marking dependent firing rate, the average
throughput is the product of the probability with which the transition is enabled, p(6),
and its firing rate, p,. According to the definition of utilization, we have
TH(t,) =p(6) * 1= UT(8) * iy (20)
For a manufacturing system, throughput represents the number of parts produced per unit
time (per hour or day). For upstream machine j, the average throughput, TH1(j), is the
throughput of transition t,,;, i.e.,
THI() =throughput(t, ) M7} 21)

_—~

For downstream machine i, the average throughput for part type j (detailed throughput),

TH2(,j), is

TH2(i,]) =throughput (¢ ;) Y(i,J) (22)

The average throughput of downstream machine i for all part types (overall throughj)ut),

TH2(), is

TH2() =Y TH2(,j) =) throughput(z,,) Vi 23)

j=1 jel
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4) Number of Blocked Jobs in Upstream Machine j
The average number of blocked jobs in upstream machine j, BQL(), j=1,2,...,m, is
defined as the average number of tokens in place Py j=1,2,...m, i.e.,
BQL(j)=|P, il vj 24)
The average number of blocked jobs in upstream machines is
m m
BQL=) QL()=), | Py 25)
=l j=l
5) Queue Length in Buffer i
The average queue length in buffer i, QL(), i=1,2,...,n, can be obtained by the
following equation.

j=m
QL()=K,-Y, Pyl Vi (26)

1
The average queue length in downstream buffers is

QL=¥" o) @n

i=1
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Chapter 5

EXAMPLES AND RESULTS

5.1 Introduction

Two examples are given in this chapter, which show how the performance measures can
be obtained by the developed Petri net models using the SPNP package. The purpose of
the first example is to verify, somehow, the developed model by comparing the results
with what has been repoited. The second example serves to indicate the behaviour of the
auction-based manufacturing cell. Some observations and discussions are presented based

on the results.

5.2 Example I: Single Part Type

Some results have been reported about the behaviour of an auction-based manufacturing
system with a single part type (Upton, 1991). In this section, Petri Net Model 1 (single
part type) is applied to analyze an example problem with one pzirt type and six
downstream machines, to see if the results obtained by the model are consistent with
those reported, which in turn verifies. the feasibility of the developed Petri net model.
The parameters for the example, i.e., mean processing rates of machines and sizes of

instage buffer, are provided in Table 5.1.

In the following, the performances of upstream machines and downstream machines will

be discussed respectively.
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Table 5.1 Parameters for Example I

Mean Processing Rate (g;) Buffer Size (K)

Upstream Machine 1 2.1-42 -
Downstream Machine 1 6.0 1
Downstream Machine 2 5.0 1
Downstream Machine 3 4.0 1
Downstream Machine 4 3.0 i
Downstream Machine 5 2.0 1
Downstreamn Machine 6 1.0 1

Performance of Upstream Machines:
The throughput, utilization, and the number of blocked jobs of upstream machines are
given in Figures 5.1a-c. The following results can be obtained by examing these curves.

* When the artival intensity is low, the second stage can handle all the requests from

i
EN
3

_ghe upstream staée. Therefore, very few jobs are blocked in the upstream machine
and upstream machine utilization is high. However, the throughput is low due to the
low processing rate.

¢ With the increase of the arrival intensity, the system gets more heavily loaded,
which results in an increased number of blocked jobs, decreased machine utilization,
and increased throughput.

* Finally, the system reaches a saturated state because of the limited capacity of the
downstream machines and their instage i:\;uffers. Thus, the throughput tends to reach
a constant level (IZuy) and the utilization decreases dramatically because more

finished parts are blocked from the upstream stage.
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Figure 5.1c Number of blocked jobs of the upstream
machine when m=1, n=6, and K=1,
viE[1,n].

Performance of Downstream Machines:
Figures 5.2a-c provide the throughputs, utilizations, and the queue lengths in the buffers
of the downstream machiné;s. The following observations can be made from these figures.
* Ina very idle situation, the best machine is likely to win all of the rquests— from the
upstream stage as a result of applying the EFT rule. Itobtains the highest utilization
and throughput, with the longest queue built up in its instage buffer.
* As the system becomes busier, slower machines gradually take on more work. Their
utilizations and throughputs get higher compa}eg with the idle case. The queue |
lengths of slower machines are built up more quic".ily than the faster o.r;:.gs. This all

takes place because a part from the upstream stage has to accept the downstream

machine even though it may not be the most effective one. =
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e The system reaches a saturation point when it gets extremely busy: all downstream
machines are working at their full capacity (i.e.. utilization is about 1). Therefore,
the throughput of each downstream machine is determined by its processing rate,

i.e., it receives jobs roughly in proportion to its mean processing rate.

These results are similar to the conclusions reached by Upton (1991}, which, to some

extent, show that the Petri net model developed is working properly.
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5.3 Example II: Multiple Part Types

As the first step in investigating the behaviour of a heterarchical controlled system with
multi-part-type and multi-machining-centre, consider a manufacturing cell with four
upstream machines (m=4) and two downstream machines (n=2). The mean processing
rates of machines are listed in Table 5.2. By this example. the following questions will
be answered: first, how the part types from the upstream machines are allocated among
the downstream machines; then, how the performance is influenced by the bufter zizes;

finally, what the effect of number of part types on the performance measures is.

Table 5.2 Machining Centre Processing Rates for Example 11

Part Type Mean Processing Rate
' Upstream Machine Downstream Machine L
(unit / unit time) (unit / unit time) -
1 Machine 1 0.45-9.0 Machine 1 10.0
Machine 2 8.0
2 Machine2 0.35-7.0 Machine 1| 5.0
Machine 2 9.0
3 Machine 3  0.25-5.0 Machine 1 6.0
Machine 2 4.0
4 Machine4  0.15- 3.0 Machine 1 2.0
Machine 2 4.0

5.3.1 Auction Benaviour of Downstream Machines

As the allocation of jobs from the upstream stage among the downstream machines is the
main issue in this section, a cell without instage buffers (K;=0) is considered. PN Model

III is used to evaluate the performance. To hélp in understanding the performance of
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downstream machines, the performance of upstream machines is briefly described first.

Performance of Upstreain Machines:
Performance results are plotted in Figures 5.3a-¢. It is observed that faster machines
have higher throughputs, longer blocked queues because of the limited capacity of

downstream facilities, and thus, lower utilizations.
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Figure 5.3a Throughputs of uf)stream machines when
m=4, n=2, and K;=0, vi€[l,n].
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Performance of Downstream Machines:
As each downstream machine can work on four part types, its throughput and utilization
has four components, too. Figures 5.4a-h give the throughputs and utilizations with

respect to each of the four part types.

It is interesting to notice that the allocation of one part type from the upstream is not
always according to the processing rates of downstream machines with respect to this part
type. In other words, faster machines will not always have higher throughputs. This
phenomena is different from that of one part type case. The following observations are

made to see the details.

Figures 5.4a&b show the throughputs and utilizations of the two downstream machines
with respect to part rype 1. In terms of mean processing rates, machine 1 is faster than
machine 2 for part type 1.
¢ Utilization: When A<0.9, MC 1 with higher processing rate to part type 1 gets
higher utilization. However, when A>0.9, the slower MC 2 catches up and
surpasses MC 1 in utilization. In fact, when the system is not busy, a part from the
upstream has more chances to find the best d;(;ivnstream machine for its next
operation. So the faster machine tends to have higher utilization. However, when
the system is very busy, there are less possibilities that more than one downstream
machine will be free at the same time. Most of the time, the part has to go to the
only downstream machine which 1s free at that moment, in spite of the fact that the
machine may ;ot be the most effective one for the operation. Therefore, the

utilization of the slower machine gets higher.
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e Throughput: Although the utilizations of MC 1 and MC 2 switch at A=0.9, their

throughput is the product of utilization and mean processing rate. Machine 2 has
higher utilization when A>0.9, but it is not high enough to overwhelm its lower

processing rate until A> 1.3,

The results for part rype 2 are provided in Figures 5.4c-d. Here machine 2 is faster.
» Utilization: When A <0.8, the utilization of the faster MC 2 is higher. However,
when A > 0.8, the slower MC 1 has higher utilization. This phenomena is similar to
that of part type 1.
* Throughput: Although the utilizations of MC 1 and MC 2 switch at A=0.8, their
thrdﬁghputs do not switch when 0.8 <A <2.0, because the utilization of the slower
MC 1 is never big enough to overwhelm its lower processing rate. This situation is

quite different from that of part type 1.

For part type 3 and 4, the tesults, shown in Figure §.4e-h, are similar to that of part

1 and 2, respectively.

In summary, for an auction-based manufacturing cell with the "least finishing time"
dispatching rule, the following conclusions can be reached:
* When the system is not so busy, the faster machine, with respect to a part type, has
higher throughput than the slower one.
e As the system becomes very busy, the throughput of the faster machine for a
particular part type may not be higher than the slower one, depending on the system
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parameters, suct. as the combination of mean processing rates of downstream

machines for different part types.

As mentioned above, when a system is very busy or saturated, a part from the upstream
has little chance to choose the most effective downstream machine because almost all the
downstream machines are occupied, and the part has to go to the only machine available
at the time its request is broadcasted. For a particular part type, a faster machine may
not get more jobs than a slower one. Hence, the faster one may not have higher
throughput, which means that the advantage of the faster machine on a particular part
type is not given full play. This is not what is expected and is a waste of resources.

Thus, working around the saturation state should be avoided.
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5.3.2 Influence of Instage Buffer

To see the influence of buffer sizes, three cases are discussed and compared: without
buffers, with a buffer of size 1, and with a buffer of size 2 . PN model I1 and 111 are

applied to analyze the performance of both upstream machines and downstream

machines.

Performance of Upstream Machines:

The typical results of upstream machines are illustrated by the performance measures of
upstream machine 1, as shovm in f‘igures 5.5a-c. The observations can be made as
follows:

* When the sysiem is idle, little difference exists between the three cases because all
parts from *the upstream stage can be processed by the downstream machines
immediately. So in this case, it is not necessary for a machine to have an instage
buffer.

¢ When the system is getting busier, higher throughputs and utillizations of upstream
machines are obtained with the addition of an instage butfer.

* When the system is saturated, the performance with one or two buffers degrade_s
gradually to the situation without buffers because downstream machines canrlif;t

handle all the service requests in time, even with the aid of buffers.
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Performance of Downstream Machines:

In terms of the overall throughput of a downstream machine (the throughput of one
machine for all part types), which is given in Figures 5.6a&b, the observations are quite
similar to that of upstream machines, i.e., buffers bring benefits only when the system

is neither idle nor saturated.

To see how the improvement is achieved, the detailed throughput of a downstream
machine (the throughput of each downstream machine for each»nart type) is investigated

and plotted in F'gures 5.7a-h. The observations are as foliows
e When the system is not saturated, the throughput of the faster machine with respect

+~ to a particular part type can be improved by increasing the buffer size, but the
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throughput of the slower one is decreased.

» When the system approaches its saturation state, the throughputs of both faster and
slower machines are improved.

* When the system is extremely saturated, little improvement in throughputs is

achieved.

For example, Figure 5.7a&b shows the throughputs of downstream machine 1 and 2
with respect to part type 1. Here, machine 1 is faster than machine 2 for part type 1.
When the system is not saturated (A < 0.9), the throughput of machine 1 is improved
by increasing the ouffer sizes, but the throughput of machine 2 is degraded. When the
system conlinues to become busier (A > 0.9), the throughputs of machine 1 and 2 are
both improved by larger buffer sizes. As A approaches 2.0, the throughputs with buffer

sizes 0,1,and 2 are almost the same. Similar situations can be seen from Figure 5.7¢-h.

This can be explained as follows: P
* When the system is not busy, a system with larger buffer sizes is freer cofnpared
with a cell with smaller buffer sizes or no buffers under a given arrival intensity.
Therefore, -a part from the upstream may have more chances to find the best
machine. In other words, increase in buffer sizes will only improve the throughput
of the faslef machine with respect to a particular part type.
s However, when the system is so busy (around saturation ;;oint) that the local
optimization process hardly exists (no choices), increasing buffer sizes could
possibly create some chances for the system to have more than one machine free at

the same time, which means that the local optimization process could happen. As
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a result. the throughputs of downstream machines might be improved.
¢ As the system is highlv saturated. increasing buffer sizes to 2 is not cnough to
handle the requests from the upstream stage. Hence, alimost no improvement can be

achieved.

In conclusion, increasing buffer sizes creates more chances for a part to find a better
machine for its next operation, which results in the improvement in the overall

throughput.

In general, the following conclusions can be reached:

1) When a system is not busy, it is not necessary to intreduce instage bufters because
they make no difference to the system performance.

2) When a system is highly saturated, there is little improverent on system -
performance with the addition of buffers of small sizes. On the other hand, buffers
of large sizes are usually not practical. Therefore, there is no point in alleviating the
saturation by adding buffers. Other measurements have to be taken, such as
changing the criterion for scheduling, reducing the arrival intensity, adding ‘more
(updating) machining centres, efc. .

3) When a system is between i.aie and lightly saturated, the system performance could
be improved by increasing buffer sizes. However, the improvement may not be
marginal as evident from Figure 5.6a-d. Therefore, before buffers are introduced
into the system, cost analysis should be conducted regarding the benefit cost ratio
with respect to increase in throughput vs. cost of adding and maintaining buffers in

a real world situation.
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5.3.3 Influence of Number of Part Types

To ses the influence of the "number of part types" on the system performance, it is
assumed that the instage buffer size is 0 and the mean processing rates of two
downstream machines remain unchanged; the number of part types (number of upstream
machines) varies from 1 to 4. The associated mean processing rates of upstream
machines are given in Table 5.3. PN model HI is used to obtain the r-2rformance results,

as shown in Figures 5.8a-c.

As one might expect, with more part types introduced into the system, the system.
throughput (including all downstream machines for all part types) is increased because
the mean processing rates of downstream machines with respect to the newly introduced
part types keep increasing. The throughput with respect to each part typé is decreased
as each downstream machine has to spend less time on a particular part type with more
part types in the system. More jobs blocked in the upstream stage is a result of more part

o

types in the system while the number of downstream machines remains the same.

Table 5.3a Mean Processing Rates of Upstream Machines

r 1x2cell | 2x2cell | 3x2cell | 4x2cell
Part type 1 0.45- 9.0
Part type.2 - 1 0.47-9.4 | 0.35-7.0
Parttype3 | 05-100 | 033-6.6 |0.25-5.0
Parttype 4 | 0.6-12.0 0.3- 6.0 0.2-40 |0.15-30]

35

.



Table 5.3b Mean Processing Rates of Downstream Machines

Part Type Mean Processing Rate
I Machine 1 10.0
Machine 2 8.0
2 Machine 1 5.0
Machine 2 9.0
3 Machine 1 6.0
Machine 2 4.0
4 Machine 1 2.0
Machine 2 4.0
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Chapter 6

CONCLUSIONS AND SUGGESTIONS

6.1 Conclusions

This thesis is the first effort to date in investigating the behaviour of an auction-based
manufacturing cell with multiple part types and multiple machining centres. A review on

the heterarchical control architectures is given in chapter 2.

Instead of the traditional approaches for performance analysis, i.e., analytical models and
simulation models, the Generalized Stochastic Petri Nets are applied to model a two-stage
FMC with a heterarchical control mechanism. Background knowledge on GSPN is

provided in Chapter 3.

Three Petri Net models have been developed in chapter 4:
Model 1. single part type n machine with instage buffers,
Model II: m part type n machine with instage buffers, and

Model III: m part type n machine without instage buffers.

N : | o
Pertormance measures such as machine throughput and utilization, number of blocked

A

jobs in the upstream machines, and queue lengths in the instage buffers have been .

-

defized in terms of GSPN and can be obtained by solving the models using the SPNP

package.

1

B
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Two examples are given in chapter 5 1o demonstrate how performance evaluation can be
carried out by the PN models developed. Reasonable Results have been obtained. which
indicate that the models are working properly. Also, some insight into the behaviour of

the auction-based manufacturing cell has been obtained based on the numerical results.

6.2 Suggestions for Future Research

While the numerical results obtained from the PN models yield valuable information
concerning the auction behaviour of a two-stage FMC, other aspects of system

performance need to be tested, too.

Usually, a part has to go through several stages before it leaves a manufacturing system,

The performance of a multi-stage auction-based FMC should be studied.

The models developed in this thesis are for an FMC with "pull" mechanism, i.e., a part
is available whenever an upstream machine is free. The performance evaluation of an

auction-based system with "push” mechanism is recommended for future research.

Sometimes, a machining centre:cannot work on all the part types in a system, but only

some of them. The system performance in this case may be investigated.

I3

LT
LT

-~

The optimality of a heterarchically controlled manufacturing system is a research topic
suggested by many researchers (Shaw 1985, Duffie er af. 1987). This thesis provides a

way to obtair-the performance of an auctiou-based FMC, which can be compared with

——

S
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that of centralized control svsiems. 0 see how far the local optimization s tfrom its

global solution.

In this study. the Earliest Finishing Time rule is applied by parts to select the next
machine for its operation. Other heuristics rules such as random selection. fewest
operations remaining. shortest processing time (Ravit ef al. 1991). can be modelled, as
well. Comparison of system performance under different rules is another interesting area

which deserves further attention.
Exponential time is the major assumption in this rescarch. Other distributions could be
accommodated with the Extended Stochastic Petri Nets Package, which is currently under

development at Duke University and is expected to be available soon.

To facilitate users, who are not familiar with the SPNP, in analyzing such an auction-

based FMC, a software for generating the SPNP code needs to be developed.
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APPENDIX - A

SPNP PROGRAMMES

A.1 SPNP Programm for Model I & II: Buffer Size = 1
f*
Features: heterarchical control of a FMC considering effect of buffer size (=1)

* Input data from file "data_in_Ibuf";
m: # of upstrearn machines;
n: # of downstream machines;
rate_tpl(i), 1=1,...,m: processing rate of upstream machine i;
rate_tp2(1,j), i=1,...,n, j=1,....m: processing rate of downstream machine i for
part type j;
* initial markings = 1 for pfl1(j) and pf2(i), i=1,....,n, j=1,....m.

*/

#include "user.h”
#include <math.h> -
#define min(x,y) (x<y)? x: y)

int m,n,bf,s.q:
float rate_tp1[10], rate_tp2[10][10], lamda, lamda_n, lamda_d;

parameters()
{
FILE *fp;
int i, j;

iopt(IOP_METHOD, VAL _GASEI);
iopt{IOP_PR_FULL_MARK, VAL _YES);
iopt(IOP_PR_MARK_ORDER, VAL CANONIC);
iopt(IOP_PR_MC_ORDER, VAL _TOFROM);
iopt(IOP_PR_MC, VAL_NO);
iopt(IOP_PR_PROB, VAL _NO);
iopt(IOP_MC, VAL_CTMC);
iopt(IOP_PR_RSET, VAL _YES);
iopi(IOP_PR_RGRAPH, VAL_YES);
iopt(IOP_ITERATIONS, 2000);
fopt(FOP_PRECISION, 1.0e-3);
fopt(FOP_ABS RET MO, 0.0);

/* input data from file "data_in_1buf" */
tp = fopen("data_in_lbuf", "r");
fscanf(fp, "%d", &m):

fscanf(fp, "%d". &n);
for(j=0: j<m: j++) {



tscanf(fp. "%t”. &rate_tpifj]:

17
s

for(i=0: i<n: i+ +)
for(=0: j<m: j+ +) {
fscanf(fp. "% {". &rate_p2[iljDh:
X
3
fclose(fp):

/* lamda = arrival intensity */

lamda=0.0;

lamda n=0.0;

lamda_d=0.0:

for(=0; j<m; j++)
lamda_n += rate_tpl[j];

for(i=0; i<n; i+ +)
for(=0; j<m; j++)
lamda_d += rate_tp2[i][j]:

lamda = m * lamda n/ lamda_d;

}

/* random switches */
probability_type prob_tbf2(i.j)
{
float p;
p=mark_I1("pil", j) * mark_1("pbf", i} /enabled_2("tbf2", SUM, SUM);
if(p < 1.0e-10)
return 1.0e-10;
else
return(p);

}

probability _type prob_tm2(i, J)
{
float p;
p = mark_2("pbf2", i, j) * mark 1("pf2" i) /enabled_2("tm2", SUM, SUM);
if(p < 1.0e-10}
return 1.0e-10;
else
return(p);

}

/* EFT rule */
enabling_type enb_tbf2(i, j)
{

86



{loat PT1, PT;
int k, h, K:

if(mark_I("pil”. j) == 0) return(Q);
else if (mark _1("pbi".i) == 0} return(0);
else {
PT1=1.0e+10:
for(k=0; k<n; k++) {
ift mark_I("pbf", k) 1= 0) {
PT = 1.0/ rate_tp2[K][j]:
for(th=0; h<m; h++) {
PT += (mark_2("pbf2", k, h) + mark 2("pb2", k. h)) /
rate_tp2[k][h];
h

if(PT<PT1) {
PT1 = PT;
K =k;
}
!
}
it (K==i) return(1);
else return{0);
}
¥

net()

f
1

int 1,j;

- /* places and transitions */
/* upstream */
place_1("pfl", m):
place_1("pil", m);
trans_1("tpl", m);

/* downstream */

place 1("pbf", n);

place 1("pf2", n);

place 2("pbf2", n, m);

place 2("pb2". n, m);
trans_2("tbf2", n, m):
priority_2("tbf2", ALL, ALL, 1);
trans 2("tm2", n, m);

priority 2("mm2", ALL, ALL, 2);
trans_2("tp2", n, m);

/* initial markings */
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i€

it 1("pf1", ALL. 1):
it_1("pbt". ALL. 1):
init_1("pf2". ALL. 1)

/* arcs ¥/

/* upstream */

for(i=0; i<m: i++) §
iarc_1_1("tpl".i. "pfl”. i):
oarc_i_i("tpl".i, "pil”. i):

1

/* downstream */

for(i=0; i<n; i++)

for(=0; j<m; j++) {
jarc 2 1¢"Hf2", i, j, "pil", ));
iarc 2 1("tbf2", i, j, "pbt", i)
oarc 2 1("tbf2". i, j. "pfl", j)
oarc_2 2("tbf2", i, j, "pbf2", i, j):

iarc_ 2 1("um2", 1, j, "pf2", i}
farc_2 2("tm2", i, j, "pbf2", i, j);
oarc_ 2_1("tm2", i, j, "pbf", 1);
oarc_2 2("tm2", i, j, "pb2", 1, });

iarc_2_2("tp2", i, j, "pb2", i, j);
oarc_2 1("tp2", i, j, "pf2", 1);
}

/* rates for timed transitions */
for(j=0; j<m; j++)
rateval_1("tpl", j, rate_tpl[jD);

for(i=0; i<n; i++) 7
for(j=0; j<m; j++)
rateval 2("tp2", i, j, rate_tp2[i]{i]);

/* marking dependent firing probabilities
_for immediate transitions */
for(i=0; i<n; i++)
for(j=0C; j<m; j++) { ,
probfun_2("tbf2", i, j, prob_tbf2 );
probfun_2("tn2", i, j, prob_tm2 );
} :

/* marking dependent enabling functions */
for(i=0; i<n; i++)
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forG=0; j<m; j++)
enabling_2("thf2". 1, }, enb_tbf2);
5
assert() {
return(RES_NOERR);
1
It

ac_init() {
fprintf(stiderr, "\nPetri nets for FMC\n\n");
pr_net_info();

]
J

ac_rcach() {
fprintf(stderr, "\nThe reachability graph has been generatedin\n");
pr_rg_info();

|

reward _type glength u() { return(mark_1("pil".q)):}
reward type util u() { return(enabled_1("tpl",q));}
reward_type tput_u() { return(rate_1("tp1",q));}

reward_type qlength_d() {
int q_d;

{ q d = mark 2("pbf2",s,SUM);}
return(q_d);

}

reward_type util_d() {
tloat u_d;
{u d = enabled 2("tp2", 5,SUM);}
return{u_d};

}

reward_type tput_d() {
float t_d:
{td = rate 2("tp2", 5,SUM);}
return(t_d):

X

4

reward_type t_put2_d() {return (rate_2("tp2",s,q)):}
ac_final(} {
float ql_u.ut_u.tp_u, ql_d, ut_d, tp_d. tp2_d;
FILE *fpl. *p2; =

pr_mc_info():
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pr_std_average():

/* output data to file "data_out_lbuf u/d" ¥/
fpl = fopen("data_out_ibuf u", "w"):
fprintf(fpl. "\n"):
fprintf(fpl, "%f ". lamda):
for(q=0: gq<m: g+ +) {
ql_u=expected(glength_u):
fprintf(fpl.” %f ".ql_u):

for(q=0; q<m; q++) {
ut_u=expected(util_u);
fprintf(fpl,” %f ".ut_u):
}

for(q=0; q<m; q++) {
tp_u=expected(tput_u);
fprintf(fpl," %f ".tp_u);

fclose(fpl);

fp2 = fopen("data_out_ibuf d", "w"):
fprintf(fp2, "\n");
fprintf(fp2, "%f ", lamda);
for(s=0; s<n; s++) {
ql d=expected(qlength_d);
- fprintf(fp2," %f ",ql_d);
}
for(s=0; s<n; s+++) {
ut_d=expected(util_d);
fprintf(fp2," %f ",ut_d);
}

for(s=0; s<n; s++) {
tp_d=expected(tput_d);
fprintf(fp2," %f ".tp_d);
;

for(s=0; s<n; s++)
for(q=0; g<m; q++) {
tp2_d=expected(t_put2_d);
fprintf(fp2," %f ", tp2_d);
b

fclose(fp2);
}
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A.2 SPNP Programm for Model I & II: Buffer Size = 2

Feature: heterarchical control of a FMC considering effect of buffer size(=2)

-

Input data from file "data_in_2buf"; Qutput data to "data_out_2buf™:

m: # of upstream machines;

n: # of downstream machines;

bf: buffer size for Pbf(i). i=1,2,...n;

rate_tpl(i). i=1,...,m: processing rate of upstream machine i:

rate_tp2(i,j), i=1,....n, j=1,....m: processing rate of downstream machine i for
part type j;

initial markings = 1 for pf1(j) and pf2(i), i=1,...,n, j=1,....m.

*/

#include "user.h"
#include <math.h>
#define min(x,y) (x<y)? x: y)

int m,n.bf,s.q:
float rate_tp1{10], rate_tp2[10]{10], lamda, lamda_n, lamda_d;

parameters()

{

FILE *{p:
int i, j:

iopt(IOP_METHOD, VAL_GASEI);
iopt(IOP_PR_FULL_MARK, VAL _YES);
iopt(IOP_PR_MARK_ORDER, VAL _CANONIC);
iopt(IOP_PR_MC_ORDER, VAL_TOFROM);
iopt(IOP_PR_MC, VAL_NO);
iopt(IOP_PR_PROB. VAL _NO);
iopt(IOP_MC, VAL_CTMC);
iopt(IOP_PR_RSET, VAL_NO);
iopt(IOP_PR_RGRAPH, VAL _NO);
iopt(IOP_ITERATIONS, 2000);
fopt(FOP_PRECISION, 1.0e-3);
fopt(FOP_ABS_RET_MO. 0.0);

/* input data from file "data_in_2buf" */
fp = fopen("data_in_2buf", "r");
fscanf(fp. " %d", &m);

fscanf(fp. "%d"., &n);

fscanf(fp. "%d". &bf);
for(j=0; j<m; j++) {

1
J

tscanf(fp, " %f". &rate_tpl[j]):
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for(i=0: i<n: i+ +)
for(j=0: j<m:j++) {
fscanf(fp. "S+f". &rate_tp2[i](i]:
}
fclose(fp):

/* lamda = arrival intensity */

lamda=0.0:

lamda n=0.0:

lamda d=0.0;

for(j=0; j<m: j++)
lamda n += rate_tp1[jl;

for(i=0; i<n; i-++)
for(j=0; j<m; j++)
lamda d += rate_tp2[il[j1;

lamda = m * lamda_n / lamda_d;

}

/* random switches */
probability type prob_tbf2(i.j)
{
float p;
p=mark_1("pil", j) * mark_2("pbf", i, bf-1) /enabled_2("tbf2", SUM, SUM);
if(p < 1.0e-10)
return 1.0e-10;
else
return(p);

}

probability _type prob_ti(i,j)
{
float p;
p=mark_2("p2", i, j) * mark_2("pbf", i, 0) /enabled_2("t1", SUM, SUM);
if(p < 1.0e-10)
return 1.0e-10;
else
return(p);

}

probability_type prob_tm2(i, j}

{
float p;
p = mark_2("pl", i, j ) * mark_1("pf2", i) /enabled 2("tm2", SUM, SUM);
if(p < 1.0e-10)
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return 1.0e-10;
else
return(p);
]
s

I* EFT rule */
enabling_type enb_thf2(3i, j)
{

float PT1, PT;

int k. h, K;

if{mark_1("pil”", j) == 0) return(0);
else if (mark 2("pbf",i,bf-1) == 0) return(0);
else {
PT1=1.0e-+10;
for(k=0; k<n; k++) {
if( mark_2("pbf”, k, bf-1) I=0) {
PT = 1.0/ rate_tp2[K][jI; /*self processing time*/
for(h=0; h<m; h++) {
PT += ( mark_2("p2", k, h) + mark 2("pl", k, h) +
mark_2("pb2”, k, h) ) / rate_tp2[Kk][h];

1
if(PT<PT1) {
PT1 = PT;
K=k
}
h

}
if (K==1i) return(1);
else return(0);
}
}

net(}

{
!

int i,

/* places and transitions */
/* upstream */

place 1("pfl", m);

place 1("pil", m):
trans_1("tpl”, m);

/* downstream */

ptace 2("pbf", n, bf);
place_2("p2". n. m );
place 2("pl". n. m);



place_1("pf2". nk
place_2("pb2". n, m):

trans 2("thf2". n. m):

priority 2("tbf2". ALL. ALL. 1):
trans 2("tl". n, m):

priority 2("tl". ALL. ALL. 2):
trans_2("tm2". n, m):
priority_2("tm2". ALL, ALL. bf+1):
trans_2("p2". n. m);

/* initial markings */
init_1("pfl", ALL, 1);
init_2("pbf", ALL, ALL, 1):
init_1("pf2", ALL, 1):

/* arcs */

/* upstream */

for(i=0; i<m; i++) {
iarc_1_1("tp1”,i, "pfl", 1);
oarc_1_1("tp1",i, "pil", i);

¥

/* downstream */

for(i=0; i<n; i+ +)

for(j=0; j<m; j++) {
farc_ 2 _1("tbf2", i, j, "pil”, j);
iarc_2 2("tf2", i, j, "pbf", i, bf-1);
oarc 2 2("tbf2", i, j, "p2", i, j)
oarc 2 1("tbf2", i, j, "pfl", j);

iarc 2 2("t1", i,j, "p2", i,] );
iarc_2 2("t1", i,j , "pbf", 1,0 );
oarc_2 2("t1", i,j, "pl", i,j i
oarc_2 2("tl", i,j , "pbf", i, 1);

iarc_2 2("m2", i, j, "pl”, L, §);
farc 2_1("tm2", i, j, "pf2", i);
oarc_2 2("tm2", i, j, "pb2", i, j);
oarc_2_2("tm2", i, j, "pbf", i, 0);

jarc 2 2("tp2", i, j, "pb2", 1, j);

oarc 2_1("tp2", i, j, "pf2", i);
}

/* rates for timed transitions */
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for(j=0; j<m: j+ +)
rateval_1("tp1”, j, rate_tpI[jl);

for(i=0; i<n: i+ +)
for(j=0: j<m; j++)
rateval_2("tp2", i, j, rate_tp2[i][j]):

/* marking dependent firing probabilities
for immediate transitions */
for(i=0; i<n; i++)
for(j=0; j<m; j++) {
probfun_2("tbf2", i, j. prob_tbf2 );
probfun_2("tl", i,j, prob_t1);
probfun 2("tm2". 1, j, prob_tm2 );

}

/* marking dependent enabling functions */
for(i=0; i<n; i++)
for(j=0; j<m; j+-+) {
enabling_2("tbf2", i, j, enb_tbf2);
}

1
)

assert() {
return(RES_NOERR);

}

ac_init() {
tprintf(stderr, "\nPetri nets for FMCin\n");
pr_net_info();

}

ac_reach(} {
fprintf(stderr, "\nThe reachability graph has been generated\n\n");

pr_rg_info():

reward_type glength_u() { return(mark_1("pil",q));}
reward_type util_u() { retarn{enabled_1("tp1",q)};}
reward_type tput_u() { return(rate_1("tpi",q));}

reward_type glength_d{) {
mt qd:

{qd = mark 2("p2",s,SUM) + mark _2("pl", s, SUM);}
return(q_d):

1
S
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reward_type util_d() {
float u_d:
{ud = enabled_2("tp2". s.SUM):}
return(u_d):

1

3

reward_type tput_d() {
float t_d:
{td = rate 2("tp2", s.SUM):}
retarn(t_d):

}

reward_type t_put2_d() {return (rate_2("tp2".s.q)):}

ac_final() {
float gl u,ut u,tp_u, ql_d, ut d. tp_d, tp2_d:
FILE *fpl, *fp2;

pr_mc_info();
pr_std_average();

/* output data to file "data_out_2buf u/d" */

fpl = fopen("data_out_2buf u", "w");

fprintf(fpl, "\n");

fprintf(fpl, "%f ", lamda);

for(q=0; q<m; q++) {
ql_u=expected(qlength_u);
fprinef(fpl," %f ".ql_u);

¥

for(q=0; q<m; q++) {
ut_u=expected(util_u);
fprintf(fpl," %f ",ut_u);

¥

for(q=0; q<m; q++) {
tp_u=-expected(tput_u);
fprintf(fpl,"%f ",tp_u);

}
fclose(fpl);

fp2 = fopen("data_out_2buf d", "w"); .

fprintf(fp2, "\n");

fprintf(fp2, "%f ", lamda);

for(q=0; q<n; q++) {
gl_d=expected(qlength_d);
fprintf(fp2," %f ",ql_d);

b
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}

for(g=0; s<n; q++) {
ut_d=expected(util_d);
fprintf(fp2," %f ",ut_d);

1
s

for(q=0: s<n; g++) {
tp_d=expected(tput_d);
fprintf(fp2," %f ".tp _d);
1
H
for(s=0; s<n; s+ +)
for(q=0; q<m; g+ +) {
tp2_d=expected(t_put2_d);
fprintf(fp2," %f ", tp2_d);
!
fclose(fp2);
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A.3 SPNP Programm for Model III: No Instage Buffers

[*

_— & !

-- ¥

Feature: heterarchical control of a FMC considering the case of no instage bufters

Input data from fi!z "data_in_Obuf™;

m: # of upstream machines:

n: # of downstream machines:

rate_tpl(i). t=1.....m: processing rate of upstream machine i;

i for part type j:
e initial markings = 1 for pfl1(j) and pf2(i). i=1.....n. ]

f
—
:
H
:
=
~

/¥

rate_tp2(i.j). i=1.....n. j=1_....m: processing rate of downstream machine

#include "user.h"
#include <math.h>
#define min(x,y) (x<y)? x: y)

int m,n,bf,q,s;
float rate_tp1[10], rate_tp2{10][10]. lamda, lamda_n. lamda_d;

parameters()
{
FILE *fp;
int i, j;

iopt(IOP_METHOD, VAL GASEI);
iopt(IOP_PR_PROB, VAL_NO);
iopt(IOP_MC, VAL_CTMC);
iopt(IOP_ITERATIONS, 2000);
fopt(FOP_PRECISION, 1.0e-10);
fopt(FOP_ABS_RET MO, 0.0);

/* input data from file "data_in_Obuf” */
fp = fopen("data_in_Obuf”, "r");
fscanf(fp, "%d", &m);
fscanf{fp, "%d", &n);
for(j=0; j<m; j++) {
fscanf(fp, "%f", &rate_tpl[jl);
printf("%d : %fin", j, rate_tpl[j]);
}
for(i=0; i<n; i++)
for(j=0; j<m; j++) {
fscanf(fp, "%f", &rate_tp2[i](j]);
printf(" %d %d: %fin", i, j, rate_tp2[i][jD;
}
fcloselfp);
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/* lamda = arrival intensity */
lamda=0.0;
lamda_n=0.0;
lamda_d=0.0;
for(j=0; j<m; j+-+)
lamda_n += rate_tplfjI;

for(i=0; i<n; i++)
for(j=0; j<m; j++)
lamda_d += rate_tp2[i][j];

lamda = m * lamda_n / lamda_d;

}

/* EFT rule */
enabling_type enb_tm2(i, j)

float PT1, PT;
int k, h K;

if(mark_1("pil", )} == 0) return(0);
else if (mark_1("pf2",i) == 0) return(0);
else {
PT1=1.0e+10;
for(k=0; k<n; k++) {
if ( mark_1("pf2" k) !'= 0) {
PT = 1.0/ rate_tp2[k][jl;
for(th=0; h<m; h-++) {
PT += mark_2("pb2", Kk, h) / rate_tp2[K][h];
}
if(PT<PT1) {
PT1 = PT;
K=k
}
}
}
if (K==1i) return(1);
else remurn(Q);
}
}

/* random switch */

/* firing probability of transition tm2(i,j)*/
probability_type prob_tm2(i, j)

I

1
float p:
p = 1.0 /enabled_2("tm2", SUM, SUM);
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reurn(p);
1
1]

net()

{

int i.j:

/* places and transitions */
/* upstream */

place 1("pfl7", m);
place_1("pil". m);
trans_1("tpl". m);

/* downstream */

place_1("pf2", n);
place_2("pb2", n, m);
trans_2("tm2", n, m);
priority_2("mm2", ALL, ALL, 1);
trans_2("tp2", 0, m);

/* initial markings */
init_1("pfl", ALL, 1);
init_1("pf2", ALL, 1):

/* arcs */

/* upstream */

for(i=0; i<m; i++) {
iarc_ 1 _1("tpl".i, "pfl”, i);
oarc_1_1("tpl".i, "pil", i};

}

/* downstream */

for(i=0; i<n; i++)

for(j=0; j<m; j++) {
jarc_2 1("w2", i, j, "pil", j);
farc_2_1("m2", i, j, "pf2", i);
oarc 2 1("m2", i, j, "pfl", j);
oarc_2 2("tm2", i, j, "pb2", i, j);

farc_2_2("tp2", i, j, "pb2", i, j);
oarc—zml("tpzﬂ, i, j, llpﬂn, i);
}

/* rates for timed transitions */
for(j=0; j<m; j+-+) {

rateval_1("tpl", j, rate_tp1[j]);
}



for(i=0; i<n; i1+ +)
for(j=0; j<m; j++}
rateval 2("tp2", i, j, rate_tp2[i](1);
1
¥

/* marking dependent firing probabilities
for immediate transitions */

for(i=0; i<n; i+ +)

for(j=0; j<m; j++) {
probfun_2("tm2", 1. j, prob_tm2 };
enabling_2("tm2", i, . enb_tm2);

}

}

assert() {
reurn(RES_NOERR);

}

ac_init() { :
tprintf(stderr, "\nPetri nets for FMCin\n");
pr_net_info();

}

ac_reach() {
fprintf(stderr, "\nThe reachability graph has been generated\n\n");
pr_rg_info();

}

reward_type glength_u() { return(mark_1("pil",q));}
reward_type util_u() { return(enabled_1("tp1",q));}
reward_type tput_u() { return(rate_1("tpl",q));}
reward_type util d() { return(enabled_2("tp2", s, SUM));}
reward_type tput_d() { return(rate_2("tp2", s, SUM));}
reward_type t_put2_d() {return (rate_2("tp2", s,q));}

ac_final() {
float gf_u,ut_u,tp_u, ut d, tp_d, tp2_d;
FILE *fpl. *fp2;

pr_mc_info();
pr_std_average():

/* output data to file "data_out_Obuf u/d" */
fpl = fopen("data_out_Obuf u", "w");
fprintf(fpl. "\n");
tprintf(tpl, "%f ", lamda);
for(q=0: q<m: q++) {
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ql_u=expected(glength_u):
fprintf(fpl." %f ".ql_u):
}
for(q=0: q<m: q++) {
ut_u=expected(util_u):
fprintf(fpl." %t ".ut u):
}
for(g=0; g<m: q++) {
tp_u=expected(tput_u):
fprintf(fpl," %t ".tp_u):
}
fclose(fpl);

fp2 = fopen("data_out_Obuf d". "w"):

fprintf(fp2, "\n");

fprintf(fp2, "%f ", lamda);

for(s=0; s<n; s++) {
ut_d=expected(util_d);
fprintf(fp2," %f ",ut_d);

}

for(s=0; s<n; s++) {
tp_d=expected(tput_d);
fprintf(fp2," %f ".tp_d);

}

for(s=0; s<n; s+-+)

for(q=0; q<m; g+ +) {
tp2_d=expected(t_put2_d);
fprintf(fp2," %f ", tp2_d);

}
fclose(fp2);
) :
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