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ABSTRACT -~ .

A Yarian Techfon AA*S‘atomic_absofpinn dnit has
‘been modifiedlfOr use és an argon plasma emission spectro-
mneter, using a Spectrameffics Inc., SpeétnaJet 11 argon. -

- plasma arc as the excitation sburce.. This is a simple and
reversible modificétion-which extends the capabilities ofx
the atomic absorption instrument.-'Aanntases of this
modification include relatively low cost and .the ease of
analysis for several elements (e.s., Si, Ti and P) that are;
difficult.of impossible to analysé b& convéntional flame
techniques.

A comparison of sensitivity,,detecﬁion limit,
reproducibility and st;bilfﬁy for the .two methods hu&mdongjﬂ
for the majo? elements norméily dgtefmined inrrock analysis -
Si, gi, Fe, Mm, Ti, Mg, Ca, Na, K and P. The accuracy and
precision of the methods for those determinations was
verified by. analysing various internafional zeochemical
stan?ard rocks and?in-housé standard rock.

The plasma éxcitation source showed excellent
response for titanium and phosphorus, elements ‘difficult
and iypossible,\respectively, to determine by atomic
absorption. This source glso.éave results as good as ér

better than did the flame source for silicon, iron and

calcium. The other elements studied , manganese, sodium,

\/
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potassium, magnesium and aluminum;proved to be either more
easily, more accurately or more pfecisely analysed by flame
 techniques rather than by the plasma emission technique.

*{\\ip'haé been shown that'the-ﬁse_of an argon p asma
jét_excitation source as an alternative to“the conventrignal
burner. assembly on an atomic absorption instfﬁment cén/improve
I’the précision, accuraci} stability, repro@ycibility,
sensitivity or.detection limits for several major eléments
:over that péssible by conventiqaal flame methods.

In addition it has bepn shown that the use of the
single solution dissolution with the plasma emission

excitation source gives slightly better results than when

using the standard multiple solution dissolutions.
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_ INTRODUCTION ' ’

Argon Plasma Emissibn Spectrophotometry has been used
in chemical analysis before, however, present instrumentation

1 2 for

is expensive ranging from $28,000,00" to $99,000.00
multi-element instruments.® '

The cost of adapting a Spectrometrics Wodel 53000
Spectra Jet II argon plasma jgt to a‘Vafian Techron AA-95
. spectrophotometer is approximatély $3,500,00. This adapt-
‘ation allows only single element éna}yses but it does expand
the usefulness of a conﬁentiogal atomic absorption unit.

The plasma jet can be used in the'determinafion of
many elggents that are technically difficult or impossible
to meas%fe by conyeﬁtidnal atomic absorption. An example of
the former }s silicon, combining wi?ﬁBthe acetylene in the
flame to form a éilicon carbide cauéing partial burner block-
and-signal 1059: An example of the latter is phosphorus
which cannot be measured directly by atomic absorption as it
exists in aqueous solution as an anion.

An'improvemént in signal streﬁgfh when using a plasma

excitation source is due to the high temperature of the

plaéma (l0,000oK) causing all chemical bonds to be broken.

lSpectrametrics Inc., 20 elements simultaneously.

2Applied Research Laboratories Ltd., 60 elements
simultaneously.

-
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Cﬁemical interferences are not significant due to¢ the abund-
ance of accessible energy from the plasma (Spectrametrics
qu.. 1975), Both incomplefe molecular dissociation, high
'chemicai‘interferences and matrix effects are common problems
with conventional atomic absorption spectrometers.

Optimal plasma pafameters are virtually t@e same for
all the 10 elements investigated in this study. This ié_a
distinct advantage o?er atomic absorptioﬁ where operating
parametefs change for every'element.

Another advantage of the plasma jet is that both
gaseous and golid as well as.équeous samples can be analysed
while atomic absorption units can only ruh aqueous samples.
In this study only aqueous samples were run, gaseous and

solid samples have not.been investigated.

" Thé use of argon gé the support gas decreases the
“chance of oxidation of the sﬁmple elements and is both non-
toxic and non-explos;ve as OpﬁOSed to acetylene, hydrogen,
prOpane; oxygen, nitrous oxide an§ entrailed gases, that are
required when using conventional burners. The low flow rate
of 5 liters of érgon per minute and the low cost of welders
grade argon, which is all that is required, also means reduced
operating costs.

This thesis assesses the usefulness of an argon plasma

jet as an alternate excitation source to the conventional



burnen\g?d lamp asgsembly ‘of atomic absorptlon units in major
element analyses. A typical major-ﬁ%ement rock analysia

.usually determines 13 components - Sio Al,0 Fe 0., Fe0,

2" 273 273

Mno, Ti02, M30- Ca0, K. 0 Na 0, P,0 H20, and CoO " This -

27 "2 2

study determines 10 of these'con5+#um&3 in the sample

in this study

solutions. The conshhmnn' not being determinedA- Fe0, H,o0,

2
and'COE, are not determlnad by spectrophotometrlc methods,
Several parameters warg experlmentally compared., Thege
include elemental detectlon llmlts and sensitivity of the two
methods and the reproduclblllty, stabllity and pr90131on of
the. analyses using an argon plasma Jet and a conventional
atomic absorptlon.burner/lamp assembly.

Several geochemical'rock standards were analysed to
determine the accﬁracy of the methods,

Thiswas done by comparing the experimentally obtained
‘mean values‘for each standard with their respective literaturs
values, i} ‘
The versatility of the argon plasma jet  wag tested
by the determination of optimum working ranges and optimum
instrument settings for the various major elements under

congideration: Si, Al, Fe, Mn, Ca, K, Na, Ti and P.



THEORETICAL CONSIDERATIONS

ATOMIC ABSORPTION SPECTROSCOPY

o P}osoﬁ‘h o )
A In the technique of Atom1c&Spectrophotometry the

absorptidn of a gpecific wavelength of light by the sample
is measured. The production of ‘atoms from. a molecule |
requires the absorption of energy, usually supplied in the
form of heat. Compounds, when vaporized by heating in a
flame, are partially or totally dissoc1ated into their |
‘elemental constituents in the gaseous form. Some of these.
atoms are further excited to a state.from which they can emit
radiation on returning to the unexcited state. The reiation

‘betﬁeen +he number of atoms, Nj' in an excited 'state and the
niumber, No. in the ground state is given by the Boltzmann

relafionéhip (Price, 1969)1

‘ Nj Pj -Ej where1 Pj and Po are statistical
T T T P\ KT weights of the two states
° ° . E. is the energy difference

between the two agtates
k is the Boltzman constant

T ig the absolute temper-
ature

The higher the value of Ej or the shorter the wave-

length of the spectral line correSponding to the transition

between the ground and the exc1ted state, the smaller w&ll be
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the fraction-of atomq in the exc1ted Staté.

Only a small fractlon of the atoms-are raist abo§e
the Fround state at the temperatureq attainable with con-
ventional flames. If the -absorption of light energy by the
atoms in the hishly populated‘ground—sfate is.meaéured, the
order.of instrumental Sensifiviﬁy for both difficult to
excite atoms like zinc and easily excited atoms like cesium
can be comparable. A |

Atoms in the ground state can only absorb radiation
at wavelengths cbrrespondinﬁ tp thelr resonance lines. A
line spectrum 1s produced by raising'an electron from a lower

_ (Fiy. 1)
excitation state, El' to a higher state, E2 The flrst

resonance line (wavelength line produced from atomic excit-
ation from ground state to the first exc1ted state) is usually
used in atomic absorption as it is ueually the most qenqltlve
line. By using a source that emits a narrow wavelength of
(hellow cathods lomp)
‘radlatlonAat the appropriate wavelength, the radiation can be
directed through the atomlc vapor and onto the entrance slit
of the monochrorna*ar which only has to geparate the desired
line from any others emitted by the fame . The

absorption at the peak of the 1ine is proportional to the

concentration of atoms of that element in the vapor.



Incident radiation Atom in excited state
3 TeTTTTTT T Transmitted
gvelength_ . .Qt-\ — >
' > . ' ' radiation
Intensity I, Atom in ground state '
. 0 : —_—
> ' Intensitylt

Al:sor‘p'*'fﬁn D‘P Ene’rfw Ey A‘.{'om
FIGURE 1 '

The intensify of the transmitted radiation is governed =

by Beer's Law (Price, 1969):

It = Ioexé(Fabc) where: -Io.is intens¥: f;3§\“\5h;_,~
: incident radiation o
// -It ig intensity of

transmitted radiation

-a is absorption coef-
ficient at wavelength
used

~-b is concentration of
abgorbing atoms

-¢ ig length of the
absorption path

This shows that the absorbance is perortional to the
concentration for any given absorption path length at an#
given wavelength In practice, s=ince
the relationship between abso;bance and concentration is
linear, it is noﬁ_necessary to determine values‘for the
constant 'a' and the path length 'c’.

The degree of absorption is related to concentration
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by the use of calibrating standards. The decrease in intensity,
al the resonance line produced by the absorption of the sample,
is compared to the absorption produced by a standard of known .

concentration.

EMISSION SPECTROSCOPY

In emission spectroscppj use is made of lines
‘produced in almost-anyttranéition;as compared 1o atomiq'
absofption which is usually only concerned with lines which
involve the ground state atoms | -

The emission of a spectruﬁ line is the reverse of

absorptgbn of a spectrum line as it is produced by an atom

lowering an electron from a higher excitation state, E2, to
a lower state, E;,pemitting characteristic radiation in the

process. Its frequency (v)adtherefore its wavelength is
directly related to the energy differenée between the two

excitation states:

-AE = E2 - El = hv
E,----- I St Excited State  ----- SO L
thermal T energy — hy
: W | .
El N " Ty
L ) R . —
Excitation Emission

Emission of Em-,rjy by Atom
' FIGURE 2

U
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As there aré a limited number of such levels, thefe
are a limited nﬁmber of combinationé.rthereforé aliimited number
of spectral lines that can be produced.
. ‘Flamé emiésidn uses sample atoms. which are éxpited in
tﬁe flame, due to thermal energy, to emit light of the‘
chafacteriSfic wavelength.- The-intensify_bf the emitted
lighf (transmittance) is then related to the concentration
through linear calibration curves, Transmittance is
logarithmimﬂb related to absorbance. |

fhis'technique has two fundamental disadvantages

(Varian Techron, 1972 and wans » 1969):

(1) Low population o} excited'atoms.-typiqaily
less than 1% of %he total atom populatioﬁ.
are excited at normal flame tgmperatures.
(2} Spectral interferences caused by the presence
- of other dpecies emitting in the same spectiral

region as the element of interest.

The first disadvantage can be corrected by using a
flame with a higher energy content, such as a nitrous oxide-
acetylene flame, to excite a larger number of atoms.. The
‘gecond disadvantage still remains as this flame still has
regions of intense band emission caused by CN and OH”
radicals, Spectral interference from emission from other

atomic species within the sample can be reduced by isolating



L/

'3

the required wavélength. This is done by using a Narrow

. spectral band sllt width 1n the monochroma*or .

Argoq;plasma emission operates identically to flame
em1551on. the difference being the source of the thermal
energy. Instead of a flame, an-argon plaSmg igs used to
excite the sémple atoms. This gives a temperature of at
l;;StthiCG that of a flame, all;ying a much greater number
of atoms to become excited - onag avprqpbrtional increase

in the amount of emitted radiation. The use of a plasma

" also eliminateé the band emissioﬁ due to the CN radical.

Extensive search of tables of spectral lines has been made

‘to locate spectral lines for the analyte elements that are

free from spectral interferenée or to identify any interféfing ‘
species for interference tesis on the spectrqphotometer (see
Harrison, 1956 and Meggeﬁs et al, 1961).

A plasma is generated by imparting enough energy to a
gas to cause at least partial ionization. This sfarfs when
electrons are accelerated between two electrodes in a gaseous
environment, in this case argon. The electrons accelerate

toward the énode, colliding with and exciting the atoms in

‘the gas. This excitation can cause complete ionization,

electron orbital displacement or increased kinetic energy.
The additional electrons freed by this ionization are also
accelerated toward the anode, in turn causing more colligions

and further ionization. Collisions between electrons and the



Aty
' \f‘ e, .

o ‘ N T .
Y
' larger‘particles become more frequent, transferring the
‘klnetlc energy of the electrons to the particlea, raising the -
temperature of the gas. The temperatures\ézthln the plasma
can vary from 7, 000°K to 10 onoh (Gerdeman and Hecht 1972),
and in‘ the excitatlon region of the D.C, plasmg the temp-
_erature can reach 8,000%K (Corcoran and’ Elllot,al9?2).
The energy from the blasma'is7transmitted.tb the

* particles in the aspirated sample by means of the energy

rom the metastable argon. A characteristic of the

s, which include argon, is that when excited,- the
electfons move into a metagtable state. Oncé in this state-
they~“cannot return directly to fhe.ground state. The excited
.atom must-transfer its excess energy to another particle by |
collision in order to return to the ground state, thus

exciting the aspirated element,

INTERFERENCES

Atomic absorption measuzements can be subject to the

follow1ng interferences (Yarian lechron \QTﬂ
.
(1) Matrix effects influencing the amount of sample

reaching the flame,

(2) Chemical interferences affecting the number of
atoms formed in the flame.

(3) Non-atomic absorption by undissociated molecules

in the flame.
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Matrix‘effects can take one or both of two forms:

(15 ,Precipitatidn of the elemeﬁt of interest, suéh

' as hydrolysis of silicon and the formatioﬁ of
inso;uble_chloridGS-and sulfates.

(2) Differences in the amount‘éf sample aspirated
mby the nebulizer and in the amount‘reaching the

flame.

‘Aﬁtr q{fef-“- .
The,can be due to varlations in v1scoslty, surface tension,
Al

den81ty and vapor pressure between the sample solution and

the standard solutions., Thigj;;s not a factor in this study.
Matrﬁx effects influence the results obtalned by atomic
,absorption to some extent, however the abundancé of
acceagible energy in the plasma reduces this problem in plasma

emigsion by dissociatiﬁg th¢ insoluble compounds.

Chemical interferences are caused by two factors:

(1) Incomplete dissociation of compounds, and;

(2) Ionization.

Incomplete dissociation of compounds is usually due to the.
formation of refractory compounds in the flame, such as
calcium phosphﬁte and potaséium fluorotantalate (Varian
Techron, 1972). These are not completely dissociated at
flame'temperaturesﬁ%herefore inhibit the formation of
neutfal ground state ‘atoms. The use of the nitrous oxide-

flam

acetylenekcan usually Supply enough thermal energy to cause



comhlete diséociation; however this extra temperature and
energy can cause additional problems such as 1ncreased
1onlzat10n. . |

Ionization in high temperature flamés is usually
confined- to elements such as potassium,-sodium, aluminum
and magnesium, which have low ionization potentials. The
degree of ionization is redﬁéed when a more concentrated
solution is used or when the excitation is doné at very high

]

temperatures as is possible using the argon plasma jet.

lonization becomes 1mportant,and a 81gn1flcant

concentﬂﬁtlon of free electrbns is present,when the temperature
of ?he flame or plasma is increased, Examples are potassium
and sodium where the degree of ionization increases from
0.003 and 0.0003 respectively at 2000°K to 0.66°and 0.26 at
3500°K to 0.99 and 0.98 at 5000°K (iomigetion in £raction of atoms).

‘ ' The presence of ionization affects the intensity'of
the atomic emission-lines as the increased temperaturé causes
an increase in the number of excited.atoms but, as a result of
ionization, there is a decrease in the concentrétion of neutral
atoms. This can cause a decrease'in emission intensity at high
temperatures.

B The degree of ionization of a metal will be strongly

influenced by the presence of other ionizable metalg inthe.

excitation source. The degree of ionization of a given metal
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will be decreased by the méss—action effect of the electrons.
This effect is usefulu}n‘suppressing the ionization of ?otassium,
.sodium, magnesium.apd aluminum by the addition of an excess of
lanthanium or cesium, which are very easiiy ionized elements .to
increase the number of free electrons present. The mass—éction'
effect of electrons produced from the ionization of_lanthanium
or cesium represses the formatidn of potassium/sodium/magnesium
and aluminum ions.

- When the degree of ionization of a sample element is high,
resonance lines of the singly charged ion species are.used
instgad of neutral atom resonance lines.

Non-atomic absorption can be caused by the presence
of molecules in the'Opéical path. Each molecule absorbs a
characteristic band of radiation. Interference will §ccur
when this band coincides with the atomic absorption line under
observation.. It will decrease as the molecular concentration
is reduced. One means of achieving this decrease is to use

a2 high temperature flame to improve the degree of molecular
dissociation.
| In argon plasma emission the only interferences of
note are the spectral interferences.: Spgctral'interference
refers to the situation where an interfering line lies clobe
to t?e resonance line and is not resolved by the monochromator.
These are reduced by narrowing the bandwidth allowed to enter

the monchromator and by choosing wavelengths that are as free

as possible from such interference.



INSTRUMENTATION

VARIAN TECHRON AA-5 ATOMIC ABSORPTION SPECTROPHOTOMETER

The AA-5S unit ig a conventional atomic absorption

spectrophotometer consisting of four basic componentss:

(1) A line source emitter (hollow cathode lamp)

| . that produces a sharp line spectrhm of the
elemeht.in queétion.

(2) An excitation source used'to produce én atomic
vapor of the sample.

(3) A monochfqn\a+op or wavelength selector which
is used ,to isolate the spectral resonance line
required.

(4) A detector/amplifier/readout system consisting

' of a photomultiplier connected to a readout

panel.

The line source emitter consists of a lamp current
supply (Varian type MLS-5) modulated at 285 Hz that supplies
a current, variable from 0 mA to 30 mA, to the hollow cathode
lamp turret assembly. The turret assembly contains TourJ}amp
quadrants and a lens. The lens focuses the light spectru
emitted through the excitation source via the flame region
to & gecond lens which foéuses the transmitted light onto the
entrance slit of the monochromator

The monochrometor serves to isolate a narrow spectral
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region'ffom the spectrum emittéd by thé‘light source. The
monochrorna+or used in this study (Varian type AA-5 Si-Ro-
Spec Grating Monochrowafor )} is of the Ebert type u51ng a
50 x 50 mm plane grating ruled with 638 lines per mllllmeter
_g1v1ng a llnear dlsper51on at the exit slit of 3.3 nm/mm in
the first order. The focal léngth of the unit is 50 cm and
the wavelength range of the unit is from 0. 0 nm to 1015.0 nm.-
There 1s however a mechanlcal 11m1ter which prevents operation
of the unit at wavelengths below 186.,0 nm.

The width df the wavelength band isolated by the
monochrorna+0r is determined by the width of the entrance
. and exit slits, which are continuously variable and are
adjusted 51multaneously by a single drum control. They open
from zero to a maximum w1dth of 300 microns giving a max1mum
spectral‘band width of 0.99 nm. - |

The sample to be analysed is vaporized in the excit-
ation souree and the radiation transmitted is focused onto the
‘entrance slit of the monochromator . The wavelength of the
nost suitable line emitled by the elefient to be determined is
celected and the intensity of the transgitted 1ight is
measured, The intensity will be a 1inear function of the
concentration of the element in the sample.

The photomultiplier is a HTV type R213 {Hamamatsu
T.V. Co. Ltd.) unit which is recommended for use in the

region between 300 nm and 780 nm., This range COVerS all
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elements under study here.

The indicating module is a Varian IM- 5 ‘unit which

provides a one- channel readout directly in elther m-trans—
-mlttance (#T) or %-absorbance (% Abs). It has an auto- set
sys’te\;“)\:\ahen used in the absorbarice mode, .-compensa'tes
for baseline drift due to lamp fluctuations and drift in the
amplifier electrdnics. It ensures a constant amplifier
output level (Varian Techron, 1971). |

The excitation source fo;x;%omlc absorptlon and flame
emission is a conventlonal gas. burner using acetylene as a
fuel gas‘and either compressed air or nitrous oxide as a
support gas.  The support gas enters the nebulizer and draws
up the solution to be analysed through a capilliary tube,
converting it there to a fine aerosol spray. These fine
droplets are mixed with the fuel gas, passed through the
spray chamber and burned in a flame at a suitable long slit
laﬁinar flow burner.

For emission work, the instrumentation is identical
to that fbr atomic absorption except that the line source
emitter is not used. As for all emission work, a chopper
(Varian type AA-5) is used between the excitation source and
the monochromator . to provide synchronizing signals to
trigger the amplifier system of the IM-5 indicating module.

The only additional instrumentation provided for‘

argon plaéma emission is the exchange of the plasma arc

g



agsembly for the burner unit and the use of the Sp'ectra-.
metrics power supply (Model 53000) which incorporates the

power supply for the D,C, arc and the argon gas supply controls.



ARGON PLASMA EMISSION SET UP AND OPERATION

The D.,C. argon plasma arc used in this study is
ignited by passing a high voltage spark'between_%wo Zirtung
electr&dés, 0.040 inches (1.0 mm) in diameter, in an argon‘
atmosphere. This spark ionizes the'gas‘making it electrically
conductive., When the gas is ionized, the ignition 'spark is
cut off and direct current from the power supply begins to
fiow, This current heats the plasma up tollo.OQOQK'at_the
center of‘the arc and provides betﬁeen 6,000°K and 7,000°K

in the excitation region at the junction of the plasma arc

(Spectrametrics Inc., 1975) (see Figure 5),.

‘Ceramic sleeves are used to provide a thermal pinch to contain
and direct the structure of the plasma.

The argon supplied from the cylinder flows into the
back of the power supply. Thgre the gas supply is split into
separate streams to the ngbulizer and the electrodes by the
use of a "T“, mﬁﬁﬁ%gg on the bottom of the Spectra Jet base.
This flow is controlled by tﬁe meter marked "plasma" on the
front of the power supply.

The sample solutions are fed into the nebulizer by a
peristaltic pump (see Figure 6 at a rate‘df 2.0 m,/min.,  This
allows a controlled and even sample uptake.‘ Liquid sam%les .
are converted to a fine aerosol (drops from 1 to 5 microns in

diameter) by a ceramic nebulizer mounted in a separate spray
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chamber (gee Figure 6). This nébulizer has an efficiency
.of nearly 20% in converting the liduid‘to an aerosol. An
argon stream is used to push the sample throggh the.spray
chamber. The étream is then diréctéd upwards at the plasma
from immediately below, fhis argén stream also serves to'
stabiiize the arc aé it flows past it, This support gas is
welders grade érgon éupplied at a pressurg of approximately
200 kPa<régulated ﬁy é Purox 2-stage R-2053 regulator.

Three aréon streams, one from each electrode and one
‘from_fhe sample delivery tube, create a‘region of sample
concentration just below the junctipn‘of the arc, bﬁt outside
the piasma envelope itself (see Figure 5).' This is where the
sample atoms are excited, in a region of very little back-
ground emission. The complete cycle of desolvation, molecular
dissociation and,excitation takes place duriﬁg the residence
time of the sample within the excitation‘region (Spectrametrics
Inc., 1975, 1975). |

The cooling of the jet assembly is achieved by circu-
lating cooi tap water through cooling blocks in the jet
assembly (see Figure 5) at a recommended rate of 0.25 liters
per minute. This is necessary to avoid
welding of the electrodes to their holders uand 1he ceramic sleeves.

The two major modifications made to the existing
Varian Techron atomic absorption spectrophotometer to adapt

it to the use of the argon plasma jet were relatively simple.
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The first modification involved the use of an exﬁensioh
block between the.burner adjustment assemb}y.and‘the optical
rail to move the plasma arcAintb alignment with the mono—-
chronometer. This misalignment is due to the construction of
the jet, as the plasma is not produced dirgctly over the neck
that fits into the_bufner ad}EEEhthVportion of the flame nebulizef
assembly (see Figure 8).- The use of this portion of the burner
assembly allowé the use of the vertical, horizontai and rotational
adjustment controls for the atomic absorption burner . The 'second modi-
fication called for the replacement of the original flame shade
by a sheet aluminum shield iﬁcorporating a darker 4.5 x 5.25 inéh
piece of welders glass (shade 12). This was necessary in order
to give sufficient protection to the operator from the intense
ﬁltraviolet light emitted by the plasma arc (see Figure 9).
The compressed air, acetylene and nitrous oxide gas

supplies for the conventional burner assembly £emain connected
to the GCU-5 gas contrdl'unit of the spectrophotometer, but
are not used. |

| In addition two minor modifications to the stock
Spectra Jet II assembly were required in order to allow
continuous operafion of the unit. The primary modification
relocated the spray chamber, which was originally attachgd.to”
the jet assembly, to the rear panel of the vent hood. The
original pdsition allowed water to build up in the delivery

tube leading to the jet. The gas flow in the tube caused this
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water to bubble which in turn extinguished the plasma arc
‘(see Figure 7a, 7b). Théxgécqgf change called fof replacing
"the original spray chamber draiﬂ\tggé with a larger diameter
~tube., With these two modificﬁtions, free éndlcomplete

drainage of excess water and solution waé allowed.
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DEFINITIONS

The following sections define the Yterminology

" relevant to thig study,

SENSITIVITY ("

will produce g chaﬁge, compared to pure solvent (water- triple
distilled), equivalent to the value of 1/100 of the slope of

the calibration curve, Thig applies when in either the Trang-

The definitiong of detection limit and noise leve]
used in thig study and which are given below are those usged

by Price (1972),

DETECTION LIMIT

BLANK NOISE LEVEL

The Bilank Noige Level ig defined as that concentration

(l) See ’AJJI.I']D'M[ N otes a.'}em{o‘f‘ +his taction

s
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of the analyte that would give a signal equal to 1/50 the
- sum of 20 measurements taken as follows: ‘
The output of an atomic absorption

spectrophotometer operating on a
blank solution is recorded for 10
time periods, each of the 10 times
the time constant of the instrument
(in this. case taken as 1 second).
The maximum displacements that occur

to both sides of the median line in
each of the 10 periods are measured.

The value returned‘approximates the standard deviation
of the noise, éxpressed in terms of elemental concentration,
All measurements are read in 1he /B’ damp mode at the

same gain setting as for the standard samples.

NOISE

Noise, as distinguished from the Blank Noise Level,
is the percentage of the mean signal that the maximum noise
oscillation (one-sided) gives. This mean is the mean value

of the stability plot..

N =

one-gided noise reading < 1

mean valve o7 gignal 00

SLOPE

3
The slope (m) of the calibration curves is obtained
by least square simple regression with Y regressed on X for

no error in X. This curve of the form ¥ = mX + b is
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forced through the origin (as for a blank solution) by the
addition of extra (0,0) co~ordinates. The formula used is

. given by

Zx -0 (v, -9

m
The intertept (b) is given by:

b = Y - (mf)

CORRELATION COEFFICIENT ()

The correlation coefficient (r) is a measure of the
degree of correlation between-gzglzgxe of bést fit, as defined
by 'm' and 'b' in the equation Y = mX + b, and the
individual data points. A correlation coefficient of +1.0000
indicates a perfectly functional relationship with all data

points perfectly described by the line of best fit (Moroney,
1965). The formula used is given by (Wine, 1964):

S, -X) (X, - 1)

T 1 1

VEZ(X; - 0)25(y, - Y)2

VARIANCE, STANDARD DEVIATION, MEAN, RELATIVE STANDARD
DEVIATION

The variance (o), standard deviation (SD), mean (X)

and the relative standard deviation (RSD), which is also called

(2') See ’Ali'd'l'or\a| Vot at end of thu section
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the coefficient of variation (CV), are given by the

following formulae (Wine, 1964):

- 2
2 (¥ X)

o _ where n = number of samples
~ ‘
SD = S
X = £X;
n
RSD = 8D x 100
X

Additional Notes
1. Sensitivity

The definitioh of sensitivity as used in th;sstudy differs
from the conventional definition as accepted for ab;érption
techniques. The definition used here is the accepted definition
for use with emission techniques. The commonly used definifion
used with absorption.techﬁiques.is as follows:

~ Sensitivity = slope x 0.0044

The conversion factérs fgr use in converting from the
sensiﬁivity figures dudted in this text to figures compatible
with the above definition are:

2.27 for sensitiviﬁy values < 1.000
0.044 for sensitivity values z 1.000



2. Cohrelation_Coeffioienﬁ Cos

The slope and correlation coefficieut fiéures used in
this study have been deriued from curves that have been
forced through ‘the. origin. Thls means that the correlation
coefficients for the unforced lines through the data points
will be slightly grea?er than the figures quoted. The quoted
figures are still_acceptable for use as relative as opposed

to absolute parameters.
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STATISTICS 7

The statistics involved in this study fall into two
sections. The first section contains descriptivé statistical
‘parameters generated from théusample data. The second section uses
these statistical parameters generated for each standard rock
and for each element by each of the twb methods. These statistics
are used to compare the metho@s used to each other angd to
determine if‘the differences between the methods are significant

or not.

SECTION I - Descriptivé Statistical Parameters

This first group involves the calculationAof'lepé and
intercept for the lines of best fit to the calibration curves
using the preceding formulae. From the instrument reading given
by the sample solution and the calculated slope value, the con-
centration of the element in guestion within the solution cén be
calculated. The sensitivity '0of the apparatus to the element is
also determined from the slope value at this time. The replicate
concentration values for each duplicate of each standard rock sample
are compiled, producing mean elemental concentration and variance
values for each sample solution. Comparisons of instrumental
variability at differing wavelengths and elemental concentrations
can be ﬁade using these values. A compilation of the values from
the duplicate.solutiops for each standard rock is performed. From
this compilation mean elemental concentration, standard deviation,
relative standard deviation, standard error and 95% confidence limit

values are calculated for each sample. Using replicate readings.
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of solufions at or near blank level, the detection limit for. the
element in question is determined from the standard deviation
of these readings,

SECTION II - Statistical Comparison of Data

This second section uses several stétistical tests #o
compare the mean elemental éoncent;ation and varianc? va}ues obtained
-fof each rock‘sample by each éf the methods used in this study. These
tests are as -follows: | |

(1) STUDENT'S t-TEST OF MEANS

The mean Qalués of the elémental concentrations: in each
standafd rock sample, produced by the two methods, are compared
using Student's t—testlof méans. (Kenney and Keeping, 1954). 1In
this tesﬁ,‘a 't' value is calculated using the means (X) and

variances (ch produced by the two methods as follows:

X - X _
a b .
where subscripts 'a' and 'b' denote

t-calc = °§+ GE the two methods used

. The correct number of degrees of freedom for use in this
test is calculated using the number of values (n} used in cal-
culating the means and their respective variances. This calculated

degree of freedom (K) is truncated to integer form:

2
{or. + o)
K = a bo)
2 2
%t %
nq_—l nb—l

The dorrect tabulated 't' wvalue for comparison is found
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in the Tables Qf '+! corresponding to Given Prébqbilities {Kenney
and.Keeping; 1954) under the probabiiity of a éeviatioﬁAgreater
than 't' eqﬁaliing 07025_(the 5% signific;nce level) .and using
the 'K' value as the value for the number of degrees of freedom.
If the calculated value for 't' is greater than the taﬁulated

value, the conclusion is that the two'means are significanﬁlx

different at the 5% significance level.

(2) SNEDECOR'S F-TEST. OF VARIANCE

The variance values associated with the above mean
values for the two methods are compared using Snedecor's F-test

of variance. In this test an'F' value is calculated using the

respective variances.

) =
< ,_ n
F-calc = __ where '63' and 'S’ represents the greater
df and lesser variance values respectively

The degree of freedom to be used for each of the .
variances is taken from the following: d&.f. = (n - 1), where
‘n' is the number of values associated with the respective
variance.

The correct tabulated 'F' value is to be found in the
tables for Critical values of F, which are extensively tabuléted,
at the 5% significance level. If the calculated value of p! isl
greater than the tabulated value, the conclusion is that the

two variances are significantly different.




The above F-test is also used iﬁ the comparison of theL
reproducigility data of the two methods. In this caserthe
sigﬁificance'of the comparison of the variance values is |
determined and fof each method the relative standard deviatiog
froﬁ‘the mean is calculated.

(3) REJECTION OF VALUES

Before,qalculating the mean and variance for all the
replicate values for each standardrrock sample by each method,
the values are subjected to a t—teStﬂﬁor rejection;of values
(A. Turek, unpublished report). This is a .comparison of a ..
sampie valué'with a standard value (in this case the mean elemental’
concentration) with the staédard deviation being unknown. fﬁe

formula used to calculate the 't' value is as follows:

Xy— u 'f
t-calc = © where u, = std. value (mean)
o f = frequency of equal
observations

o = std. deviation of
population

X. = conc. value to be tested
First, all the concentration values are summed, then the
mean and variance are calculated. The frequency of cccurence of
'wi N each value is determined and then each different value is tested
against the standard value (the mean just produced). If any

value fails the t-test (t—calc>.t—tables), it is rejected.
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-This‘reddceg the number of dedrees of freedom by -the number of
Vaiues rejecﬁed and the whole procedure is repeateé (including'
tﬁe-recglculation of the mean ana va&iance) until all of .the
va;ueé have'been tested: Tﬂeffinél dutput consists of mean,
variance.and’standardAdeQiafion valués'ana the 95% confidence-
limits about the ﬁean for each sample. |

rAll cf the above palcglationé aﬁdrcompariséns, except
for (1) the calculation- of eiemental concehtratio;s from-the
.instrumental_rgadings using the slope factor and (2) the
calculation of the percent oxide in the sample, were done

using a Wang Corporaticn mini-conputer, Model 2200. The

programs used in these calculations are listed in Appendix IV.
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RESULTS and DISCUSSION OF EXPERIMENTAL PROCEDURES

SAMPLE PREPARATION
" Two mefﬁods of sample‘dissolueion:ﬁere used in'thie
study. ‘

(1) A hydochloric-perchloric~hydrofluoric acid
diseolution’of the sample rock, given by Turek and Riddle °
(1977) with‘some slight modifications was used for most of

Aoyt (mm*q\T weighed oul)
the samples. This procedure 1nvolved placmngA of dried
rock powdgﬁi;ﬁlo a 30 ml platinum dlSh wetting the sample
and adding 10 ml HF.(4B%).' This solution was heated to dryness
then another 10 ml HF was added and was allowed to go to
dryness without heat. At dryness, 5 ml HF and & mi HC10, (72%)

4
was added, heated to dryness and baked for 0.5, hours - This’

final baklng was to vaporize anyﬂremalnlng HF. After allowing
the sample to cool, 20 ml 2.5N HCl was added to dissclve the
residue. The contents of the dish was transferred quanti-
tatively to a 500 ml volumetric.flask, rinsed frequently
with 2.5 @ HC1 and made up to volyme with triple distilled
water. This dissolution is known as 'solution B'. _

(2) A single solution dissolution was used as a check

on the previous technique which volatilizes silicon (and some

aluminum or fitanium) with the fluoride (e.g. as SiF4)

during the baking process. This second dissolution is given'

by Ward (1977) and has been tailored for use with a Parr acid
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. thoel  (auordely veahel)
digestion bomb., This procedure involved p1a01ng&0 .5 g, of

drled rock powder into the teflon llner of the Parr bomb

and adding 4 ml HC1, 2 ml HNO; (both 6 N) and 10 m1 HFGﬁQQhe

sealed bomb was then heated at 95 °¢ in an oven for three

~ hours, cooled for 30 mlnutes_and the contents of the bomb

quantitatively transferred to a 500 ml nalpene volumetric
crystaly were

flask. 914 g.of boric ac1d,4 added to the flagk to complex

the remaining HF and the solution was made up. to volume with

triple distilled water. This dlssolutlon ls referred to as

*solution JA', '

The above dissolution holds two advantages over the HC1l-
HClq}-HF dlssolution. The first is that the sample preparation
time is greatly reduced, from over 24 hours for the latter to
little over 4 hours for the former. The second advantage is
that analyses for silicon can be made on samples digested by
the single soldtion technique, while ' all of the
sdlicon is baked off when using the other digestion procedure,

Blank solutions from each dlssolutlon were prepared

~Each sample had replicate solutions prepared For
sample BCR-1, 3 repli;;tes were prepared; for sample GA, &4
‘replicates were prepared, two by single solution dissolution
and two by HC1- HCl%_-HF dxssolutlon: for sample NBS- 70a, 2

-replicates were preapred and for sample NSX- RP, 9 replicates

were prepared
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STANDARDS - PREPARATION

All standard solutlons were prepared from Fisher
- Chemlcal Co. certlfled atomlc absorptlon atock solutions of
lOOO ug/ml. From these stock solutions, standards were
prepared for each element to provide a.range ™
rthat would bracket the samples being analysed and that fell
withln the optlmum working ranges of the analytlcal methods.

' The iron standards were acidified using 6 N HC) solution (8

ml for 200 ml final volume).

ANALYTICAL PROCEDURE

The sample, standard and blank solutions were aspirated
into the 1nstrument such that the range of standards was run
first, followed by the blank ang sample solutions, The
standard solutions were run again to check for instrumental
drift. The mean reading for each standard was used to
calculate the calibration curve, Each sample replicate was

‘run six tlmes consecutively and, after three replicates had
been run, one standard was aspirated to check on instrumental
drift. This pattern was continued untii each replicate had
bgen run,

Dilutions of the sample solutions were needed for the
analysis of several elements (see Tables in following sections).
These dilutions were done by hand as the variable dilutor was

not functioning accurately enough to give satigfactory results,

™
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The dilﬁtions-were needed to keep the approximate e;emental
éoncentration of the solution being analysed within the
optihuﬁ working range of the instrument. The dilution

factors varied for the various elements and for the analytical
method used, l ; '

The slopes of the calibration curves given by the

- standard sblutions gave the calibration factor,

CF = (1/slope), thch was used to obtain the concentration
of analyte in the solution. The metal- to-oxide- conver51on
factors (see Appendix III) and the dilution factors were
calculated and were ugsed to determine the percentage of
analyte, in the oxide form, that was present in the,original'

rock sample. The combined conversion equation is as follows:

C.xVxDxoc
% oxide = = mo x 107¥
W
where CB = concentrafion of

‘ analyte (ug/ml)
V = volume of original
- gsolution {(ml)
D = dilution factor

c = metal/oxide conversion
mo factor
W = weight of sample in

volume (g)
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SILICON

The wavelength selecte for both afomic‘absorption and
plasma emission analysis for silic?n.was 251,612 nm. No
other wavelength tested was as senﬁitive or as quiet as this
line..‘. |
| Standards were prepared to cover a range from 1 ug
éi/ml to 1000 ug Si/ml. In practige, dhly the lower standards
were used with both techniques.‘ Tiis range covered all the
samples preparéd and allowed a quantitative determination of
the detection limit. |

The calibration curves 4o |both methods were linear

with correlation coefficients from!.99991 to 1.000003 There
was a slight negativé deflection'iﬁ these curves at high
concentrations, from 750 to 1000 ug Si/ml. Even at that low
sensitivity the correlation coeffi iénté for plasma‘emission
and atomic absorption_were ;99989 qnd .99860 regspectively.
Typical calibration curves are sho@n in Figﬁres 11 and'lj.
No interferences pf any kind were apparent using a

ten-fold dilution of the samples a though there was some

chemical interference evident when |uging the full strength
gsolutions with plasma emission, and rather more of this

problem with atomic absorption.

Tables 1 fo 5 illustrate the results obtained for-
|

|

|
|



sensitivity and detection limits for the two methods. The
'detectlon 1imit determined for plasma emission (0. 062 ug/ml)
is over five tlmes lower than that determined for atomlc
absorptlon (0.335 ug/ml). This value for atomic absorption
is close to the optimum insirumen+ detectloAIE} 0.300 ug/ml
(Varian Teéhron; 1972), while the reportsd detection 1limit -
for plasma emission of 0,010 ug/ml (Spectrametrics Inc.,
1972) is1eﬂ ngq-&dm-ﬁWthan that determined in this study.

In the course of normal operatlon, the sen51t1v1ty
valueg\getermlned for the two methods are similar with atomic
absorptlon glving a max1mum sensitivity of 0.0029 ug/ml.
Plasma em1551on, while running the sample solutlons, gave
a senslt1v1ty of 0.0019 ug/ml., More importantly, while
running a series of standards to get detection limit data,
the maximum‘sensitivity value incressed to 0,0265 ug/ml,

This illustrates well the flexibility of the emission
techniéue which allows a greater variation in sensitivity and
aAgreater dymamic range.

'_The reproducibility and stability of the signals from
plasma emission and atomic absorption are illustrated in
Figures 12 and 14 and by Table §. The relative standard
deviation, for reproducibility over six repetitions, for
atomic absorption is 0.136%, more than an order of magnitude
ldwer than that for plasma emission (1.760%). This indicates

a better reproducibility when using atomic absorption than
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when usiné the plasma epiésion technique. This is borne
out sjatisticaily where the variances of the two reproduci-
bility data sets are significantly different at.the 5%
significance level.

The figures for stability'are similar, with both
methods showing minor drift from the mean and both showing
fairly low blaﬁk level noise (plasma - 0.056 ug/ml and
absorption - 0.041 ug/ml). The actual noise on the plot is
.also_greater when using plasma emission, with a slightly |
greater noise working on a lower mean signal, giving a noise
of 2.8% ag compared to a quieter value of 0.5% for atomic
ébsorption. | |

The accuracy of both methods is comparable, showing
good agreement with the literafure value for sample GA of

69.90% 510, with differences of -1.6% (68.78% Sioz) for

plasma emission. The only sample solutions analysed for
silicon were the single.solution dissolution replicdates of
gsample GA, The regular 'solution B! solutions ‘have lost

gilicon during baking as SiF,. Statistically, there is no
4

gignificant difference (at the 5% level) between the means
obtained by the two methods. 4 ten-fold dilution was used
even though it was possible to run't?e samples'at full
strength. The results using the full strength solutions were
high due to chemical interferences. The results by atomic

-

absorption were approximately 30% high (95% Sioz) while the
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results by plasma emission were only 8.5% high giving 75%

Sioz. .The higher temperature of the argon plasma arc is the

probable reason for the better reéulfs by the plasma method
‘with the full strength solutions. | .
The preciéion‘of the methods was alsb comparable on
‘this sample at the ten-fold dilution, with feiative}standard
deviations’of 1.664% for atomic absﬁrption and 1.420% for
plasma emission. The variances aseciated withthe means by the
two methods were also not-significantly different at the
5% level. |
On the basis of accuraéy, precision and noise levels
there is no significant difference between atomic absorption
and plasma emission. The only significant'differenqe_betweeﬁ
the methods is in the reproducibility of results, where atomic
absorption is better. This is not thé whole.picture hoﬁever,
as the atomic absorption technique has two major disadvantages.ﬁfﬁ,
the gilicon in the solution tends to combine with'the
acetylene in the flame, forming.a silicon carbide{on the
burner slot. This partially blocks the burner and causes a
noticable signal loss if not cleared away. ?his occurs
within ten-minutés, even when using a freshly cleaned burner.
The other disadvantage is the high heat output from the
_nitrous oxide-acetylene flame which causes oﬁerator discomfort.

The advantage of the somewhat better reproducibility

by atomic absorption must be balanced againet; (1) the two

t
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dlsadVantages mentloned above, whlck\are-eliminated by the
use of plasma emission, and (2) the greater flexiblllty and
better sen81t1v1ty of the emission technique. On this basis,
the argon plasma emission technlque has.a slight advantage.
1nclud1ng eage of operatlon and a greater flexibility and

dynamic range, ‘which offsets slight 1oss in rgprodu01b111ty.

e
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TABLE 1 -

~ 3ilicon by Plagma Emission
**%#ﬁl**#*#****ﬁ*#%***ﬁ%**%*****ﬁ%*#**%

" Working Conditions
Yavelength 251,612 nm, Gain 3 . _
S1it width 10-microns, Plasma current used = 7,5 Amps.,

Transmission mode
************%#******%*%%**%**********%*

CONC, OF ACTUAL AVERAGE
STANDARD READING READING
ug/ml - %T RT
****#***#**%#****#*%**#ﬁ%ﬁ*****#%ﬁﬁ%*%*
1 - 3.0 - 3.0
10 . 26,5 2646
1 3.0 7

10 26.7

%**ﬁ***%***%********#%%%**ﬁ*#*********#

THE SLOPE IS 26596

THE INTERCEFT IS 0.0344

THE CORRELATION COZFFICIENT IS + 99991
THE SENSITIVITY IS 0.0265 ug/ml
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TABLE 2

¢ Detection Limit for Silicon by Plasma Emission:
%*%*******%**************%****#*%***************ﬂ%***

_ Working Condltlons
Wavelength 251.612 nm, Gain 3
S1it width 10 microns, Flasma current used = 7.5 Amps

- Transmission mode i
363 AR SR IE IR SEAE 30 S0 A 40 4E 2 35 3020 30 30 3020 90 SEIE T30 30 00 3 2 3 0 A 40 2 6 I A 3

- CONC. OF ACTUAL
STANDARD READING
ug/mi - : T
RN NN NN S N T P R RS I N R A MR N S
1. | 3,0
1 3.0
1 3.1
1 ) 3.1
1 3,0
1 3,0
1 3.0
1 2.9
1 2.8
1 : 3.0
L N A S AR I N SR M I R 2 3 A S 2 S I M M S S A

THE MEAN IS 2.99 _

THE STD. DEVIATICN IS 0.083

THE SLOPE IS 2.6596

THE DETECTION LINMIT IS 0.0624 ug/ml

-~
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TABLE 3

A Silicon by Atomic Absorption
F5 36 B4 48 4020 AR 0 3303040 30 0 3 4F 4 3030 304 3041 38 20 3030 30 30 A0 8 40 E 48 4090 20 09 M 90 3 4 2

Working Conditions

. Wavelength 251.612 nm, Gain &4 '

31it width 50 microns, Lamp current used = 15 mA |
" Support gas used-was nitrous oxide '
Flame stoichiometry waslreducihg

Absorption mode ‘
35 36 36 3% 30 36 W A 46 30 4E 3 35 303 383030 3 26 36 36 3 30 3 S8 3 36 36 30 38 48 4 0 b 30 4 30 4 3R JE 30 2 S e 38 -

CONC. OF . ACTUAL AVERAGE
STANDARD READING READING
ug/ml %Abs ::} TAbs
[Y-2- ¥2. 2.5 X2 2.2 8.0 F XX XX L r-L-E.8. L F K- L. 2-5. - F-2 5. 7.5 L 1. 3.2 -2 L- 5.5 2L L. F.3
10 - 2.8 . 2.9
50 . R 0 B o 14,5
10 | 3.0
50 , o 14,9

3 46 36 36 35 36 3 30 20 34 363 33T H 40 A0 HE 00 0 2 300 AT 000 6 SR 30 36 340 0 M 3SR SE 020 S R0 3E

r

THE SLOPE IS 0.2900
THE INTERCEPT IS 0.0000

" PHE CORRELATION COEFFICIENT IS 1.00000
THE SENSITIVITY IS 0.0029% ug/ml
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TABLE 4

Detection Limit for Silicon by Atomic Absorption
#************ﬂ*************%ﬁ**%************{***

L Working Conditions

Wavelength 251.612 nm, Gain &

51it width 50 microns, Lamp current used = 15 mA
Support .gas used was nitrous oxide

Flame stoichiohetpy was reducing

b= a

Absorption mode
38 35 48 35 46 38 45 313 4E 30 1 3 28 36 35 2030 3E 3 35 30 35 36 46 98 45 45 40 30 30 3 3 I 30 303 M R AR A M

CONC. OF , ACTUAL
STANDARD ‘ READING

-ug/ml . %Abs
3 43536 34 20 36 35 3E 35 N 2 3 36 34 SE 40 2 3E 30 S 3 M0 26 4 4 W SRS SR AR SRS R SE S L SR

Blank ' 0.2
| 0.2
0.1
0.1
0.1
0.2
0.2
0.2
0.1
0.1
**%%*ﬂ**%**%**&#%*&**********%*%****%*%****%%***
THE MEAN IS 0.15
THE STD. DEVIATION IS 0.05
THE SLOPE IS 0.2988
THE DETECTION LIMIT IS 0.3346 ug/ml
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TABLE 5

Summary of Comparison Parameters - Silicon

Plasma Literature Atomic Litefature
Emission (1) Absorption (2)
Detection Limit 0.062 0.010 . - 0.335 0.300
(ug/ml)
max. Sensitivity 0.0265 - 0.0029 -
(ug/ml)
reproducibility .
mean 11.08 - 36465 -
(Ug;/ml)
standarad : o
deviation 0.195 - 0,050 -
(ug/ml) : ’
rel, Std. ' ,
deviation 1,760 - . 1036 -
(%)
stability
drift -0.8 - . +/- 0.6 —.
(analo§ue :
units
noise 2.8 - 0.5 -
(%)
noise level 0 056}4_ —_ 0 01},08 q_
(ug/ml) ‘ *

(1) Spectrametrics Inc.,

(2) ¥arian Techron Ltd.,

1972
1972
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TABLE 8

Wavelength, Dilution Factor ald Standard Selection - Silicon

-

- Plagma ' Atomic
. Emission Absorption
Standards required 10, 50- . - 10, 50
dilution factor required. 10 o 10
alternate wavelengths 251,612 nm " 251,612 nm
(in order of decreasing ' :
gensitivity)
TABLE 9

Statistical Comparisons

Atomic Absorption vs. Plasma Emission - Silicon

Sample NSX-RP GA NBS-70a BCR-1  Reproducibility
o : data
t- test on
means (1) - NS - - -
F- test on - NS - - .S
_variances :
of means .
(2)
(1) .NS - means are pot significantly different at 5%
’ significance level.

S means are significantly different at 5%
significance level, with atomic absorption
mean closer to rec. value.

S#* means are significantly different at 5%
significance level with plasma emilssion

7 mean closer to rec, value,
(2) NS - variances are not significantly different at
5% significance. e level.

S variances are significantly different at 5%
51gn1flcance level, with atomic absorption
variance lowest.

S* -~ yariances are significantly different at 5%

81gn1flcance level, with plasma emission
variance lowest
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 ALUMINUM

There are many lines, bpth-ioﬁ and neutral atom,
available\fof use in the analysis for aluminum, Several
heut;al atom lines for atomic abgsorption analysis, listed by
Varian .Techron {1972), were tested fﬁr relative signal
strength, sensitivity and noise levels. Of these lines,
309,271 nm, 237.300 nm, 236.700 nm and 396.155 nm, only the
396 nm line is also recommended for use with argon plasmé
emigsion (Spectrametricé Inc., 1é?2).' This 1§iewas found
to be the most sensitive and least noisy neutral atom line
tested, It was, therefore, the line uséd in this study fof
plasma emission, The recommended atbmic absorption line at
309.271 nm was used with that method. DBecause of possible
ionization of the aluminum in the solution, especially when
gsing the plasma é}c, several ion lines, listed in Meggers
(1961), were tested, These lines, 226,917 nm, 281.620 nm,
390.068 nm and 466,680 nm all proved to be very insensitive
to aluminum at the required concentrations (1-100 ug/ml) and
wefe not used. |

The standards prepared ranged from 1 ug Al/mltto 250
ug A1/ml but in practice, the standards used ranged from
1 ug/ml to 50 ug/ml. The calibration curves are linear within
this range, with correlation’ coefficients between .99974% and
.99996, This was true for b&th atomic absorption and plasma

emigsion techniques.,
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A peculiarity of the line used with plasmé emission
was the negatlve readlng obtained .when alr was aspirated
between running the sample solutlons and triple distllled
water. This did not affect the sample'readingS}and was due
to the lower émission of air fhan water at this wavelength.
This is probably due to differences in the plasha temperature
(Mitchell, 1977). ‘

No measurable Spectral'interference was noted from
the major elements tested, even though there are several low
intensity iron lines in tﬁe region of 396 nm'(396.028 nm,' |
396.11% nm and 396.311 nm). No interference was found when
'a standard containing 80 ug Fe/ml was run., Chemical inter;
ference was not apparent when using either atomic absorption
or plasma emission techniques.

Tonization interference was significant when rgnning
the rock sample solutions at full strength. Errors in
accuracy were in the range of +35%, A trend appeared where
the samples containing the greatest amount of‘potassium
(NBS-702) had the least error associated with them. This
results from the potassium atom being more easily ionized
than the aluminum atom; creating an excess of electrons in
the arc or flame, suppréssing the ionization of the aluminum.
For plasma emission analysls, several measures were taken

to try to reduce this interference including:

™ (1) reducing the plasma current from 7,5A
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r to ?-OAS
(2) wusing ion lines for the analyéis;
(3) diluting the'sample.solutions'by a factor

of ten.

The current reduction lessened the ioni?ation onl& siightly

and as mentigned previously, the ion lines were too insensitive

for use; The third measure taken, dilution, reduced the errors
appreciably from 35% to' less than 3%. This is due in part to
the increased instrumental éensitivity caused by the higher
photomultiplier gain necessary.

This ionizafion problem also occured, to a lesser
extent, in the nitrous oxide-acetylene flame in the atomic
absorption analysis, however, as the working ;énge is narrower
than with plasma emission, the solutions were being run at
a ten-fold dilution from the start, MErrors in accuracy were
also ‘less than 3%,

Tables 10 to 14 show the results obtained for
sensitivity and detection limit§ for both atomic absorption
and plasma emission, 'Typical calibration curves are shown in
Figures 15 and 17. The detection limit detérmined by plésma
emission of 0.086 ug/ml is over an order of magnitude lower
than that determined by atomic:absorption (0.204 ug/ml). The
figure obtained by plasma emission is comparable t§ that
obtained by Mitchell (1977). The optimum detection Limit

obtained by Spectrametrics Inc., (1972) under ideal operating

t
W
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conditions and using a better monochromqfon ‘with signal
1ntegrat10n is 0.0l ug/ml, less than an order of magnitude
lower thaékaztermined experlmentally in this study.'

The sen31t1v1ty values returned by plasma emission
and atomic“absorption methods are similar, ranging from
0.010 ug/ml to 0.018 ug/ml and 0.003 ug/ml to 0.010 ug/ml
respectively. Emission techniques ﬁre'generally more flexible
than absorption as fhe‘gain can 'be varied to give the
fequired sensitivity. This_alioﬁs a mofe dynamic‘rahge and é
closer control on-the sensitivity.

Figures.lé and 18 show the stability and reproducibility
of the signal for the two techniquesi: The lower relative
standard deviation value for atomic absorption (0.726%)
indicates that this method is somewhat more reproducible for
aluminum thén is plasma emission (2.504%). Statistically,
the variance values for the two methods are significantly
different at the 5% level. The stability plot shows that the
drift is erratic for both methods but it is substantially less,
for atomic absorpfion. The noise levels follow the same
‘pattem, with atomic absorption being much quieter (blank
noise level = 0.0095 ug/ml and noise = C. ?m) than plasma ’
emigssion (blank noise level = 0.3743 ug/ml and noigé = 438%) .
In both cases the drift of the zero waé negligible.

The accuracy of both methods is comparable with the

greatest error being -3.1% for atomic absorption and -2,9%
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for plasma emission (Table 15). All sample means showed. good
agreeﬁant with the literature values, BCR-1 has’'a recommended .-

value of -13.61% A1203 while'analysis‘by plasma emission re-

turned a value of 13.81% and atomic absorption a value of
13.18%. GA gave values of 14,26% and 14,88% A1203 respectively

against the recommended figure of 14.50% A1203. The anaiysis

of NBS-70s gave excellent agreement .with the literaturg value
of 17.90% with 17.81% returned by plasma emission and 17.82%
’ b& atomic absorption. This sample also contained the greatest
amount of potassium. The results for NSX-RP were identical by

" plasma emission and atomic’ absorption at 14,82% A1203 against

a recommended figure of 15.27%%. There is no clear significant
difference between the means produced by the two methods (at
'the-5% level) as, of the four dats sets, two sets had
significantly different means while two sets gave means that
were not significantly different. Becaﬁse of this,'neither
technique proved to be significantly more accurate than the
other, ‘

| The precision of these methods is also quite close,
with relative standard deviations ranging from 0.5900% to
4,1400%., The tests on the variances of the means for the
four sets of standard rocksin@aﬁdno_cléar
differenceﬁdmmthe two methods while the varignces_for the
other set were not significantly different. Of those three &dasd@

_ the
plasma emission had,lower variance twice. Asg for the
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accuracy of the'mean'valués, neither technique proveq to/ be

significantly more aqceyrate than the other;

The remaining criteria for judging thege metho

ease of analysig which includes:

(1) dilution factor-fequired;
(2) . linear working range available;

(3) noise;

repetitiong for atomic absorption is three times legsg than

emission,

Cn the bagig of accuracy angd pPrecision, there is no
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significant diffepence between the two'methods. however on
~the basis of ease'of'Operatibn, noise'and reproduc1bll}ty,
the use of the atomic absorption technique shows some

advantages over the use of plasma emission in the routlne

analysls of rock samples for aluminum.
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SN * TABLE 10

Aluminum by Plasma- EmlsBlon
P S T TRy P A i

<

Working Conﬁlt;ons
Wavelength 396.155 nm, Gain 12
S1it width 10 microns, Plasma Current used = 7.0 Amps

Trangmission mode
>
**f**#*******************%*******#******%***#********

CONC. OF | ACTUAL u AVERAGE
STANDARD ‘ READING READING
ug/ml DA AT
*************#***ﬁ**%****ﬁ*%***********#*%**%**%#****
1 2.3 - 2.2
5 . = 9-3 ) 9 5
10 © 18,4 o s
1 2,2
5 9.6 - [
10 . 18,5 i

D R Y Y T T Y TR ST T

‘THE SLOPE IS  1.8509

THE INTERCEPT IS 0.0485 ’
THE CORRELATION COEFFICIENT IS .99975
THE SENSITIVITY IS 0.0185 ug/ml

vy -
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TABLE 11

L
Detection Limit for Aluminum by Plasma Emission
*%***********************#****************************

h ]

Working Conditions
Wavelength 396.155 nm, Gain 12
S1it 'width 10 mlcrons, Plasma current.used = ? 0 Amps

Transm1351on mode
******ﬁ***********%**%*{****************************#*

CONC. OF , \ " ACTUAL
STANDARD ° - READING
ug/ml ' T
*******%*****%***************%*************ﬂﬂ*********
1 - 2.4
1 2.2
1 2.3
1 ’ 2.3
1 2.2
1 2.1
1 2.2
1 2.2
1 | 2.2
1 ' 2.3

*%*ﬁ*%******%*%%*%****%****ﬁ***%****%****%*********%*%

THE MEAN IS 2,24

THE STD. DEVIATICN IS 0.08

THE SLOPE IS 1.8509

THE DETECTION LIMIT IS 0,0864 ug/ml
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TABLE 12

. Aluminum Ly Atomic Absorption
***-H--N-***'H-******}*ﬂ-***:***#*ﬂﬁ-************'ﬂ-*****ﬂ-**

Working Conditions
‘Wavelength 309.271 nm, Gain 1
S1it width 350 microns, Lamp current used = 10 ma
Support gas used was nitrous oxide
Flame stoichiometry was reducing
Absorption mode

CONC. oF ACTUAL - AVERAGE
STANDARD - READING READING
ug/ml S b %Abs
*i!'*%******************'!l-'N-‘E-ﬂ'*4******%*%**%***%*“***
1 0.8 0.8
5 3.3 3.3
10 6.4 6.25
15 9.6 9.45
1 0.8
5 3.3
10 6.1
15° 9.3

THE SLOPE IS 0.6289

THE INTERCEPT IS 0,0251 \
THE CORRELATION COEFFICIENT I3 . « 99977
THE SENSITIVITY IS 0.0063 ug/m1
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TABLE 13

&

- Detection Limit for Aluminum by Atomic Absorption
'ﬁ**********ﬁ***#%**************ﬁ***********ﬂ*****

Working Conditions
Wavelenéth-309.2?l nm, Gain 1
S1it width 50 microns, Lamp current used = 10 mh
Support gas used was nitrqys oxide °
Flame stoichlometry was reducing'
Absorption mode | )
6044846 0 RS0 S B30 5 304036 S0 S0 B4R S SIS0 R B I S I S S S A

CONC. QOF = ‘ ‘ ACTUAL
STANDARD ' READING
ug/ml “Abs
****%%%***%%%****************%%**&*ﬁ*#*#***#*#**%
1 ' 0.4
1 0.4
1 0.4
1 0.4
1 G.5
1 0.4
1 | , 0.5
1 - ' 0.k
1 - 0.4
1 0.4

343540 3 3 AE AE TP S S0 30 S0 A A SR A S0 B L IE I AL 6 3 20 SF 2 2 200 2PN S g 2

THE MEAN IS 0,42

THE STD. DEVIATION I3 0,040

THE SLOPE IS 0.3922

THE DETECTION LIMIT IS 0.2039 ug/ml
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TABLE 14 +°

Summary of Comparison Parameters - Alumiﬁum

Plasma %;ﬁerature Atomic Literature

Emission - (1) Absorption  (2)
Detection Limit  0.0856 ! 0.010. 0.204 © 0.040
(Ug/ml) T o !
max, Sensitivity 0.018 - 0.010 -
(ug/ml) Lo : )
- reproducibility - - _ : .
‘mean L 20,41 - - 14.68 -
" (ug/ml) ' - |
standard : , ' '
deviation - 0.511 C- 0.106 -
(ug/ml) _ : :
rel, std. '
deviation 2.504 - 0,726 - -
(%) '
stability _
drift - t/-2.0 .- - +/-0.3 -
(analogue - '
unitsg _
noise 4.8 = 0.7 = L -
(%) '
noise level 0.3743 - 0.0095 -
(ug/ml) , :
(1) Spectrametrics Ine., 1972 \

(2) Varian Techron Ltd., 1972

“ v
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R | TABLE 17 |
Wavelength, Dilution Factor and Standard Selection - Aluminum

- Plasma . Atomic

Emission Absorption

standards required 5, 10, 15 5, 10, 15
' - ug/ml : ug,/ml
dilution factor “required ' 10 5, 10

alternate wavelengths ) 396.155 nm 309.271 nm
(in order of decrea51n9 394,403 309#155
sensitivity) - 309.271 232,300
308,216 236.700

TABLE 18
Statistical Comparisons
Atomic Absorption vs. Plasma Emission - Aluminum

Sample ~ NSX~RP GA NBS-70a BCR-1  Reproducibility
' R data .
t~ test on T
means (1) NS S# NS S -
F~- test on
~ variances | NS g# S ' g
of means

(2)

(1) NS - means are not significantly different at 5%
51gn1flcance level.

S - means are significantly dlfferent at 5%
gignificance level, with atomic absorptlon
mean closer to rec. value.

S* - means are significantly different at 5%
gignificance level, with plasma emission
mean closer to rec. value.

(2) NS - variances are not significantly different at
5% significarice e level.

S - variances are significantly different at 5%
31gn1flcance level, with atomic absorption
variance lowest.

S* - variances are significantly different at 5%
significance level, with plasma emission
variance lowest.
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\ | IRON
There are many resonance lines for iron due to its
pqsition-in the periodic table as a transition element, Of
these, only some of the neutral atom lines were pracdtical fo use
with thé plasma emission technique. These include lines at
371.99% nm and 373.713 nm. of which the 5;1 nm line was ﬁsed.
The 373 nm line was found to be less sénsitive-but woﬁld be
excellent for solutions with high iron content.. Several ion
. lines were tested but were found to nhe relatively insensitive
at the concentrations of iron required (0.5 - 100 ug Fe/ml).
These lines were 259;940 nm grdf238.20? nm. The neutral | {//

atom ‘line, 248,330 nm, was aiso\tested and was found to be

Y ‘.f
L -

unsatisfactory for dg;\?ith the-plésma emiséion technique.
That line, however, is the recommended line for use with
atdmic absorption (Varian Techron: and.wés the one used for
thaé‘pufpose.

Iron standards were prepared ranging from 0.5 ug Fe/ml
to'BO ug Fe/ml. These solutions were acidified as explained
under experimentalnyrocedure. For use with atomic absorption,
lraw toncentration standards weeused (0.5 - 4 ug/ml) while the higher concentration
~ standards were used with plasma emission (20 - 80 ug/ml) . | /’

The calibration curves (Figures 19 and 21) are
linear with correlation coefficients bétweeq .99984 and .9999%%
for both methodé. No negative deflections at ﬁigh concen-

trations were noted.
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No\interferences of any sort were noted exceét forja
possibly chemicalzintékference by the boric acid in thej
‘solution 'JA' aissolutibnslﬁsing_plasma emission. This showed :
up in the blank that'wés'élso_run and the apbropriate
correétiéns were made.

* The results for sensitivity and detection limits are
représented in Tables 19 to 23. The detection limi£ deteimined
by atomic absgrption was somewhat lower than thét for plasma
emission (0.013 ug/ml vs. 0.078 ug/ﬁl ;espectively). Neither
of thesefvalues were close to the cptimum reported values of
0.005 ug/ml and 0.006 ug/ml (Varian Techron, 1972 and .
Spectrametrics, 1972} . | |

This trend is evident in the values obtained for

makimum éensiﬁivié; by the two methods. The figure by atomic

-

-

absogpfig;370.07l9 ug/ml) is about five times higher than tﬁat
for plésma emission (0.0192 ug/ml). The range of sensitivities
obtained qsing plasma emission was greater than that for atomic
absorption, however, the maximum value 4id not approach that
of atomic absorption.

The reproducibility data for the two methods are similar
with respective relative standard deviations of 0.266%
and 0,185%. Statistically, the wvariances of the means
were not significantly different. In effect, the reproducibilities
are identical with each dat%/set having five *
idgntiéal readings and one reading 0.1 unit lower. This is

‘shown by identical standard deviations, the low value of

b



9 ‘ o

which indicates excellent reproducibility sver six repetitions
(Flgures 20- and 22), | -

' The plots for the stablllty runs (Flgures 20 and 22)
indicate near identical traces with noise of. 0.9%" and 0. 5%
for atomic absorptlon and plasma emission. Both traces had
some erratic drift but show good stability. The blank noise
levels are rather different. with atomic absorption being much
quieter with a noise level of 0.0060 ug/ml against 0.1359 ug/ml
for plasma emission. This is characterlstlc of emission
analysis as both methods were run at the same gain.

The ascuracy of both methods is comparable except at
low,comcentrations of irom. The gfeatsS% difference from the
literature values (with the precedimg exception for NBS-70a)
for atomic absorption was 5.0% for BCR=1 and 5.1% for plasma
emission also for BCR-1. The literature value (Flanagan,

1973) is 13.40% Fé203‘with atomic absorption and plasma

emission values of 12.73%. and 14,09%. All other values were
clogser to their respec¢tive recommended values. The results
for GA for atomic absorption and plasma emission were both

‘ o,
2.80% Fe203

results for NSX-RP were more gpread out with an atomic

against the recommended 2.83% (or 1.1%). The

absorptlon value of 3.89% Fe, 0, (-4.3%) and a plasma emission

273
value of 4.17% (+2,5%) with ‘a recommended figure of 4.07% Fe2 33

The results for NBS-70a were tﬁe_furthest'from the recommended



%0

value - -, however this is due to the very low

concentration of iron in that sample (0.075f% F3203)'.'Plasma

emissioq%wés in good agreement with this figure returning
" Fe, , ' : . '
0.0?9%A(+5.3%) while the atomic absorption value was sub-

sténtially higher than the recommended at 0.0915% Fe203 or

‘+2i.3% hiéh. This résult is nqt unacceptablerat this low -
concentration. |

‘Stafistically,‘piésqa emission was a slightly more
accurate method. Of the four data sets, two means were not
Significantly different (GA and NBS-70a) while the other two
were significantly different. This is a Bit misleading as the
means by plasma. emission and atomic absorption bracketed by
the recommended value and were, in facf, not much different
in absolute difference from that value (e.g., BCR-1). Inl
view of this neither method proved to be significantly more
accurate than the other.

The precision of the two methods .is aléo quite close
but the variances of the means for all data sets by atomic
absorption were lower than those for piasma emission, with
relative standard deviations ranging from 0.7725% to 2.7702%
and 1.040;% to -6.9154% respectively (Table 24). This is
borne out statistically with the variances for BCR-1 and GA
by two techniques being not signifibantly different {(at the
5% level). The variances for NBS-70a and NSX-ﬁP for the

two techniques were significantly different, with the atomic



absorptiéﬁ variances being lower. This indicates that thgd
‘atomic abSorpfion technique is somewpat more precise than -
plasﬁa emission in the analysis for Yron.

The analysis for iron by plasma emission was mofe
easily done than by atomic aﬁsorptibn aé the wider dynamic

range of the emission technique allowed all samples, with

iron contents ranging from 0.0?S-lj.&O% Fe203, to be aﬁalysed

without dilution. On the ofher haﬁq, various dilutions had
to he made when using atomic absorption (25X for BCR-1, 10X
for GA and NSX-RP and nil for NBS-70a) . Another prbblem when
. using atomic absorption was the,erratic jump of the reading,
. on triple distilled water, from the 'auto-zero' zero reading
prior’to-introducing the .sample. This jump would‘vary from
+1.0% Abs. to -0.7% Abs., creating difficulty in interpretation
and some annoyance to the operator when running the samplés.
Apart from theése factors, no ofher problems occured when running
iron by either method. |

This comparison of the two methods brought out three
points for iron analysis. First, that atomic absorption has
a greatef maximum sensitivity and a lower detection limit but
less flexibility than plasma emission, with little difderence
in stability and reproducibility. Second, that despite the
above advantages for atomic absorption, the results by’plasma
emission at low concentrations of iron were better than those

by atomic absorption. Third, that atomic absorption suffers



2

from some minor but annoying problems affecting the ease of
of analysis. Taking into account these factors, there is no
'no clear advantage for either method except that plasma

emission can be favored by a slight margin due to ité

. h . .
superior performance at low concentrations of iron..
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TABLE 19

Iron by Plasma Emission
****l*%******#************%*************#********#***

Working Condltlons
Wavelength 371.9%4 nm, Ga‘.m 12
31it width 10 microns, Plasma current used. = 7, 5 Amps

Transmission mode
“*****ﬂ“%“******%#%*****%**#%%*%**#*%****“*ﬁ***%**##

CONC. OF " ACTUAL = AVERAGE
STANDARD READING READING
ug/mi ‘5T ST
*%*“*%*“********%**“*ﬂ**ﬁ****************%“******%**
O.S 1-0 ) - lu'l_)
1 1.8 2.05
L 7.5 ) 7.70
0.5 1.3
1 2.3

4 7.9

23546 3 3 4 S HC 3 36 45 2040 S0 A0 3E AR 2 2E 4R 326 3042 S 30 A0 S AT A0 4 B 4 R IR LS R AL R R SR 30T

THE SLOFE IS 1.9293

THE INTERCEPT IS 0.0262-

THE CORRELATION COEFFICIENT IS ,99961
THE SENSITIVITY IS 0.0192 ug/ml
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TABLE 20

* ) . » - ‘ - AT ¥
Detection Limit for Iron by Flasma Emission .
%*******%&**%**G*ﬂ****#**i%********%*%%***************

_ Working Conditions
Wavelength 371,994 nm, Gain 12 1
511t width 10 microns, Plasma current used = 7.5 Amps

Transmission mode
%%*%#*i§*****ﬁ**%*%***&***ﬂ**%ﬁ************#****%****%

CONC. OF . ACTUAL
STANDARD 7 ' * READING
ug/ml 56T
********%**ﬁ**********%**ﬂ#*********ﬁ********%*******%
. Blank . _ - Ge3
| . 0w
\ 0.2
0.2
B - 0.1
! 0.1
P 0.3
( o
0.2
0.2

%%**%ﬁ%*#***#*******ﬂ%***%***%******%*%*%%**%ﬂ%*%****%

THE MEAN IS 0.22 -
3 THE 3TD. DEVIATION IS 0.0748
THE SLOPE IS 1.92993
THE DETECTION LIMIT IS 0.0775 ug/ml

-



|
|

1l
|

"%g

il — (Y S i e oy et sy Sl

Y | JT | G | N SU R _ -
b
— L ——— -
1
— P IR . _




LX)

TABLE 21

Iron by Atomic Absorptlon
%**%**ﬁ****4********************i#****#**%***#****

~ Working Conditions
Wavelength 248,330 nm, Gain 13
S1it width 50 microns, Lamp current used 6 mA
Support gas used was air )
Flame stoichiometry was oxidizing

Absorption mode ‘ :
***#*****“*******%******%*****##***%***%********%%
CONG. OF | ACTUAL = - AVERAGE
STANDARD - READING READING
ug,/ml SALS ' ' SADS
#%&**%%**%*******%&ﬁ**%%%*******%*4*ﬁ%*ﬂ%*****&***
0.5 , . 3.7 ‘ 3455
"1 ’ 7.8 7.606
2 ) ©15.0 1k, 60
3 21.8 , 21.40
0-5 ' . 3|L|' S

1 ' 7.2
2 14,2
3 21.0

***%%%%****%*****#************%*#%#**%*%%&***%****

-

THE SLOFE. IS 7.1943

THE INTERCEPT I3 0.0238 _

TH{E CORRELATION COEFFICIENT IS .99984%
\ THE SENSITIVITY IS 0,0719 ug/ml- '

\
N

-
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. TABLE 22 ‘ -

Detection Limit for Iron by Atomic Absorption
*%**%**********#ﬂ****ﬁ***%%*******************i**

: Working Conditions
wavelength 248.330 nm, Gain 13
311t width 50 microns, Lamp current used = 6 mA
Sdpport-gas used was alr |
Flame stoichiometry was oxidizing

Absorption mode

. **%********%**%#%*%%********%*************ﬁ*****%

CONC. OF. . , . .ACTUAL
STANDARD : - READING
ug/ml . . : : “eAbs
‘%?**%**%ﬁ%***%***%*%***%*%%**%%%**%ﬁ**%*%******%*
0.5 | 3,8
0.5 3.0
0.5 3.7
0.5 3.9
0.5 3.8
" 0.5 3.8
0.5 3.5
0.5 3.8
0.5 3.8
0.5 3.5

****&%*%*%*%*%%**%*****%*******%*********%%%*%*%%

THE WMEAN IS 3.80

THE STD. DEVIATION IS 0.0UL7

THE SLOPE IS 7.0382 _
T DETECTION LIMIT 1S 10,0127 ug/ml
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TABLE 23

' -

Summary of Comparison Parameters - Iron

v

- Plasma Literature Atomic Literature
Emigsion (1) Absorption (2)

Detection Limit 0.0775 0.006 0.0127 0.005

(ug/ml) . :
max. Sensitivity " 0,0192. . - 0.0719 -

(ug/ml) .
reproducibility | . | .

megn ) 20.08 | - 13| 98 -
- (ug/ml) -

‘standard E o . o
deviation 0.037 - - . .0.037 -
(ug/ml) _ . o : -

rel. std.
deviation 0.185- Lo ' 0,261 —
(%) . |
stability . | |
drift +/=0.6 - -0.b -
" (analogue S o
units .
) | o 9.
noise . 1.5 L= . 1.9 -
(%)
noise level 0.1359 - 0.0060 | -
(ug/ml) ‘ ‘

(1) Spectrametrics Inc., 1972

(2) Varian Techron Ltd., 1972
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TABLE 26

Wavelength Dilution Factor and Standard Selectlon - Iron

Plasma Atomic
Emission Absorption
standards required ' 0.5, 1, &, 0.5, 1, -2,

' : 10, .20, 40 . 3, &4 4
dilution factor requlred ‘ nil nil
alternaLe wavelengths o 371,994 nm, 248,330 nm’

(in order of decreasing 373.713
sensitivity) ' 259.94

, 238.267

TABLE 29
Statistical Comparisons

‘Atomic Absorption vs. Plasma Emission - Iron

NSX-RP GA NBS-70a BCR~1 Rep!oducibility

Sample
data
t- test on S* NS NS S* L=
means (1) '
F- test on S - NS S NS NS S~
variances
of means \
(2)
(1) NS - means ‘are not significantly different at 5%
51gn1flcance level. "
S means are significantly different at 5%
significance level, with atomlc absorption
mean closer to rec. value.
S* - means are significantly different at 5"f
"significance level with plasma emission mean
closer to rec. value. _
(2) NS variances are not 31gn1f1cantly\d1fferent at
5% 51gn1f1caqgg’;€%el. : N
S variances are significantly different at 5%
- level, with atomic abdsorption variance 1owest

varilances are significantly different-at 5%
level; with plasma emission variance lowest,
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.. MANGANESE

There are only a few sﬁitable wévelengths for use in
the analysis for manganese'by either atomic ébsorption or
plasma emission.- There is a choice of two lines using atqmiq'
absorption, 279;589 nm and 403,076 nm. Of these the 279 nm
line is much morevsensitive and was use& in this stﬁdy._ For
plasma emission, there are three‘suitab1e wavelengths, the

tﬁo above and 403,449 nm. All these 1iﬁes have similar °
gsensitivities so the selection was based on noise 1evels;
On this basis, the-wavéleﬁgth used with tpe plasma emission
“technique was 403.d?6 nm.,

nd used, ranged from

The standards, both prepafe
0.25 ug Mn/ml to 3.0 ug Mn/ml. This was
all éamples‘beiné run in‘this study, Using‘these stéhdards,
the calibration curves thét were produced fitted the data
points weéll with correlation coefficients between .99993
and 99999 for both methods. Typical calibration curves
are given in Figures 23 and 25,

The only interferences noted using either atomic
absorption or plasma emission were spectral. The most
gensitive atOmyc abgorption line (279,48 nm) is very close
to a major magnesium ion line at 279.553 nm, as well as many
low intensity iron lines in ‘that region., -The saMﬁleslwith a
significan$=iron and magnesium content (BCR-1 with 13.40%
F920

3 and 3.46% Mg0) gave results that had a greater
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difference from the recommended valye than dld the other
samples (+15% vg,  ¥5%).  This problem also occured using
plasma emission at the 403 049 nm line as there is a maJor
1ron neutral atom line. close by -at 403,049 nm as well as
several low intensity iron lines. . This is anparent from the
results for the two samples with the greategt iron content

(BCR-1, 13.40% and NSX-RP, 4,07% Fe_ o )y as they gave much

greater differences from the recommended valueq than did the
other samples 052 8% and+36 6% vs.+15 63),  The 403,449 np
and the 279.48 nm lines also had iron lines nearby, The
boric acid in the solution 'JA agaln 1nterfered as it did in
the iron analysis} but to a greagter extent,

" The results obtained for detection limits are listeq
in Tables 29 and 131, The values for both atomic absorption
(0.008 ug/ml) ang for plaqma emission (0,013 ug/m1) are
approximately three tlmee greater than the optimum reporfed
values of 0,003 ug/ml and 0,005 ug/m1 respectlvely. As
1ndlcated the detection limit for atomic absorption is some-
what lower than for plasma em1531on. That trend is similar
for the sen81t1v1ty vélueq.' The maximum sensitivity obtained
by atomic absorption (0,1488 ug/ml) is about twice that by
plasma emission (0. 0719 ug/ml), Tables 28 and 30 illustrate
these results,

| As in the iron .analysis, the reproducibility data for

the two methodg are similar with relatlve standard dev1at10ns

\



of 0,662% for atomlc absorptlon and 0. hoop for plasﬁa emission.
The varlances are not significantly different at the 5%
significance level. Figures 2k and 26 are plots used in the
reproducibility runs for manganeses -

The data from fhe stability runs (Table‘32) ehowe that
the run by atomlc absorption was more stable than that by |
plasma emission, w1th no drift, lower n01se (2.1%) and a very
low blank noise level of 0.0018 ug/ml. The result for plasma
emission showed some erratic drift of *+/-0.8 units, a mediochre
blank n01se level of 0. 0563 ug/ml and a felatlvely high noise
- of 5.2%, Figures 24 and 26 indicate these results.,

The atomic absorption method was 51én1flcantly more
accurate than the plasma emission method with two of the four
data sets showing that the mean values by each method are
significantly dlfferentiﬁetomlc absorption belng closer to the
recommended value. One sample (NB3-70a) con%alned negligible
manganeee and did not return any comparison data whlle the
last data set (GA) indicated that t}lejéans were not sig-
nificantly different. Even in this case the value by atomic
absorption was 10% closer to the recommended value (5.67%
vs. 15.6% by plasma emission). Atomic absorption returned
a figure of 0,095% Mn0 on a recommended figure of 0.090%_while
the figure by plasma eﬁission was 0.1047% MnO., The results

for BCR-1 were boorfusing geither method due to the inter-

ferences mentioned earlier, with atomic absorption indicating

—-‘q&; .
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0.207% Mno (+15% difference) épd plasma emiésiﬁé 0.2?3ﬁ
(+52.8% difference) on a recommended value of 0.180%. Plasma
emission did not delest any manganese at all in NBS-70a, however
when using atémic'absbrption.'oné replicate gave a value of
0,002% ¥nO, while thé.other.replicate did not indicate any.:
The results fo NSX-RP were good.by atomic absorption but poor
by plasma emissién. Against a recommended value of 0.082:%
MnoO, atomic absorption returned a value of_0.0QGﬁ (4,97
difference) while plasma emission indicated 0.112% Mno

or a 36,6% difference.

In all cases in this study, the precision in Manganese
ahalysis by. the atomic aﬁéorption method was significantly
differentfét'the 5i% leQel(and better)than that by the'plasma
emission method., The relative standard deviations {(Table 33)
for atomic absorption range from 0.5724% to 0,9692%, exéepting
the 104.4% value for NBES-70a which was due to the trace level
of manganese ig_that sample, Values for plasma emission are
all greater than the largest value by iibmic absorption, -
ranging from 1.7255% to &.5508%,

No problems occured using either method, except for
the interferences that plagued both methods. The analysis
for manganese by atomic absorption gave significantly more
accurate and more precise results than did the analysis by
plasma emission. The signal, using atomic absorption, was

also more stable, less noisy and less prone to spectral

e
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interferences. Both the.detection limit and maximﬁm sensi-
_tivity_vélues by atomi§ absorption were bettér than those
delivered by plasma emission.: As a result of the preceding,
the analysis for mangaﬁese by atomic absorption is to be

recommended over the use of the plasma emission technique.



TABLE 28 o

. bManganese by xlasma Eml851on
*******#*****************'ﬂ'ﬂ*-I-*****#***************#**

Worklng Conditions
Wavelength 403.076 nm, Gain 8
S1it width 10 microns, .-Flasma current used = 7,5 Amps

Transmission mode _
HATIEIE M IO A B I I A M R R B I N B R A A 3

CONC, OF ) ACTUAL AVERAGE
STANDARD READING _ : READI G
)/ml FST ,:u. :
*#**%**%i‘-******%r““-’t*‘#**%-’?**““—**ﬁ -:i-“--"-"--‘t-’H‘d‘-%*i‘-!‘--l!-**: b dE M4t
0.5 . 3.6 3.55
1 T 7.5 7.20
2 ' ik,2 1440
0.5 ' 3.5
1 6.6
2 14,6

AR N R NS E R RS R R R R RE S F RSB Iey At M
THE SLCPE IS 7.1978
THE INTERCEPT IS -0,0038
THE CORRELATION COEFFICIZNT IS 90999
THE SENSITIVITY IS 0.0719 ug/ml
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TABLE 29

Detection Limit for Manganese b¥ Plasma Emission
**%*%***************%********** *********************

Working Conditions
Wavelength 403.076 nm, Gain 8

311t width 10 microns, Flasma current used = 7.5 Amps

Transmission mode

*%**********%*********%**%*%%***ﬁ***%ﬂ******%*%**ﬂ**#

>

CONC. OF . '  ACTUAL
STANDARD o READING
ug/ml | T
*#%****%ﬁ&*****%*****%#%***ﬂ*%*%**%**%%***%%*%*#*****
0.5 : | 3.¢
O|5 3'5
0.5 3.6
0.5 3.5
0.5 3.5
015 3'5
Geb 3.5
0.5 , 3.6
0.5 - 3.5
0.5 3'5
“*%*%*%*%%*%%*%***%**#%***%%ﬂ*%**%*%**%%*%******%%***

THE MEAN IS 3.53 ’
THE STD. DEVIATION IS 0.0458

THE SLOFE I3 7.1978

THE DETECTION LIMIT IS 0.0127 ug/ml

a9
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TABLE 30

Manganese by Atomic Absorption
*%*******%%%**#******#******%#*********%******ﬂ*

-Working Conditions
Wavelength 279.480 nm, Gain 6
51it width 50 microns, Lamp current used = 5 mA
Support gas used was air . '
Flame stoichiometry was oxidizing
Absorption mode -
ﬂ****%***********%ﬁ#*%*%**%**%*****%***#ﬂ******% ,

CONC. CT ACTUAL AVERAGE
STANDARD | READING - READING
ug/ml - GALS  PAbS
**#*ﬁ******%**%*******%%*%**%%**#**********#****
0.25 ‘ 5.0 - 5.95
0.30 7.6 7,45
1.0 15,1 14,90
0.25 3.9
0.50 7.3
1.0 14.7

_%**%ﬁ%**%%***%**%**%*%#%**%%%*%***#*********%%**

THE SLOPE I3 14,9197

THE INTERCEPT IS 0.0173

THE CORRELATION COEFFICIENT I3 .,99990
THE SENSITIVITY IS 0.1492 ug/ml



|04

e e 0 gus
: A k

,

HREET i

(Tw/9n)  HOTLVULIETONOD

0 BadND USTARLQTIWO Tzordll  §7 *J1d

o

o
_{'\J
LiEDYEd

hts
v

YHEOSE

3ok

cy



195

" TABLE 31

Detection Limit for,Manganese by Atomic Absorption
*********************** *********ﬁ*******%**ﬂ***ﬁ*

‘ - Working Qonditib's
Wavelength 279.480 nm, Gain b o
S1it width 50 microns, Lamp current used = 5 mA
Support gas used was air
Flame stoichiometry was oxidizing

Absorption mode .
A 36236 263 I SIS 3 30 BRI A RN A A SRS L L L

CCNC. OF . ACTUAL
STANDARD - , _'READING
%ﬂ*gﬁéﬂiﬁﬁﬁﬁ***%%**%4*******%%***%*%****%*%:QEE%**
0.25 L.o
0.25 3.8
0.25 \_/\ 3.9
0.25 : 3.9
0.25 B 3.8
0.25 3.9
0.25 3.9
0.25 3.9
G.25 3.8
0.25 3.9

*%*********%*%**%*****%***%*****ﬂ*******%*%%%%%%%%

THE MEAN IS 3.88

THE STD. DEVIATION IS ©.0600

THE SLOPE IS 14,4472

THE DETECTION LIMIT IS 0.0083 ug/ml
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TABLE .32

Summary .of Comparison Parameters - Manganese

Plasma Literature  Atomic -~ Literature
Emission (1) Absorption (2) -
Detection Limit = 0.0127 0.005 0.0083 0.003
(ug/m1) : .
max. Sensitivity 0.0719 - 0.1492 -
© (ug/ml) : .
reproducibility - _
mean 11.76 - 14 .45 -
(ug/ml)
standard : '
deviation 0.047 - 0.095 -
(ug/ml)
rel. std.
deg%ation 0.400 - 0.662 -
stability ’ ¥
drift +/-0.8 - nil -
(analogue ‘
units
(%)
noise level .. 0.0563 — 0.0018 -
(ug/ml) .
(1) Spectrametries Inc., 1972

(2)

Varian Techron Ltd,, 1972
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TABLE 35

Wavelength, Dilution Factor and Standard Selection - Manganese

“ .Plasma Atomic

. Emission Absorption

standards required 0.25, 0.5, 0.25, 0.5,

. 1, 2 .3, 2

dilution factor required nil nil

alternate wavelengths %03.076 nm 279,480 nm
(in order of decreasing 279,480 403,076

gensitivity)

403,449

TABLE 36
Statistical Cohparisons

Atomic Absorption vs. Plasma Emission - Manganese

Sample NSX-RP GA NBS-70a BCR-~1 Reproducibility
R data

t- test on o o :

means (1) s NS - S -
F- test on

variances S S - S NS

of means '

(2)

(1) . NS - means are not significantly different at 5%
) significance level.

S - means are significantly different at 5%
significance level, with atomic absorption
mean closer to rec. value.

S* - means are significantly different at 5%
significance level, with plasma emission
mean closer to rec. value.

(2} i@; - variances are not significantly different at
5% significance level. :

S -~ variances are significantly different at 5%
level, with atomic absorption variance lowe&t.

S#* - variances are significantly different at 5%

level, with plasma emission variance lowest,
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PITANIUM

The recommended wavelength (Varlan Techron, 1972) for
titanium analyqle by atomic absorptlon is 364 300 nm, and the
strongest titanium line ava;lable for plasma emission (Spectra-
metrics, 1972) being 334.904 nm. The line a£‘33?.280 nm
can also be used with plasma emission when higher concen- .
trations are to be measured (greater than 20 ug/ml).  The
response, using atomic absorption, at 364 nm was poor, not
allowing samples with low concentrafions of titanium to be -
anaiysed at all. ] | |

The standards.prepared ranged from 1 to 30 ug Ti/ml.
The response by atomic absorétion was very poor as indicated
by the calibration curve obtained from the standard solutions.
The line of best fit did not fit the data points weil with a
correlation coefficient of only .99690 due to the slight .
flattening of the curve.. The standard containing 30 ug Ti/ml
produced a méximum reading of only 4.8% Abs resulting in a low
slope of 0.16. On the other hand, the response using the
plasma arc was excellent. The correlation coefficiént of this
calibration curve was ,99988, with a slope of nearly 5.0. Tﬁg!
allowed the peaks given by a loug Ti/ml solution to be easily
read (6.5% T), Typical calibration curves are represented
in Figures 27 and 29,

Spectral interferences by all the major elements were

checked for and no interference was noted. This is despite



7

the presence ofﬁinor-i$;;: calcium and maaganese lines in
the vicinity of 364 nm, There.were also no apparent
chemical or. 1on1zat10n interferences present,

Tables 37 to 41 show the results obtalned for .sensi-
t1v1ty and detection limits for both atomic abqorptlon and
plasma emission. The detectloAAgﬁtalned by using the plasma’
arc is 1.5 orders of magnitude lower than that for atonmic
absorption (0.020 ug/ml vs. 0.667 ug/ml). Both of these
values are approximately five times greater than their
respective optimum values-of o, 005 ug/ml and 0. lOO ug,/m1
(Spectrametrics Inc., 1972 and Varian Techron, 1972).

. - The sensitivity values are similarily much dlfferent
with the maximum figure returned by atomic absorption belng
0.0016 ug/ml as compared to the 0.0495 ug/ml figure of plasma
emission; again a difference of 1.5 orders of magnitude. The
lowest sensitivity for plasma emission, at low gain, was
0.0068 ug/ml which is still four times that of the maximum
value given by atomic absorption. The.flexibility, due to the
better gain control,WEgagie em1831on method has much to dg
with this advantage. The main factor is the high arc temp~-
erature which allows the excitation of énough titanium atoms
to produce qufflclent emitted radiation, as thy return to the
ground state, to realize a relatively high sensitivity,

\\\ The stability of the signal u91nF plasma emission was

-

fair with noise in the ieglon of 5. lo with the noise using
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atomic absorptioﬁ peing'lower at 1.0%. This is due to the
very low response by atomic absorption where a stability'
run uslng a 30 ug/ml standard averaged only 4.8% Abs (Figure

-l Ml 'p-\f.
30)., At this level, little noise is expectedJ\blank n01se

“ levels are comparable but with plasma em1581on being somewhat

guieter (0.0597 ug/ml vs. 0.6653 uz/ml}. This can be
attributed to the relatively high-gain neceésary, using
atomic absorption, to give a sufficiently strong'signél.
"Results by plasma emission were also gomewhat more
reproducible than those by atomic absorption over six
repetitions with reapective relative standard deviations of
0.5870% and 0.8787%, These results were not significantly
different statistically at the 5% significanée level. The
nigher Tigure for atgmic absorption can be explained by the

high gain necessary to get the readings. This tends to

" accentuate any fluctuations present in the -input to the

amplifier.

In terms of accuracy, there is little compafison
between the results. Mo dilutions were required by either
technique but the atomic absorption method did not have
sufficient energy intensity to produce enough signal to give
accurate readings (very low sensitivity). These resu&fs
ranged from 105% to 145% high as compared to the recommended
values. This was perfially  due 1o the low peak height

giving difficulty in interpretation. A change in peak height
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of 0.1% Abs resulted in a very much greater change in the
valﬁé for the concentration of titanium in.the.solution (aboutl
6.3 ug/ml). In contfast to this, the results by plasma
emi#sion were quite accurate with a maximum.difference,'from
lthe literaturé values, of 7.9%, which for a minof element is
excellent. The statistics for the four sets of- standard
'samples show that the means by the plasma emission method are
.all significantly different tﬁan those by atomic absorption
(at the 5% level). | '
For the same reasons as above, thg'precision‘of the
" atomic absorption results was poor, with relative standard
deviations ranging from 6.527% to 10.35%. The precision by
plasma emission was good, especially as compared to atomic
absorption, with relative standard deviations from 1.69%
to 2.60%. Statistically, all four sets of data showed that
the variance values generated by the plasma emission tech-
nique were significantly different (at the 5% level) and more
precise than those generated by the atomic absorption method,
Norm?lly in rapid rock analyéis schemes titanium is
determined -spectrophotometrically with rocks dissolved in the
usual manner (0.5 g to 500 ml) containing approximately 3 to
10 ug/ml Ti in solution, while by atomic absorption at the
most sensitive line, the optimum titanium concentrat§gﬁlggﬂ;+wnn

60 to 240 ug/ml (Varian Techron, 1972). Some laboratories

do determine titanium by atomic absorption, however the

[

©
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‘-
solutions have to be concentrated by evaporation, a tedious
procedurq. |

In summary, the atomic absorption method is too
' 1n§en31t1ve to be ueeful for analysis at these low concen-
: tratlons of titanium. As the reproduc1b111ty stathtlce

indicate that the two techniques are not significantly

dlfferent in that regard, the atomic absorption method wouldﬂﬂ

probably be more useful at hlgher concentrations of tltanlum.
than indicated here. At the low levels required in most
major element rockLanalysis, the argon plasma emission tech-

nique gives reliable results and must be recommended,
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" TABLE 37

Titanium by Plasma Emission :
******%**************.*******************************

Working Conditions
Wavelength 334,903 nm, Gain 9 '

S1it width 10 microns, Flasma current used = 7.5 Anps

Transmigsion mode
***%**********%**%%*%**#***%***%******%********k****&

CONC. OF ACTUAL AVERAGE
STANDARD - READING READING
ug/ml ¢ ol cooBnT

*****%%***%%***ﬂ%%**%**%**********%***%***%***%**%**%

1 6k ‘ 6.45

5 ‘ 2,2 24.65

1 6.5 '

5 25.1

%ﬁ****#**%*%**?%*****%*%*************%****%%**%*%*%**

THE SLOPE IS 4,9571

THE INTERCEPT IS 0.1357

THE CORRELATION COEFFICIENT IS .99813
THE SENSITIVITY IS 0.0495 ug/ml

\
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TABLE 38

Detection Limit for Titanium bg Plasma Emission

'L‘-H-'?f"!l'****'ﬁ'*ﬁ*******#************ *ﬂ'*****************%*
Working Conditions

" Wavelength 334,903 nm, Gain ¢

51it width 10 microns, Flasma current used = 7.5 Amps

Transmission mode _ '

***%***************#***********%********%_****#*******

CONC, OF ‘ .. * ACTUAL
- STANDARD READING
\ **%gﬁgﬂiﬁﬁ-*****%***-E-'?Hi-%-ﬂ-*%-ﬂ-****%***#*'ﬁ'ﬁ‘*%%*****iz***%‘
1 €.5
1 6.5
1 6.4
1 6.5
1 6.5
1 6.5
1 . 6.4
1 6.4
1 6.5
1 6.k

-fl.-.*****%*-!‘!-**-ﬂ-***%***%***%%***%***%**%**#*%**%%******ﬁ

MEAN I3 6, 46

STD. DEVIATION IS 0.0489

SLOPE IS 4.957%

TUE DETECTION LIMIT 15 0.0197 ug/ml

-3

BB E

3
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TABLE 39

‘ Titanium b %mlc Absorptlon
343540 S 4138 362040 2 A Hh 3 IR 3 *ﬂ*%**********#*********

Norklng Condltlonq
Wavelength 363.300 nm, Gain 1
S1it wiith 50 microns, Lamp current used = 18 mA
Sgppdrt gas used was nitrous oxide '
Flame stoichiometxy was reducing

Absorption mode
****ﬂ*%*%ﬁ%**%**#%ﬁ**%%%****%***%%%%*%**%%*ﬁ%*%**

CONC OF ~ ACTUAL - AVERAGE
TANDARD READIKG READING
ug/ml :tAbs tAbs

“%**%4*“**%*****%%%““******%***%*****%“ﬂ***%***F%
1 0.2 0.2
5 1.1 i1.15

10 1.3 1.9
.20 3.3 3.3
30 4.7 4,75
1 0.2
3 1.2
10 . 2.0
20 3.3
30 ,8

%*%%***%***%%%*%**%*%%*%%%%**%*%%%%%%%***%%%%%*%%

‘THE SLOFE IS - G.1614

TiHE INTERCEPT IS 0.0497

T/{E CORRELATION COEFFICIENT I3 .99680
THE SENSITIVITY IS 0.0616 ug/ml
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TABLE 4o

Detection Limit for Titanium bi Atomic Absorption
***%%***********************%* 336 46 4 3 3 3 S S R

Working Conditions

- Wavelength 363.300 nm, Gain 1

S1it width 50 microns, Lamp current used = 13mA
Support gas used was nitrous oxide ‘

Flame stoichiometry was reducing

Absorption mode
*%*%%**%%*%**%************%******%************%**

CONC. OF ) _ ACTUAL
STANDARD . READING
ug/ml _ " Y%Abs
*%%****************?*****%*******************ﬁ*%*
1 0.1
L 0.3
1 0.2
1 0.2
1 0.2
1 0.3
1 0.2
1 0.2
1 0.2
1 0.2
*%**%*ﬂ****************%**********%%*********%***

THE MEAN IS 0,21

THE STD. DEVIATION IS 0.0538°

' DHE SLOPE IS 0.1614 o

THE DETECTION LIMIT IS 0.6673 ug/ml
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TABLE 41

. Summary of Comparison Parameters - Titanium

7
Plasma Literature Atomic Literature
Emission (1) ~ Absorption - (2)
. e
Detection Limit 0.0197  0.005 0.6673 0.1000
(ug/ml)
" max. Sensitivity  0.0144 - 7H\ 0.0016 -
(U.g/ml) A -
reproducibility N o
mean 13,80 B 7/ -
tug/m1) : , ' , \
gstandard ' . . A
deviation 0.081 - 0.037 T
(ug/ml) . . "
1‘81. Std- . . “‘.
deviation "0.591 - 0.779 -
%) '
stability |
drift +/-1.0 — +/-0.1 -
(analogue
units?? o
noise 5.1 - 1.0 -
(%) '
noise level 0.0597 - . 0.0653 -
(ug/ml)

(1) Spectrametrics Inc., 1972

(2} Varian Techron Ltd., 1972

~
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TABLE 44 -

Wavelength, Dilution Factor and Standard Selection - Titanium

-

Plasma - Atomic
_ . Emission Absorption
standards required 1l, 5, 10 1, 5, 1o, 20,
, ‘ ueg/ml 30+ ug/ml
dilution factor required v nil nil
alternate wavelengths © 334.903nm 364, 300nm
(in .order of decreasing 334,041 - 365,400
sensitivity) 337.280 399.000
361.213 - :

TABLE 45
Statistical Comparisons

Atomic Absorption vs. Plasma Emission - Titanium

Sample NSX-RP GA NB5~70a BCR-l Reproducibility
data

t-test on i -

means (1) 3% S* - g -
F-test on g

variances S* S - S* NS

of means

(2)

(1) NS - means are pot significantly different at 5%
significance level.

S means are significantly different at 5%
significance level, with atomic absorption
mean closer to rec. value.

S¥ - means are significantly different at 5%
significance level with plasma emission mean

. closer to rec, value.
(2) NS - variances are not significantly different at 5%
gignificance level,

S variances are significantly different at 5%
significance level, with atomic absorption
variance lowest.

S* - variances are significantly different at 5%

significance level, with plasma emigsion
variance lowesgt,
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CALCIU

Loleium has ‘hem~ defarmined by three methods -
atomic absorption, atomic'qr flame emission and plasma emission.
The first two use a flame as the excitation source while the
Ahird uses the argon plasma arc. The instrumentation for atomic
abéorption and atomicoemission is nearly identical and only
requires the removai of the lamp’turret from use and the
addition of aichopper to change to atomic. emission. The
neutral atom wavelength recommended for both flame techniques
is 422.700 nm with a less sensitive alternate for absorption
at'239.900'nm; There are three wavelengths available for
‘use with the plasma emission technique - 422,700 nm plus
two ion lines - 393.367 nm and 396.847 nm. All three were
similar in sensitivity, however, the &22 ﬁm line showed a
strong negative deviation on its calibration curve past 40
ug Ca/ml. Both the ion lines gave excellent linear curves
past 100 ug/ml, with the 393 nm line being slightly more
sensitive than the other and therefore the line used with the
plasma emission technique:b
Standards were prepared to test the working ranges of

the methods., These standards ranged from 0.5 ug Ca/ml to
100 ug Ca/ml. In practicef'while full strength solutions
could be used with both emission methods, the best results
were obtained when rurmming the solutions diluted to between

0.5 ug Ca/ml and 3.0 ug Ca/ml. Correlation coefficients were
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numeriéally a little lower:for atomic absorption than for the
other methods, at .99959 as compared to .99999 for plasma

emission and .99982 for dtomic emission. These curves are

illustrated in Figures 31, 33 and 35, _

' Interferences wefe noticgble when using all three
methods. Aluminum, sodium and potassium were common major
interferants for these methods. This was véry apparent in
-the results for sanple NBS-?Oa. This sample has the highest
aluminum and potassium content and the lowest calcium content
of all the samples tested. These interferences caused
differences between the experimentgl value and the recommended
value to range from +39.17% to +l9h.5%. This trend was {wther
documented by the results for BCR-1, with the lowest
aluminum and potassium and the highesf caleium content,
which showed the lowest difference frém the literature values.
'The only other interferenc occdred when using the atomic
absorption method where iron caused a slight siénal enhance-
ment,

The results for detection limits, illustrated in
~ Tables 47, 49 and 51, show that the emissionﬂﬁechniques have
lower detection limits (by a factor of 10) than for atomic
absorption. The flame emission method was the lowest at
0.0011 ug/ml with plasma emission close at 0.0019 ug/ml.
Atomic absorption was rather higher at 0.0176 ug/ml, The

optimum detection limits for these methods are 0.0005 ug/ml
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for the flame methods (Varian Techron, 19?2); and 0.0007
ug/ml for plasma emisgion_(Spéctrémetricé Inc., 1972). Only
the emission experimental values are within a factor of five
of the reported oplimum values. |

Thié;?é also true for the sensitivity figures (Tgbles‘
46, 48 and 50) with the emission maximum sensitivities in the
region around l.O‘Pg/hl (flame, 1.5219 ug/ml and plasma,
0.9359 ug/ml) and the figure for atomic absorption being much
‘1ower‘at 0.1140 ug/ml, |

The repfoducibility data for the three techniques are
similar, with relative standard deviations for flame and plasma
emission and atomic absorption data being 0.482%, 0.698% and(\‘
O.L?l%. Statistically, there is no significant difference,
at the 5% level, between any of the variances on the mean
values obtained by these methods. Sample plots are illustrated
in Figures 32, 3% and 36. -

Thigz?g'true also for the stability data, with none
of the methods having much drift from the mean over 6-8
minutes and little noise. The noise values for these methods
are 1.2%, 2,7% and 2.2% for atomic and plasma emission and
atomic absorption. The blank noise levels by the emigsion
techniques are similar with 0.0015 ué/ml for flame and 0.0040
for plasma. The figure for atomic absorption is lower

(0.0005 ug/ml) due to the low gain needed to get a maximum

signal. All these noise values are low and indicate that all
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the methods tested"aré qﬁiet with very good stability.
In termsAof accuracy, values obtained by all three

methods wére poor. ‘The gsamples with. the greatest calcium
. content with respect to the interfering elements, aluminum,
sodium and potassium, gave the closest results to the
recommended figﬁres. The results bj these methods are listed
" in Tables 53a to 53c and summafized here. BCR-1 gave 7.36%
Ca0, A.98% and 7.437 for flame and plasma emission and atomic
absorption against'a recommended value of‘6.92% Cal0. - This
corresponds to 9.2%, +0.9% and +7.4%.differences from that
value. The results for both GA and NSX-RP are -intermediate

in accuracy with respect to BCR-1 and NBS-70a., The experimental
Ca0 contents for GA, against a recommended Qalué of 2.45% Ca0,
were 3.17% (129,6% difference), 2.80% (+1%.37) and 2.99%
(+22.0%)., Ca0 contents for NSX-RP, against a recommended
- figure of 2.,10% Ca0, were 2.56% (+21.9% difference), 2.53%
(+20.5%) and 2.65% (*+26.2%). The rather poor results for the
Ca0 content of NBS-70a by flame and plasma emission and atomic
absorption were as follows; 0.17% Ca0 (+50.9% difference),
0,32% (+194,.5%) and 0.15% {+39.1%). In general, the plasma
emission values were closer to the literature values fof these
‘samples, with the exception of NBS-70a, than were the results
by either of the flame methods. The values by atomic
absorption were usually closer than the atomic emigsion

values by several percent, Statistically, neither atomic

NS
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ébsorption proved to be signif;cantly different (more
accurate) than plasma emission (Table Séa[ b, ¢). In both
cases (plasma emission VS, atomic abéorﬁtionjand vh; atomic
emiésioﬁ) the means of two data sets were not significantly
different at the 5% level while two were, Of these‘two} plasma
emission was closer to the recommended value than the Tlame
in one case while the flame method was the closer on the
apperent

other. There was a more A difference between the flame
methods. Again the means of tWo of the four data sets were
not significantly different but of the other two, both means
by atomic absorption were closer to the recommended value.
On this basis, the atomic absbrption methods proved to be a
fraction sore accurate than the flame emission method. The
results by plasma emission tended to be closer to the
recommended figure except for gample NBS-70a. This sample had
a much- lower.Ca0 content than the o%her samples.‘ As no clear
difference in accuracy could be proved between atomic
absorption and plasma emission, this extreme inaccuracy
{(+194,5%) at low concentrations of calcium by plasma emission
becomes an important factor. Because of this, the recommended
method for use when dealing with low concentrations of calcium
(less than 0.75 ug Ca/ml) must be atomic absorption while
plasma emission is recommended only at hlgher conentrations.

In general, precision by these methods was not very

good either with relative standard deviations ranging from
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0.6061% to 10. 787455 for'atémic emission, 1.5553% to 4.5333%
for plasma emission and from 1.9242% to 4.7381% for atomic
absorption. Statisfically. the variances fpoh‘the meéns of
the défa sets by atomic absorpfion and by plasma eﬁissibn
were not clearly differenf‘(Table 565. b, ¢). Two sets were
not sigﬁifioantly different while the othef two sets went
one each way. This was not the case.between atomic emigssion
and plasma emission or atomic absorption. In both cases
atomic emission was éiearly, but not overwhelmingly, more
_precise (see_Tableé 56a, b, ¢). There was no apparent
correlation between the relative standard deviation figures
and the éalcium contents of the samples. |

‘ 'fhe only probleﬁ encountered,and which waslcommonl .
to all three techniques,was an erratic instability in the
observed reédings. This was not apparent iﬁ the short term
4a§ illustrated by the good reprodudibility results, but only
over a longer time span. This resulted in rather poor
preéision figures for N5X~RP, where there were many more
repetitions made than for the other samples. The instability
took the form of erratic and occasional increases in the
oLbgerved peaks, not of sufficient size to merit immediate'
rejection, which lasted up to ten minutes followed by =a refurn
to the original state. This caused a greater variation in
the calculated results than would qrdinarily be expected,

Apart Ffrom this, none of these techniques offer much
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‘advahtape over each other in éﬁy resﬁéct except fbrAfhel
better opelator comfort from the use of the 'cooler" plasma
arc and. the eaqe of operation of both emission methods.

On the whole, the plasma emission method is somewhat
more useful than the flame methods so long as the calcium
content of the sample solution 1s_g;eater “than 0.75-1.0 ug/ml.
For concentrations, less than that, either of the flame

methods would be gatisfactbry for use.

L]
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~ TABLE 46

, Calcium by Plasma Emission
’.t'*%"!“.'*'?‘."H'_***‘L"&**%*******%*******%*%*****%*****.**'ﬁ'*****

Working Conditions
Wavelength 393.367 nm, Gain 14
31it width 6 microns, Flasma current used = 7.5 Amps

Transmission mode
***ﬂ-**ﬂ-*****%'ﬂ-%%**%**%**%****%%**-ﬂ:%* 3326 20 4 A0 A0 3 3 48 3 30t

CONC. OF ACTUAL AVERAGE
STANDARD READING REP}DING
. ug/ml 5T : 5T
**********%*%**%******‘H‘*****#******f#*******%**%**%*
0.5 _ 48,0 | 46,8
0.5 ‘ _ 45,6

$9b 3 3RS AR IS SR 26 R0 336 30026 48 30 40 A AL S AL A SR RS R R ST R A R

THE SLOFE IS 93.5999

THE ‘INTERCEPT IS 0.06000

THE CORRELATION COEFFICIENT IS ,99999
THE SENSITIVITY IS 0.9359 ug/ml
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TABLE 47

. \ S .
. Detection Limit for Calcium by Plasma Emissio
v T T T R T Ty R e e Y T L 2 R R

.

< Working Conditions
Wavelength 393.367 nm, Gain 14
S1it width 6 microns, Plasma current used = 7.5 Amps
Transmission mode ' '

-!!-*-!HI-**'!!-**'H-*%Hi"ﬂ-*****#***%*%******************%%%*****
1 L} -

* CONC. OF ACTUAL
STANDARD READING

. ¢
u /l‘lll: s
35 2640 A6 3000 30 34 30 3 44 36 3030 26 34 44 5 3026 3 20 2040 I 20 44 4 3F 3535 36 45 2040 1045 36 S0 3E S0 A 0 S 20

Blank 0.0
' 0.1

0.1

0.2

0.1

-0.1

-0.1

0.1

- 0.1

0.0
3034 45 34 3 S A S5 AE 46 3546 230 B30 330 40 40 3F 3040 30 2 JE 4820 SR 20 30 30 020 RS I3 3 S0 AR 20 3 A

THE MEAN IS 0.05 |

THE STD. DEVIATION IS 0.0921

THE SLOPE IS 93.5999

THE DETECTION LIMIT IS 0.0019 ug/ml
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" "TABLE 48 \S\’

. Calcium by Atomic Emisgion
: *‘.!-*********%****%****#***#****'ﬂ-****-ﬂ-***##*%*****

Working Conditions
Wavelength 422.700 nm, Gain 7
- S1it width 25 microns
Support gas used wag nitrous oxide
Flame stoichiometry was reducing

Transmission mode .
*******#***#%****##**#****#******%**i&********%%ﬁ

CONC. OF ACTUAL .. AVERAGE
STANDARD READING READING
ug/ml 74T » .
%**ﬂ-***%****%***#***%*****#****#*#**%********#**
0.5 77.0 76, 1L
0.5 75.2

******%**%********%*%**%*************%********%*

THE SLOPE IS '152,1999

" THE INTERCEPT IS 0.0000
THE CORRELATION COEFFICIENT IS 1.00000
THE SENSITIVITY IS 1,5219 ug/ml

s

Ly
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TABLE 49

Detection Limit for Calcium b{ Atomic Emission
****%******#*********%*%****** PETE S S S Y XL X 88 E 5

‘Working Conditions
Waﬁelength 422.?00'nm; Gain 7 -
31it width 25 microns
Support gas used was nitrous oxide
Flame stoichlometry was reducing

Transmission mode _
*-ﬂ--l:‘-*-ﬁ--?!--n--ﬂ-***#4&************ﬁ-%*%***************’.&*%*

CONC. OF . ACTUAL
STANDARD . READING
Cug/ml ' 5T
********‘E‘****%'ﬁ-*%ﬂ'*****‘.i“.@-%'ﬁ'%***%%*—%%*********ﬂ%*
BDlank C Q.4
9.6
9.5
9.4
9.5
9.4
9.6
9.3‘
9.5
» 9.5

%****%*%*%**%%**%*%*%%**%********#*%%%**%%%*%%**

THE MEAN IS 9.47

THE STD. DEVIATION IS 0.,0500

THE SLOPE IS 152.1999

THE DETECTION LIMIT IS €,0011 ug/ml
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'TABLE 50

Calcium bg Atomlc Ab%orptlon
it

AR 2 A AR 0 AR B B SR 38

FEIE A3 T 220 36 AR 2 AR S B B3 e B N

Working Conditions

Wavelength 422,700 nm, Gain

S1it width 50

microns, Lamp current used = 8 mA

Support gas used was nitrous oxide

Flame stoichiometry was reducing

Absorption mode
3B S AE I I 0 330 200 20 S IR A I 20 A A AR A R AR A B 2 2t

conNc.. CF ACTUAL . AVERAGE
STANDARD ) READING READIN
. ui - %eAbs %Abs
**““***“*“**%***“**%%#%%%**““*%*******4******
O.S 5'3 5'3
1. 11.9 11.9
2 22.9 23,0
3 34,1 L340
Gn5 5'3
i 11.9
2 23.1
3 33.9
‘***%%#*%%%************%******%**%****%**%%*%%%*ﬁ*
"

THE
THE
THE
THE

SLOPE IS 11.4042

INTERCEPT IS 0.0060

CORRELATION COEFFICIENT IS ,99982
SENSITIVITY IS 0,1140 ug/ml
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TABLE 51

Detection Limit for Calcium by Atomic Absorption

0 34 ﬂ-*****##********************ﬁ************ilf**
. Working Conditions

Wavelength 422.700 nm, CGain 1 |

© S1it width 50 microns, Lamp current used =8 mA

Support gas used was nitrous oxide

‘Flame stoichiometry was reducing

Absorption mode
2 ‘
*'ﬂ-***%****#***%*******%HH(-!E*%*********%%%%******%

CONC. QF ACTUAL
STANDARD ’ READING
ug,/ml i ' SAbs
****‘ﬁ'***‘}%*1‘1’***%*******ﬁ'*%***ﬁ'***j************ﬁ**
Dlank : 0.9
' 0.8
0.8
0.9
0.8
1.0
1.0
1.0
1.1
1.0

-!1-’.’:*-’A—'ﬁ--ﬁ'*%{-#ﬂ*****%**-H-**:ﬂ-******#********#**%*4&%%*%

. THE MEAN IS 0.93
THE STD. DEVIATION IS 0.1004
THE SLOFPE IS 11.4042
THE DETECTION LIMIT IS 0.0176 ug/ml
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TABLE §2a

Summary of Comparison Parameters - Calcium

(ug/ml)

0.0005

Plagsma Literature Atomic  Literature
Emission (1) Absorption (1)
Detection Limit  .0.0019 0.0007 0.0176 0.0005
(ug/ml) | . .
- max, Sensitivity 0.9359 - 0.1140 -
(ug/mi) o
reproducibility -
mean 17.86 - 22.61 -
~ {ug/ml) |
standard _
deviation 0.124 - 0.106 -
(ug/ml) )
rel. std.
deviation 0.698 - 0.471 -
(%)
stability
drift +/-0.3 - +/-0.5 -
(analogue
units
noise 2.7 - 2.2 -
(%) '
noise level 0.0040 - -

(1) Spectrametries Inc., 1972

(2) Varian Techron Ltd., 1972

!
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TABLE 52b

. Summary of Comparison Parameters - Calcium

: : ' Plasma Literature  Atomic Literature
"L Emission (1) Absorption ()
Detection Limit 0,0019 0.0007 0.0011 0.0005
(ug/ml) : , , o
max. Sensitivity 0.9359 - 1.5219 -
(ug/ml) : :
reproducibility : . ‘
" mean 17.86 - 18.61 ' . -
" (ug/ml) '
gstandard ' 3 !
deviation 0.124 . - 0,089 -
(ug/ml) '
rel, ‘std.
d?x%ation 0.698 - T 0,482 . -
_stability
d?ift | ©+/-0.3 - © 0.2 ' -
analogue :
units%u
noise 2.7 ‘ - 1.2 -
(%)
noige level 0.0040 - 0.0015 -
(ug/ml)

(1) Spectrametries Inc., 1972

(2) Varian Techron Ltd., 1972



TABLE 52¢

Summary of Comparison Parameters - Calcium

Atomice Literature Afomic Literature
Emission (1) Absorption (2)
Detection Limit - 0,001 0.0005 0.0176 °~  0.0005
(vg/ml) o
max, Sensitivity 1.5219 - 0.1140 -
(ug/ml) - .
reproducibility
mear 18.61 - 22.61 -
(ug/ml) -
standard _ _
- deviation 0.089 - ' 0,106 -
(ug/ml)
rel. std. ' :
deviation 0,482 - 0.471 -
(%)
gtability : o
drift 0.2 - +/-0.5 -
(analogue
units)’
noise . 1.2 - 2.2 -
(%)
noise level 0.0015 - 0.0005 -
(ug/ml)

(1) Spectrametrics Inc., 1972

(2) Varian Techron Ltd., 1972
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TABLE 55
Wavelength, Dilution Factor and Standard Selection - Calcium

Plasma _ Atomic - Atomic
Emigsion Absorption “Emission
standards required 1, 2, 3 0.5, 1, 2, 0.5, 1, 2,
o 3 3 '
dilution factors - ! )
alternate wave- : ‘ C '
lengths (in 393.367nm L22.700nm 422.700nm
order of 396,847 239.900 . 239.900
decreasing L22.700
sensitivity)
TABLE 56a

Statistical Comparisons .
Atomic Emission vs. Plasma Emission - Calcium.

Sample NSX-RP GA  NBS-70a BCR-1 Reproducibility
' - data
~t- test on
means (1) NS S* s NS -
F- test on : ‘
variances - S¥ S S S NS
of means . '

(2) | S - | )

(1) NS - means are not significantly different at 5%
significance level. _

S - means are significantly different at 5%
significance level, with atomic emission
mean closer to rec, value.

S* - means are significantly different at 5%
significance level, with plasma emission
mean closer to rec. value.

(2) NS - variances are not significantly different at
5% significance level.

S * - variances are significantly different at 5%
significance level, with atomic emission
variance lowest.

S* - variances are significantly different at 5%
significance level, with plasma emission
variance’ lowest. i
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TABLE 56b
Statistical Comparisons

Atomlc Absorptlon vS. Plasma Emission - CaIC1um

Atomic

Sample NSX-RP GA .NBS-70a  BCR-1  Reproducibility
: data
" t- test on . .
means (1) NS S# S NS -
F=- test on. ‘ .
variances . 5% NS NS S NS
of means
(2)
_ TABLE 56¢
Statistical Comparisons
Absorption vs. Atomic Emission - Calcium

Sample NSX-RP GA . NBS-70a BCR-1  Reproducibility
o data

t- test on :

means (1) NS S ) NS , -
F- test on

variances S S* NS S# NS

of means

(2)

(1) NS - means are not significantly different at 5%
' s1gn1flcance level,

S means are significantly different at 5%
significance level, with atomic absorption
mean closer to rec. value.

S#* means are significantly different at 5%
significance level, with atomic emission
mean closer o rec. value.

(2) NS Vvarlances are not significantly different at
. 5% 31gn1flcance level.

S variances are significantly different at 5%
significance level, with atomic absorption
variance lowest.

g*

variances are significantly different at 5%
significance level, with atomic emisgion
variance lowest,
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The wavelength selection for magnesium analysis by
~atomic absorption is not extenéive with only one very
sensitive line, 285.213 nm, and another less sensitive line
at 383 826 nm. The most sensitive line was used in this
study. There is a greater selection available for use with
the plasma emission technique. Both neutral atom and ion
lines tested, 279.553 nm and 280.270 nm, were both sub- o
gstantially more sensitive than were the neutrai‘afom lines .
tested, 285.213 nm and 393.826 nm. The 279 nm line was used
in this study_but‘the 280 nm line can be recommended as an

u

.alternate for use with more highly concentrated solutions.

The calibration curves for“both‘techniques éhow”a
good fit with the data points, with correlation coefflclents
ranging from .99976 to .99997 for both. The- standards prepared
ranged from 0.1 ug Mg/ml thréugh.BO ug Mg/ml. A lower range
(up to 1 ug/ml) was used for the atomic absorptlon analysis
where a ten-fold dllutlon was normally uqed while the hlgh
range (from 5 - 35 ug/ml) was used with the plasma emission
where no dilutions were necessary.

There-were no apparent chemical interferences when
using the plasma emission technique but, at the 279 nm ﬁave—.
length, - there #as some spectral interferences from iron and
manganese. Thé mos¥t sehsitive manganese line is at 2?9.¥82 nm,

too close to the magnesium 279.553 nm line to be resolved
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separately. mhere are also many mlnor iron llnes in that
reglon as well.as a relatlvely strong line at 279, 555 n;.
The same problem ocecurs when u51ng atomlc absorption at
285, 213 nm as there are many minor iron llnes there plug

relatively strong iron and sodium lines at 285,150 nm and
285.281 nm. The iron interference was substantial but the
‘sodium line did not affect the results. Aluminum caused some’
ihﬁerference‘throegh ionization. This was not vefy substantial
however, |

Detection limit data (Tables 58 and 60) show that

the plasma emission technlque has a slightly lower detectlon
limit than that of atomic absorption (0. 0035 ug/ml.vs, 0.0052
ug/ml). Th;s value for plasma emission is aprroximatély one-
helf of the optimum value (0.007 ug/ml) listed by Spectra-
metries (1972). The figure obtained by atomic absorption

is roughly ene order of magnitude higher than the optimum -
value of 0.0003 ug/ml (Verian.Techron. 1972), The sensitivity
values follow a similar trend with the maximum figure obtained
by plasma emission, 0.8475 ug/mi, Being somewhat better than
that obtained by atomic absorption (0.3188 ug/ml). This is
due to the greater_flexibility of the emiesion technique with
respect to the gain control.

The reproducibility data (Figures 38 and 40) for the

two methods were similar, with the atomic absorption data

'indicating gslightly better reproducibility than that for
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plasma emissibn., The respective relative staﬁdard deviations
were 0,481% and 0.815%., The variances of “the means over six
repetitions were not signifibéntly different ét the 5% level
in@icating that neifher method gives clearly more reproducible
results than the other.

The data from the stability plots (Figﬁres 38 and
40) show that the.signal is considerably noisier when usiﬁg
plasma emission; the noise on the signal being 4.35% versus
2.05% for atomic absorption, These figures point out thgt
both methods are relatively noisy. The blank noise levels
of. 0,0229 ug/mi and 0.00lOvug/ml_mofe c¢learly illustrate the
difference in noise between these methods. .The value for
atomic absorption is quite low with a high signal-to-noise
ratio buﬁ thebfigure for plasma emission is only fair. Drift
was not signficant using étomic absorption (+/- 0.3 units)
but the signal tended to drop off (-0.9 units) when-using
plasha emigssion. This was mostly due to the electrode
geometry being off rather than an actual flaw in the method.

The atomic absorption method proved to be significantly
mo;e accurate than plasma emission (Tables 62 and 65) in all
cases. Neither method was very accurate but the plasma
emission results were much fﬁrther from the recommended
values than were the résults by atomic absorption. This was
due to the relative effect of the interferences on each methodf

The values obtained and their differences from the recommended
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. figures are listed‘in Table 62. The sample containing-the

‘highest concentration of iron and mangaﬁese (BCR-l)Vproved

to be the one most . affected by these interferences

" with both methods. The differences from the recommended

value were great, with *55.8/% for plasma emission and +21,1%

for atomic absorption. The>samp1e, with the next highest

concentrations of iron and manganese (NSX—RPS, gave

correspondingly high results (+40.0% and *14.1% high).

Sample NBS-?Oa.should not have given any results at all as

the meénesium content in this- sample, according to Flanegen

(1976), is negligible. Definite peaks were reeorded for this

- gsample by both methods. The‘value obtained by plasma emigsion,

0.052% Mgl, was higher than that by atomic absofption, 0.043%

Me0, illustrating the relative effect of the interferences

on the magnesium results. ™
The results of the precision comparisons were similar

to the preceding‘as the veriances of the means by atomic

absorption were significantly different (less) at the 5%

level than those associated with the plasma emission tech;

nique. The one exception to this was sample BCR-1 where u

there was no significant difference between the variances

With both methods, the relative standard deviations were only

fair to good, ranging from 1.8430% to 3.8440% for plasma

emission and from 0.9873% to 2.7097 for atomic absorption.

The plasma emission technique had one advantage over
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~atomic agéorntlon1 thaf no dilutions were necessary, for any

‘of the samples./;o keep within the worklng range of the

method. Dilution factors for atomlc absorption varied frem
ZEero (NBo-?Oa) to one hundred (BCR-1). This caused delays

in enalysis ag the proper dilution factor was determlned. As
for manganese, no problems occured with either method with
the notable exceptlon of the interferences. ;Both the accﬁracy _
and the precision by atomlc absorption were significently
better than by plasma emission due to the combined effects
of the increased noise and greater interference problem on
the plasma em1551on method. The detection limit and

sensitiviﬁy alues bY plaema emission were better than those

by atomic abs ption but this doeg not counterbalance the

grave inaccuracy 0 the results obtained by plaema emission.
As a result, the atkT c absorption method must be preferred
over plasma emission in the analysis for magnesium because of

the accuracy and precision errors found when using the plasma

emission tehcnique.
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TABLE §7

Magnesium _{ Plasma Emission
*“********#*ﬂ%***ﬂ%** ****#*********ﬂ****ﬂ***********

Working Conditions
Wavelength 279,553 nm, Gain 16
S1it width 10 microns, Plasma current used = T 5 Amps-

Transmission mode
****%**#*************%*%%%**%*#*%******#%ﬂ%********%%

CONC. OF - ACTUAL ) AVERAGE
STANDARD . READING - . READING
ug/ml : 4T .
***%******%%%***ﬁ*%**?***********%**********%*****%**
0.1 - 9.3 e ay20
0. b 33.6 33,80
0.1 - 9.1 )
0.4 34,0

%%%*****%****%**%%%************ﬁ%****#%*****%%**%%*#%

THE SLOPE 1S 84,7586

THE INTERCEPT IS 0.0620

THE CORRELATION COEFFICIENT IS .99976
THE SENSITIVITY IS 0.8475 ug/ml
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TABLE 58

Detection Limit- for Magnesium bX Plasma Emission /
*%******%***%***********%**%*** ********************%

| Working Conditions
ﬁavelength 270,553 nm, Gain 16

g11i€ width 10 microns, Plasma current used = 7.5 Amps

Transmission mode .
***#***%%*%***%%#***%*%*****%*****%***%****%**%***%**

CONC. . CF ACTUAL
STANDARD ‘ S _ . READING
%**géég%**ﬁﬁﬁ*****%%******%**********%*#*ﬁ#***ii***%*
Elank B ., 0.1

' : 0.2
0.0

0.4

0.2

0.1

0.l

0.4

0.3

’ 0.0

%*%*%%***ﬁ******%****%%**%%**%*%***%***%**%**%%%***%*'

THE MEAN IS 0,21

THE STD. DEVIATION IS 0.1513

THE SLOPE IS 84,7586

oHE DETECTION LIWIT IS 0.0035 ug/ml
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| TABLE 59

Magnesium by Atomlc Absorgtlon '
SHAE S AL HE A

Working Conditions
Wavelength 285,213 nm, Gain 3
S§1it width 100 microns, Lamp current used = 3 mA
Support gas used was nitrous -oxide ' |
Flame qtolchlometry was oxidizing

Absorption mode _
-'.‘t-*-l!-*-!!-ﬂ--ﬂ-*-ﬂ-**-‘.E-*%-ﬁ-*********%*%ﬁ--!‘:***if%*%*i&**i&****%**%*

CONC. OF . ACTVAL -  AVERAGE
STANDARD READING - READING
ug/ml Abs TAbs
*************%********%*********“**ﬁ'*‘}***********
0.1 . 3.3 3.35 .
0.2 6.2 6.35
0.3 9.k ' 9.50
0.k 12.7 ' 12.80
0.1 En

0.2 6.5
0.3 9-6
0.l 2.9

it—%*-ﬁ'-ﬂ-**** %**%****%*%**%*i&*******%***%’.&-*%ﬁ-**-ﬁ-*%***

THE SLOPE IS  31.8846
THE INTERCEPT IS 0.0096
OHE CORRELATION COEFFICIENT IS .99992
THE SENSITIVITY IS 0.3188 ug/ml
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TABLE 40

Detection Limit for Magnesium by Atomic Absorption
**************************************************

Working Conditions
Wavelength 285,213 nm, -Gain 3
S1it width 100 microns, Lamp current used = 3 mA
Support gas used was nitrous oxide
Flame sfoichiometry was oxidiziné

LN

Absorption mode .
**********%**%*****%*#*****%***************ﬁ******
CONC. OF L ACTUAL
STANDARD READING
ug/ml FAbs
%***#*******%*#*******%************%**********%***
Blank 0.7

0.7
0.5
0.7
0.6
0.6
. 0.6
0.6
0.7
0.6

**#**%**%******#*%**%#*****%**%*****%*****%***%*#%

THE MEAN IS 0.63

THE STD. DEVIATION IS 0.0640

THE SLOPE IS 24,3923

THE DETECTION LIMIT IS 0,0052 ug/ml



e

T o _._‘ Wt 3 Q
L a‘ﬁM-HO T
uo mﬂ.m
h
<
. Sl
Jd0
. nw.o :
h
,ﬁgd
.\._
rP;ﬂ i
.H
b b .
.Hﬁwm
m
&
.m.ﬂ
.r.m




T lbb

TABLE 6]

Summary of Comparison Parameters - Magnesium

Plasma Literature Atomic Literature
Emission (1) Absorption (2)
Detection Lfmit  0,0035 0.0070 0.0052 0.0003
(ug/m1) ‘ - .
max. Sensit1v1ty - 0.8475 — 0.3188 -
(ug/m1) :
reproducibility
mean , 11.56 ~ 12.00 -
{ug/m1)
standard : ‘ '
dev1ation 0.094 - 0.057 -
(ug/m1) '
rel, std.
devlatlon‘ 0.815 - 0.481 - -
(ug/m1)
stability )
drift ~0.9 - /0.3 -
(analo§ue ’
units
nodse 4.5 - 2.0 -
(%)
<noise level 0.0229 - 0.0010 -
(ug/m1)

(1) Spectrametrlcs Inc., 19?2

(2) Varian Techron Ltd, , 1972
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- TABLE 64 _ _
Wavelength, Dilution Factor and Staﬁdérd Selection - Magnesium

Plasma Atomic
_ Emission Absorption
standards required 5, 10, 35 0.2, 0.3, 0.5,
T o L0
dilution factor required L nil 0, 10, 00
alternate wavelengths - 279, 553nm 285.213nm -
(in order of decreasing . 280.270 383.826
sensitivity) - 285.213 '

383,826

TABLE 65 .
~ Statistical Comparisons
Atomic Absorption vs. Plasma Emission - Magnesium

. Sample NSX-RP GA  NBS-70a’ BCR-1. Reproducibility
. ) data

t-test on . : ' :
means (1) S S s S -

F-fest on
variances S S S . NS NS
of means -

(2)

-

(1) NS - means are not significantly different at 5%
significance level,

S - means are significantly different at 5%
significance level, with atomic absorption
mean closer to rec. value.

S* - means are significantly different at 5%
significance level, with plasma emission
mean closer to rec. value.

(2) NS - variances are not significantly different at 5%
significance level. .

S ~ variances are significantly different at 5%

significance level, with atomic absorption
- variance lowest.

S#¥ -~ variances are significantly different at 5%
significance level, with plasma emission
variance lowest.
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‘Afomic absorption was not used in the analysis for
potaésium as the bést and most often used flame method is
atomic flame emission. There are two useful wavelengths
avéilable in the .analysis for pbtassium by emission tech-
niques. The most sensitive of theqe, 766.490 nm, is the
'recommended flame emission line (Varjan Techron,.1072) and was
so used. The other line at 769.896 Q?, proved to be. Slthtly
less sensitive but is the recommended line for plasma emission
(Spectrametrics Inc., 19?2). The 766 nm line, when used with
the plasma technique, showed a severe negative deflection in
thé calibration curve al potassium concentrations greater than
40 ug/ml. The 769 nm line was linear through concentrations
up to 129 ug/ml. Both lines were used with plasma emission
depending on the potassium content of the sample.

Weither em1s31;;ig;$% very high correlatlon coefficients
for their calibration curves; flame ranging from .99387 to
.99679 and plasma ranging from .99425 to .$9790. This is due
to the tendency of these lines to flatten due to ionization
~at higher concentrations of potassium. The standards prepared
were from 0.5 ug K/ml to 129 ug K/ml, with  one series
(0.5-4 ug/ml) being used with the flame method and anvther
series, 12,9 - 129 ug/ml, with the plasma method.

Interferences were minor when using the flame excitation

source. No chemical interferences were noted and the only
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gpectral interferant Was sodlum, and that was only to a minor -
degree. This did not pose any problem as all the qolutlons
'used with flame emission were dlluted by a factor of at least
five. Plasma emlss;on, on the other hand, while not hav1ng
any cﬁemical interferences.'did show a substantlal inter-
ference -by magne51um which has a low 1nten51ty lTine in the
766 nm region. This interference by a 35 ug mg/ml solutlon
was equivalent to a potassium concentration of approximately
b ug/ml or roughly 12% of the results on a typical sample.
Iron also ehowed a sllght interference but it wds not sﬁb—
stantial. These gpectral inter . ferences were important as
none of the solutions used with plasma emission were diluted.
fonization was also a problem when using the plasma 
source but this was.slightly reduced by lowering the plasma
current to 6.5 - 7.0 amperes. This interference was ﬁost
apparent in the samples with-the.least potassium content
(3CR- l) and was not as evident in the samples with higher
potassium contents (NVS-70a). This trend was apparent when
a ten-fold dilution of sample NBS-70a was run. The results
of those solutions were hlgher than the undiluted golutions

by 2.1% K,0 on a recommended content of 11.80% K,0 (15.5%

vs. 13.4%).
Detection limit data (Tables 67 and 69) degonstrate
clearly the better response by the flame method to potassium. -

The figure obtained using flame emission was 0,0012 ug/ml



7

Which'combarES very favorably with the optimum figure of
0,003 ug/ml for atomic absorption (Varian Techron, 1972).
No optimum detection limit data was available for atomic

emigssion. On fhe other hand, plasma emissioﬁ'gavé very poér.
‘results with a detection iimit 6f only 0,1968‘ug/m1 which doeé
;not éompare favorabl&'with the optimum figure of 0.0007 ug/ml
(Specﬁramétfics-lnc,;.19?2).. This is due to the poor sensi-
tivity to potassium shown by the plasma source in this study.
This problem is;ev;dent when the yalués Tor sensi-
- tivity.are cdmpared.. Using.flamé emission, an excellent"
max imam senéitivityiéf 1.4009 ug/ml wes obtained. This is
'aboﬁ% two orders of magnitude greater than that by plasma
emiésion, which gave a maximum sensitivity of only 0.0189
ug/ml. This lack of sensitivity could be due to extreme
jonization of the potassium and unfortunately there is no
strong ion line avéilable, The ion line at 404,414 nm was
tested and was found to be'vefy insensitive as expected,
having a low intensity figure of 40 as compared to an
intensity of 1800 for the 766 nm neutral atom line (Zaidel
ét al, 1970). The addition of lanthanium to the sample
solutions and standard solutions would reduce;&he ionization
of the potassidm'and could increase the sensitivity by plasma
emission.

The reproducibility of thgge emission methods over

: o
six repetitions was good with low relative standard deviation
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-values. The flame methed gave slightly lower values but
' statistically. there was no siénifiéant difference between
the variances about the means fdr these two techniques., The
low relative standard deviations by the atomic and plasma
emission mefhods (0.4?1% and 0,710%) indicate good reproduci-
bility.. | o

The sfability data (Table 70 and Tigures 42 and hi)
show‘that, as for magnesium, the signal is'cdhsiderably
rioisier when using plasma emission,with noise on the signal
-being 3.1% compared to 1.2% for the flame source. The blank:
noise levels show.the.same pattern with a Qefy quiet 0.00C4
ug/ml for flame emission and a noisy O;@560 ug/ml using
plasma emission. .Drift.was not important in either case but
the flame method showed a smaller drift (0.2 units) than did
plasma emission (-0.7 units). On the whole,. both techniques
showed good stability but the plasma technique produced
greater noise levels than did the flame method. -

As for magnesium, the flame method proved to be
significantly more accurate than plasma emission in all cases
with one exception., This exception was sample NéS—?Oa where
the means were statistically not different at the 5% level.
This was due to the high variﬁﬁce values of the flame méthod.
These high values were caused by one poor forty-fold dilution

probably in error, which naturally inecreased the variance

values., The accuracy was good at 11.83% K20 or *0,3% different

»
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frpm the recommended value of 11.80%., This is much closer ’

than the plasma value of 13.42% K,0 (+13.7%). All other

mean values for the sample data sets were significantly
- different at the 5% level, indicating that the flame.method
is significantly more accurate than the plasma technique. .
- See Tables 71 and 74 for the results. ,
The comparison with respect to precision is similar
with.tﬁe same exception. In this case plasma emission is
significanély more precise but:as mentioned earlier, this. was
due to the dilution error rather than being due'to analyticalgy

method. All other comparisongshow that the atomic emission

technique is gignificantly more-precise {(significantly different

-

at the 5% level) than the piasma.emission technique, The”
results are summarized in Tables 71 and 74 with relative
standard deviations ranging from 0.2400% to 0.8788% fér flame
emission (NBS-70a: R,5.D. = 9.3860%) and from 0.5107% to °
3.1161% for plasma emission.

The only advantages that the plasma emission technique
has over the flame method are cooler operation for operator
comfort and the fact that no dilutions are necessary. Even
“this last point is not necessarily valid as the samples could
have been run undiluted by flame emission without problems.

It is apparent, then, that the use of atomic emission is to
be preferred when analysing for potassium instead of using

plasma emission. This observation is based on the superior

[}

i 4
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sensitivity, detection limit, accuracy, precision and'lgwer

noise levels available with atomic emission.
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- TABLE &6

Potassium by Flasma Emission
**#*%%*****%*****%*************%*******************%*

Working Conditions
Wavelength 766,940 nm, Gain 13
S1it width 12 microns, Plasma current used = 7.0 Amps

Transmission mode .
*******%***%*%*****%%****%**%**%*%%*****%*%*********%

CONC. OF ACTUAL . AVERAGE
STANDARD READING ©  READING
ug/ml 7T , T
***%****%***%%******%*%*%*%*****%%**********%*%******
1 2.4 o 2.35
L , 9.4 $.55
12.9 N 2l 6 25,10
1 2.3
L 9.7
12.9 ' - 23.6
****%%%%**%**%*%*%%**%%%%**ﬁ*%*%**%*%%***%**%%**%%%%%

THE .SLOPE IS 1.8982

THE INTERCEFT IS 0.1832

THE CORRELATION CGEFFICIENT IS ,99658
THE SENSITIVITY I3 0.0189 ug/ml

q
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_.TABLE &7

.Detection Limit for Fotassium by Flasma Emission
3 N 4 R A A 0 3 4E 0 208 0 20 36 TR A0 SH 0 20 30 36 20 30 S0 AR U 3 30 JE 30 Ao A0 4L 030 030 JE 2 302 S5 4

Working COnditioné

~ Wavelength 766,940 nm, Gain 13 - -
SIit ‘width 12 microns, Plasma current used = 7.0 Amps |
Transmission mode
*ﬁ"!!'****‘ﬂj*%****%%***********%**%**%**ﬂ-***%********%%**

~

CONC. OF .  ACTUAL
STANDARD ¥ READING

ug/ml : _ ' T

*********#**?*******%*****%**%***%**ﬁ***********’4’**%*

1 ~ . 2.4

1 2.0

1 2.0

1 2.2

1 2.2

1 2.5

1 2.3

1 2.6

1 2.4

1 2.3

A0 I A R S 3B I IR A SE S 2 S 3t 2 AL Je e L AL S0 I S S A H N N N R

IR THE MEAN I3 2,25
THE STD. DEVIATION IS 0.1868
THE SLOPE IS 1.8982
THE DETECTION LIMIT IS 0.1968 ug/ml
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Potassium by Atomic Emission
***%*****%*?**#**ﬁ*****%*******************%%******

TABLE 68,

Working Conditions
Wavelength 766.940 nm, Gain 1
'Slit width 50 microns
Support gas used was air
Flame stoichiometry was oxidizing

Transmission mode
***%*ﬁ*%*********%*****%*%**#*%********%%**%**%**ﬁ*

CONC. OF ACTUAL AVERAGE
STANDARD . . READING ‘READING
ugfml %T P
*%************#%#*%******&***%*%****%#**#%*%**%%%**
0.5 70.0 - 70.05
'015 70.1 4 '

*%*******%**%**%******%*%***%%******%************ﬁ*

THE SLOFE IS 140.0999

THE INTERCEFT IS 0.0000

THE CORRELATICY COEFFICIENT IS .99999
THE SENSITIVITY IS 1.4009 ug/ml
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TABLE 69

Detection Limit for Fotassium by Atomic -Emission
FY TR EEY2E 28 -2 L8 2L B2 2. 0.0 8 £ 3 2 2 X3 5. 28 2-2- 0 2 5 XS0 58 3

_ Working Conditions
Wavelength 766,940 nm, Gain 1
S1it width 30 miecrons '
Support gas used was air
"Flame stoichiometry was oxidizing’

Transmission mode .
*****%***ﬁ******%**#**********ﬂ**##**%*******#*%***

~ CONC. OF \ | . ACTUAL
STANDARD : ' READING

ug/ml - . 5T

%******%#*****%%****ﬁ#**%***%***%*#*%*************%

Blank 1.5

1.6

1.5

1.6

- 1.8

1.6

1.5

1.6

o | 1.7

v : ' 1.5

**%*****#%*%#*********ﬂ%%*%*%*#***%**%****%%%*%###*

THE MEAN IS 1,60

THE STD. DEVIATION I3~ 0.08%%

THE SLOPE IS5 140.0999

THE DETECTION LINMIT IS 0.0012 ug/ml

i
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TABLE 70 .

‘Summary of Comparigson Parameters. - Potassiﬁm‘

J~*f’f“\h

Plasma Literature’ Atomic“A Literaturé
Emission (1) Emission - (2)
Detection Limit 0.1968 ° 0.0007 0.0012 0.003
(ug/m1) . .
max. Sensitivity  0.0189- - 1.4009 -
(ug/ml) ‘
reproducibility _
mean - ‘ 19.90 - - 16,60 -
- {ug/ml) ; :
standard
deviation 0.141 o= 0,081 -
(ug/ml) . B T
rel std.
deviation 0.710 - 0.491 -
(%)
stability ' &
drift . -0.7 .= 0.2 -
(analogue ' '
units ,
noise 3ol - 1.2 -
(%)
noise levei 0.4560 e 0.0004 -
(ug/ml) :

(1) Spectrametrics Inc., 1972
(2) Varian Techron Ltd., 1972
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_ " TABLE 73 _
. Wavelength, Dilution Factor and Standard Selection - Potassium .

-

Plasma ‘ Atomic
Emission - Emission
standards required - 12,9, 32,3, 1,2, 3, &4
. . 51,56
dilution factor required nil 10
‘alternate wavelengths - 766.,940nm  766.040nm
(in order of decreasing 769.896 769,896

gensitivity)

TABLE 74
Statistical, Comparisons
Atomic Emission vs. Plasma Emission - Potassium

Sample NSX-RP GA* NBS-=-70a BCR-1 Reproducibility
data

t-tést on :
means (1) S S NS S . - .
F-test on - . -~
variances S S SH - 8 N3 :

of means
(2)

(1) NS - means are not significantly different at 5%
o 51gn1flcance level.
S - means are significantly different at
' significance level, with atomic emisgion mean
closer to rec. value.’

S* - means are significantly different at 505
significance level, with plasma emission
mean closer to rec. value..:

(2) NS - variances are not significantly different at
5% significance e level.

S - variances are significantly different at 5%
51gn1flcance level, with atomic emission
variance lowest.

S* - variances are significantly different at 5%
signlflcance level, with plaqma emission
variance lowest.
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50DIUM

The'tﬁo methodé bf anglysis for sodium used were
flame emission and plasmd emission. VTﬁe reasqﬁs for this
are mentioned in ﬁﬁe discussion for'potassiuﬁ. ‘There are
several neutral lines available but no strong ion lines
available for use with emissioh'anaiYsis. The waveiength
couplet at 330. 29Q nm and 330.232 nm proved to. be very In—
sensitive as did the llne at 819. 482 nm. The other two lines
tested, 588, 905.nm and 589,592 nm, were hoth'useful with the
-latter belng sllghtly less sensitive and better for use with
higher qodlum qencentratlons and the former belng extremely
sensitive. The only drawback of the 588 nm line is a negative
deflection to‘thé calibration curve that limits its use to
low sodium concentrations of less than 30 ug/ml.

The lines of best fit on the calibration graphs were,
relative to other elements, fair fits with bétp methods naving
correlatiaon coeff101ents ranging from 99956 to .G99%1. .The‘
siandards prepared were from C.3 ug ha/ml to 30 ug Na/ml.

The .gerles of 0.3 - 3 ug/hﬂ. was used with flame
emission and the plasma emission method used the series
of from 15 - 30 ug/ml.

The major interference noted with the use of plésﬁa
emission was due to ionizatioﬁ. This required the sample’

solutions to be run at full strength as the results using

dilutions were much higher than the undiluted solutions.
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Potaqs1um was a major interferant. w1th both the flame and
plaqma methods. This became 1n51gn1flcant when running
dllutei sampleq as was done in thlq case w1th the Ifgme
excitation source. No other 1nterferences were noted,

The detection limits obtained using these two tech-
niques wéfe fairly low wi%h neither be%ng close to the optimum
figures. The loweqt 0.0018 ug/ml, was given by the flame
source and was six times greater than the optimum value of
0.0003 ug/ml llsted by Varian Techron (1972). The figure
sbtained by plasma emission of 0.0101 ﬁg/ml was somewhat
higﬁer than that bylflame emission and did not compare as
favorably with the Optlmum figure of 0.000% ug/ml as given .
by Spectrametrics. Inc. (1972), This data is listed in Tables
76, 78 and 79.

As for potassium, this trend continués with the
sensitivity figures, with 1.5009 ug/ml being dbtalned by flame
and a max1mum of 0.4984 ug/ml being obtained using the plasma
arc. The high noise at high gain is the cause of the poor
'pesultsgby plaéma emission.

The pIasmé technique was also significantly less
reproducible over six repet%tipns with a relative standard
deviafion of 0.657% against 0.310% for the flame source.

This was confirmed statistically as the varlances were
significantly different at the 5% level. This is rather

arbitrary as both methods showed excellent reproducibility
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(Figures 46 and 48). This remark also holds true for the
results for staoilitywof the signal.” Both methods had'lowl'
noise on the signal with the flame method (0.7%) being |
'quleter than the plaema method (0. l”) Blank noise levels
were similarly quiet (O 0013 ug/ml and 0.0106 ug/ml) and
drift wae not significant. The atomic em1331on data plot
-shows a slightly more stable elgnal however, both methooe
show .good. stability. | )

) The remarks concernlng the relatlve accura01ee of 1heqe

methode with respect t6 potaeelum are gerierally true.for

\.

sodium as well. In all cases, the means' of the sample data
sets by atomic emission. nere 31gn1f1cantly dlfferent at the
55 level from those obtalned by plasma emlssién. These values
//ﬂyere also much closer to the recommended values (see Table 80).
The differences from the recommended values ranged from Y1, 5%
to +16 5% by flame and from:+ll 9” to +32 9% by plasma. These
dlfferences reflect the relative pota951um contents in the ?
samples, with the pgreatest differences belng for sample
, NB5~70a which has the highesg® pota931um content and the least
differences being with the samples with the lowest potassium

content (BCR-1 and GA).

This trend was not followed in the precision com-
parisons. These methods are essentially no different in this

respect. Statistically, three sets showed variances for each

methodthat were not significahtly different while the other
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" two wgré significantly different. .Of -these two, one showed
plasma emission with the 1owestlvafiance and the other shpwéd
flame emission to kwgthe lowest. The relative standard
.deviétion figures.‘o.éooéﬁ t0.2.34957% and 0.09732% to h.jéoj%
_resﬁectively, show that the précision by plasma emission is '
'slightly better than that by atomic emission.

As ﬁentioned for potassium, fhe dilutiqns used with
the atomic emission techniqﬁe were not strictly necessary as
the_samﬁles could have been analysed;using“fﬁil strength
solutions. This negates one of the two advantages that plasmg
emission had over the. flame method. The other; cooler, more
comfortable obefétion is still true.

From the preceding digcussion itvié evident that,
concerning deteotlon limits," Sen51t1V1ty, reprodu01b111ty and
accugacy, the use of- the flame emission technique is to be |
preferred over the use of plasma emission. In no area in the

analysis for sodium did the plasma emission technique prove

to be substantially better or more useful than flame emission,.
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TABLE, 75

Sodlum by Plasma Emission ‘
************%*****%******%************%*4************

Working Conditions
Wavelength  588.995 nm, Gain 1k
S1it width 10 microns, Plasma current-used = 75 Amps

Transmission mode
*******%%*%*****#“*%****“*“*************%***********%

CONC. OF L ACTUAL 3 AVERAGE
STANDARD READING _ READING
ug/ml %7 ' wT
*****%ﬂ*******¥*%**4**%****%*********************%%*&
0.5 ' R ATE 2k, 3
1.0 ' 50.1 T 5041

0.5 L 2k
l.o ’ 50-1 -~

***%&*****%*%******%****%%*******%******#%*ﬁ**%*%***%
. h Y .

THE SLOPE IS 49,8439

THE INTERCEPT IS -0.0365

THE CORRELATION COEFFICIENT IS .99991
THE SENSITIVITY IS 0.4984 ug/ml
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- TABLE 76

N

Detection Limit for Sodium by Plasma Emissién
***‘ﬁ'*ﬂ'******ﬁ‘*****ﬁ'***************************ﬂ'****ﬂ*

Working Conditions
Wavelength 588.995 nm, Gain 14 _
S1it width 10 microns, Plasma current uysed = 7.5 imps
Transmission mode

3 35 S0 35 046 96 2045 546 48 25 3035 S5 3040 30 TE 443 35 0 I A 32 3 0 R AF 20 4R 20 26 4536 3 I3 3R A S0 SR 4E A

CONC. OF ACTUAL
STANDARD ; ) READING

. . .
ug/ml o . 5o
'3!"ﬂ‘***ii"ﬁ'***‘****ﬂ**%****%*********%****************%***
L)

Blank - 0.0
' 0.2

0.4

0.3

0.1

-0.1

0.6

. 0.0

0.5

-0 . 2
. *****?*%******4?%%***%**ﬁ'****'ﬂ'****************%*%%*%**

MEAMN IS 0.18 .

STD. DEVIATION IS 0.2521

SLOPE IS 49,8436

DETECTION LI#IT IS 0.0101 ug/ml

K3 3
B B

-3
pa iy
]

3
B
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TABLE 77

Sodium by Atomic Emisgsion
*****%****#***##***************%********%*ﬂ***%%%

Wofking Conditions
"Wavelength 598,995 nm, Gain 3

" 31it width 50 microns |

Support gas used was air

Flame sotichiometry‘was oxidizing

Transmission mode ,
%*%%******%ﬁ***ﬁ***#******%*****%*%************#%

CONC. OF ACTUAL AVERAGE
STANDARD READING A READING
ug/ml 5T 5T
SRR AR 2 I A 2 R B A A N B S A N R
0.5 74,5 75.053
-0, 5 ?3-2

R IR R R A B SR 2 G A S I 2 S R A A e R A A e e S S

=
gy
1

HE SLOFE IS  150.0999 '
INTERCEFT IS 0.0000
CORRELATION COEFFICIENT IS .995%9

SENSITIVITY IS 11,5009 ug/ml

+3
i
o ®

-3

H
B
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. ° TABLE 78

‘Detection Limit for Sodium Ly Atomic Emission .
***%****%*%**%ﬂ****%***%#***%##************%***
_ Working Conditions

Wavelength 588.985 nm, Gain 3

'51it width 50 microns
Support gas used was air
Flame stoichiometry was’ oxidizing

Transmission mode _
*****%***%%****%*#**%**%**#%%***%**%*%%ﬂ*#%%#*%

"

CONC. OF | © ACTUAL
STANDARD : ' READING
ug//ml . 6T
*******%*********ﬁ**ﬁ********%**%*******#******
Blank 5.5
6.6 ’
6.1
6.3
6.k -
6.4
‘ 6.5
6.3
6.2
6.4

**#**%%***#***%%%*%%%*%*%*****%*****#*#****%%%%

THE MEAN IS 6,37

THE 3TD. DEVIATION IS 0.1417

THE SLOFE IS 150.0999 ,
THE DETECTION LINMIT IS 0.0018 ug/ml
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TABLE 79

Summary of Comparison Parameters - Sodium

'Plasma 'Litérafure Atomic Literature
Emission (1) Emission - (2)
Detection Limit 0.0101  0,0004  0.0018 .  0,0003 -
(ug/m1) . ) :
max. sensitivity 0.4984 - 1.5009 -
(ug/m1) w
reproducibility :
mean 18.96 o 15.16 -
(ug/m1) ' '
s tandard , )
deviation 0,124 - 0.054 -
(ug/m1) , ' 5
rel. std. : ‘ .
deviation 0.657 - ~0.310 -
(%) ' - C
stability ' .
drift +/-0,3 - 0,1 -
(analogue
units
noise 1.1 - 0.7 -
(%)
" noise level '
(ug/ml) 0.0106 - 0.0013 -

(1) Spectrametrics Inc., 1972
(2) Varian Techron Ltd., 1972

¥
'&."
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TABLE 82 | _
Wavelength, Dilution Factor and Standard Selection ~-.Sodium

"' Plasma’ Atomic
Emission Emission
standards required 15, 20,30 0.5, 1, 2,
' ‘ 3 .
dilution factor required | nil "lo
alternate wavelengths ' _ 588.995nm - 588,995nm
(in order of decreasing 589,592 589, 592
sensitivity) C

TABLE 83
Statistical Comparisons _
Atomic Emission vs., Plasma Emission - Sodium

Sample NSX-RP GA NBS-70a  BCR-1 Reproducibility
data .o
t~-test on
means (1)} - S S S S -
F-test on . : )
variances NS NS S S S
of means ' .

(2}

(1} NS - means are not sienificantly different at 5%
' significance level.

S - means are significantly different at: 5
gignificance level, with atomic emisgsion
mean closer to rec. value.

S* - means are significantly different at 5%
gignificance level with plasma emission
mean closer to rec. value..

(2) NS - variances are not 51gn1f1cantly different at
' 5% qlpnlflcance level, -

S --variances are significantly different at 5%
significance level, with atomic emission
variances lowest. .

S* - variances are significantly different at 5%
gignificance level, with plasma emission
variances lowest.
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PHOSPHORUS - - . .

PhoSphofus:is an elementAthat canhot be determined
direcfly from aqueous solution by atomic abeorpti;n tech-
'niques; This is que'to-the presence of phosvphorus in'solptibn
as anions. In rock anayyeis,.phosbhorus is normally determined
spectrophotometrically as the'mqiybdenum blue complex., This
method is good but.very tedious. Particularly disadvantage-
ous is-the need to wait 24 hours for eolour development as"
well as the narrow concentration raﬁgé_of theimethod. There-
fore, the deve&oDment of an emission technique is #ery
pfomising. Emission techniques can then be used, however the
energy contained iﬁ a fleme.'éven a nitrous oxide-acetylene ~__.
flame, is insufficient fo excite enough atome to give an instrur
mental reading. The use of the argon plasma excitation source
did prog}de sufficient energy to allow analysis for phosphorus.

There are several wavelengths available for use in the
analysis for phosphorus by emission spectroscopy. The wave-.

- length recemmended for phosphorus using the plasma arc 1is
253,565 nm (Spectrametrics Inc,, 1972) however several other
wavelengths are available including 255.325 nm,h255.490 nm
and 650.797 nm (Meggers et al, 1956). Another wavelength

at 214.980 nm has been used previously with the plasma arc
by Mitchell (1977). All of these wavelengthe were tested

and it was found“that the 214 nm line gave the strongest -

regponse andHG;;#;:Eordingly the one that was used in this study.

e
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The range of standards prepared was from 1 ug P/ml
 to 200.ug P/mi. No calibration changes, excepting gain
control,’éere reqﬁired to run this range of standards.at the
wavelength of 214,930 nm.

' No measuggple gpectral interference was noted from any
) of the-major'elements.tested on this wévelength. No ioniz-
atlon or chemical interferences were noted. |

Tables 84 to 86 show the results. obtalned for
sensitivity and detection limits, run.on the‘most ;ultable ,
wavelengjh of 21%.980 nm. Figure 44 is a plot of typical
calibration curves with correlation coefficients of . 99930
and‘.§99?2 resﬁeftive 7)) These curves show good agreement
of the line of best fit with the data points. The detection
limit For phosphorus by plasma emission of 0. 2356 ug/ml is
slightl)y better than the 0.4765 ug/ml obtained by Mitchell
(1977) and reported by Turek et al, 1977 an;kzhe reporfed optimum
value of 0.500 ug/ml (Spectrametrics Inc., 1972). - The values
obtained fdr sensitivity ranged from 0.0011 ug/ml to 0.00459
ug/ml depending on the gain used.
. Fipure 50 is a recorder analogue output showing the

results of the reproducibility and stability'runs. These
plots were obtained using a 200 ug P/ml standard at a gain
of 5, slit width 10 u and a plasma current of 7.0A. The low

l‘.‘-eUm.'*tun
relative qtandardAof 0.656% for the reproducibility readings

indicate good reproducibility over six repetitions. The
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stability plot shows that the signal is fairly noiéy with-:
2 blank noise level.of O. 4937 ug/ml and - noise on the
ﬁeak of 3.87 but the drift from the mean is small and the
zero 1s very stabié. A ’ T

Few measurable peaks wéfe obtained whenlanalysiﬁg
the qtandard ro;}Jsolutlons as the phoqphoruq céntént;’of
theqe‘solutions were approxmmately at the level of the
detectlon lelt.

The approximate phosphorus content of the DCR 1
qolutioﬁs wés 1.5 ug/ml; ?hls amount did produce measurable'
peahs, Letween 1.1 - 1. 3% T. These returned a figure of -~

c.Lbo% P205 a5 DPPQS@J‘ to Jr\-\n I*Ero.*ure ‘Pibt}re 04 03’. o P O (F!a.\".so.n 'lq'll,), .

The approximate phosphoruq contents of the NSX-RP and
GA solutions were 0.7, ug/ml and C. 5 ug/ml reqoectlvely. while
sample NBS-70a contained negllglble phosphorus. None of these
solutions gave measurable peaks. The blank solution also
did not reglster.
. No problems occured wheq‘anélysing for phosphorous
buf'the low sensitivity made readings under 1 ug/ml unreliahle.
At high gain, the C-damp mode was used to further dampen the
noise oscillations. The evidence ig that phosphorus can be
readily determined Dy argon plasma emission, but'rocklsolutions,
at least for some rocks, should be more concentrated. This

concentration can be done by evaporation or better still,

the solutions 'B' and “JA* should be prepared to 200 ml
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ingtead of 500 ml volume.



..log

TABLE 84

Phosphorus by Plasma DmlSSlon
"-***"‘*‘-‘P********-ﬁ-*********%%**b%%*%*****%***%**“*%****

Working Conditions
Wavelength 214,980 nm, Gain 10 ,
S1it width lOamicronS, Flasma current used = 7.1 Amps

Transmission mode
AT S R A B R AR R IR IR R R R 0L IR S R A S A A IR L R S 4 3

" CONC. OF . ACTUAL : - AVERAGE
" STANDARD | READING READING
ug/ml ' o5 A
*.H‘-*%%*-l!‘*“**%*****“*****%*****“*************%“%%**%*-&P*
2y 1.3 ' : 1.25
5 3.3 : 3.2
10 6.0 | 5.6
20 12.0 12.0
2 1.2 '

5 3.1
10 5.2 '

i

Fe R AR SR R S I A e N e I 2 A A N R SR A A I A N

THE SLOPE IS 0.5941

THE INTERCEPT IS 0.0056

THE CORRELATION COEFFICIENT IS .99936
THE SENSITIVITY IS 06,0059 ug/ml



'.Z.SQ

-

uoTsstws euserd g sngoudsodd JOJ SSAIND UOT1RIQTTRO TToTdAL £ *ITd

( 9/ ) HOLLVHLHEDNOD.

C::

Wy
-

T IITHENVEL LHEOHED

ZLECEr =1 i
PLiLse =u {g)

GeLELes  =da

PG =u (V)




Lo7

TABLE 85

Detection Limit for Phosphorus by Plasma Emission
#*%**********************#*******************#**%****

Working Conditions
Wavelength 214,980 nmn, Gain 10
S1it width 10 microns, Plasma current used = 7.1 Amps

Transmission mode .
****%#%********%%**********%%*************%***%*%*%**

CONC. OF ~  ACTUAL
STANDARD READING
ug,/ml .

%*********%***%***%**%%******%*%**%%*%***%*****%*****

wn
A
»
j

5 3.2
5 3.2
5 3.1
5 3.2
5 3.3
5 3.2
5 3.1
5 3.2
5 | 3.1

*%*ﬁ*%**%#%%%**%*#***%%**#*%%**********%*%*%*%%******

THE MEAN IS 3.19

THE 3TD. DEVIATION IS 6.070

THE SLOPE IS. 0.5941 . .
THE DETECTION LIMIT IS 0,2356 ug/ml
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TABLE B6

! Summary of Comparison Parameters - Phosphorus

Plasma Literature Atomic Literature
‘ Emission (1) Absorption (2)
Detection Limit  0.236 0. 500 CN/A . N/A
(ug/ml) _ _ s :
max, Sensitivity 0.006 - N/A- -
(ug/ml) :
reproducibility : .
mean 16.46 - N/A : -
(ug/ml) © &
standard '
deviation 0,094 - N/A —
{ug/ml)
rel. std.
deviation 0.656 - N/A -
(%) |
stability
dfift +/-0.4 - " N/A -
analogue
units%u .
noise , 3.8 - N/A -
(%) :
noige level 0. 494 - N/A -
(ug/ml)
(1) Spectrametrics Inc., 1972 g

(2) Varian Techron Ltd., 1972
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| | TABLE 89 |
Wavelength, Dilution Factor and Standard Selection - Phosphorus

Plasma . Atomic
, Emisgion ° Emission
standards required . 1, 2, s, N/A-
. 10 ug/ml . :
dilution.factor required = nil N/A
alternate wavelengths 214,080nm N/A
(in order of decreasing . 253.565 . o
sensitivity) , 255,325 ST
. 255.490
650.797 .

TABLE 90
Statistical Comparisons
Atomic Absorption vs. Plasma Emission - Phosphorus

Sample NSX-RP GA NB5-70a BCR-1 Reproducibility
data
t-test on 7
means (1) - - - - : -
F-test on
variances - - - - -
of means

(2)

(1) NS - means are not significantly different at 5%
significance level.

S - means are significantly different at 5%
significance level, with atomic absorption

\ mean closer to rec. value.

S* - means are significantly different at 5%
significance level, with plasma emission
mean closger to rec. wvalue,

(2} NS - variances are not significantly different at

. S s1gn1flcance level.

S - variances are gignificantly different at 5
31gn1flcance level, with atomic absorption
variance lowest.

3#* -~ variances are significantly different at 5%
gignificance 1evel with plasma emission
variance lowesgt.
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SINGLE SOLUTION DISSCLUTION versus STANDARD
' HF-HC10.-HC1 DISSOLUTION
- .

>

The single solution (HF) pressure bomb dissolution,

or 'solution JA' was compared with the standard HF-HC1l0,-HC1

3
multiple solution‘dissolution, of 'solution B', ﬁsing a
common standard rock'samplg (GA), Each solution was anal&sed
for all ten major elements by both plasma and flame techniques.
Each pair of results for variance anﬁ mean values were compared.
using the 't* and Fe tests describ earlier., A summary of
the findings of the tests can be’found in Table 91. A %otal
of seventeen comparisons were computeq. _ -
The wvariliances did not prové to be 5uhﬁmﬁh“y different.
Statistically, of the seventeen comparisons, nine variance
pairs (or 52.9%) were not significantly different at the 5%
sienificance level. The remaining eight pgirs were significantly
different and for all eight, the variance values for the
'solution B' dissalution were fhe lowest. Not one variance
from the 'solution JA' diésolutioﬁ was significantly lower
than the corresponding variance from 'solution B'. Of these
significantly different pairs, only one pair showed extremely
different variances (manganese). This was due to the low
concentration of the metal in the solution, /
The results of the comparisons of the mean values
obtained were not as conclusive. Of the seventeen coﬁparisons,.

the means of eleven {or 64,7%) were not significantly different.

r
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The remaininﬁ‘six~comnarisons showed means that were
siﬁnifiCantly different, howe#gr the.spiit was three for
‘solution JA' with means closér to the'récommeﬁde& value and
three fof 'solution B'. 1In moét-of-these cases there was a
éubstaﬂtial difference between the means (see Table 91) but
the trend was for the ‘'JA? solﬁtions to glve more accurate
results when using the‘plasﬁa emissioangchnique while with
the flame method, the 'B' solutions géve the more accurate
results. The most dramatic improvements in accuracy were
obtained by using solution 'JA' in the analysis-for sodium,
potassium and calcium by-plasma emission., The.differences

~from the recommended values were much lower; sodium, 4.5% vs.

0l

16.3%; potassium, 5% vs, 38%; and, calcium, 6.9% vs., 14,73%,
This is possibly due to the suppression of ionization of

these metals by the boric acid-hydrofluoric acid complex in

the solution,
<;;), The advantages of the 'solution JA' are:

L

(1) the silicon is not lost during dissolution
as with 'solution B'; 4 |

{2) for silicon analysis, this dissolution is
much quicker %than a fusion method (see Turek and
vidile, 1977, for details of this procedure);

(3) this dissolution appears.to give better
regults using the plasmatéazgﬁig?-tedhnique

for the more easily ionized metals.
/ .
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With respect To accuraty , 'solution JA' gives results that
are as close if not closer than the resu1ﬁ§ of-'solution B*
As a result of this, the use of .Solution JA' ip ma jor element

rock analysis can be recommended, as much for the accuracy

and precision results'as for the much easier and .quicker

sample preparation time.
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DISCUSSION AND CONCLUSIONS

This study iﬂvolvéd a comparison of the argon plasma
jef exoitation édurcé.with the,traditional atomic absorption/
emission flame excitation source in major and:mihor element
analysis of rocks and soils. The cost of the conversion was
approximately $3;500.00'and the géal of fhe study was 1o show
that an investment of this amount could lead to substantial' :
improvements in the pefformancé bf the 5asic Varian Techron
AA-5 atomic absorption spectroﬁhoéometer.

Thé'higﬁ temperature of the plasma dissociates nearly
all molecular bonds, eliminating ﬁany matrix effects and the
interelement interferences genéfall;:hihinished.

This was apparent when analysing for refractory
eleﬁents such as titanium and for non-metals such as phosphorus.
The sensitivities for these elements were much higher than
when using the flame source. Further advantages of the argon
plasma je% are the safety features and low cost of %he non-
explosive inert argon and the operating comfort due to the
Low heat'outpuf of the plasma arc,

The addition of this source to the atomic absorption
unit has been shown to improve the sénsitivify and lower the
detection limits for several of the ten major elements. These
include_silicon, aluminpm, titanium, magnesium and phosphofus
(Table 94). Stability and reproducibility of the signal did

not deteriorate with the use of the plasma arc. Several
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‘relements that are difficult to determine by flame methods,

silicon and titanium, were determined more easily and more
(Tablas 92,93 and &8, F1a.51)

‘_accurately by plasma emissionA. FPhogphorus, an element that’

céhnot be determined by atomic absorption and extremely pooflj
by‘flame emission, was easily detérmined-by plasma emission.

| The addition of the plasma source also has additional
advgntages over the flame system.:- The opticai pafémeterS‘
are similar for all the elements tested with the only adjust-
ments necessary being gain_ahd wavelength selection. No
burner, fuel of flame stoichiometry changes are necessary
as with the flame source aﬁd.no hollow cathode lamps are
needed as with atomic.absorption. The operator pdmfort is
also improved as the heat dissipation is better with the
plasma source, radiating only éeveral hundred watts of power,
with the resultant low heat transfer fto the room. No flash-
backs are possible using the inert argon asjpossible when
using.a nitrous oxide—acetylené flame. The use of a
peristaltic pump allows a controlled and even sample uptake,
with less sample consumption than with a burner/nebulizer
setup.

In general the plasma arc sburce showed a greater

linear dynamic range over either atomic absorption or flame
emission, without adjustmenits in the optical parameters or

gample manipulation (dilution/concentration). This greater

range is an asset when samples containing varying concentrations
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of -an element have to be analysgd,tégéthey.

The advanfages of the plasma technique can BQ seen in~‘
the srgceding discussions. Only by choosing an alternéte.
'Wavelength can the sensitivity of the atomic absorption
technique be substantially changed. When this occurs, the
instrumeht must be set up again {(gain, etc.) %o show lOO%IT.
This méans that the slit width and lamp current can not be
used as Variables._ The use of the emiSsion technique allows
the use of‘slif width as variable and eliminates the lamp
current as a parameter. When changing to an alternate iine;
the instrument does not have to be reset, only the backing -
must be correctéd.

The main probiem with flame eﬁission is that it is
not éignificantly better than atomic absorption except when
analysing for sodium or potassium. In the other cases, the
flexibility gained is lost to the reduced sensitivity and
detection limits obtained. By using the plasma emission
method, the flexibility is retained and the sensitivity and
deteclion limits are as good if no{ better than for atomic
aﬁsorption for most elements.

The deciding factor in this study was Llhe accugacy,
precision, reproducibility and stability of the analyses by
plasma emission, on the standard rock sampies, as compared to

(Tables 42,93 and L)

the appropriate flame methodA~.In this sense, plasma emission

does not appear to be as good as described above., Of the

o
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five elemehts-migtibned earlier as being better wifh regpecf
“to sehéiti#ity and detection limitf one, magnesium, muét now .
be regarded-as an elemén% to be analysed by atomic abSorption
rather than by plaémé emission due to the grave inaccuracies
and low precision shown Ly plésma emission.  Another,
aluminum; loses most of the advantage gained with detection
limit and‘éenéitivify by plasma emission to the lesser noise
and bettef reproducibility a&ailable by using atomic
absorption. On the other hand, analysis for an element that
has better sensitivity and detection limit. by atomic
absorption, iron, becomes more attractive by plasma émission
due to the greater flexibility and higher accuracy at low
" concentrations possible by that method.‘ Phosphorus and
titanium, as before, are difficult if not impossible {
to do by flame methods and are easily done by plasma emission.
Three other element analyses, sodium, potassium and manganese,
proved to be much more accurate and precise by flame methods
as well as having lower detection limits and better sensi-
tiﬁities. The reproducibility, stability and nolse levels
by the flame methods were also better than that possible ﬁsing
plasma emission for these elements.

Plasma emission is the recommended method for silicon.
The problems when using the flame, such as- burner blockage

and excessive heat output, outweighed the better reproduci-

bility obtained by atomic absorption and left plasma emission
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as the recommended method,

The only element remaining is calcium, This element |
was analysed by three methods; plasma and flame emission ag
well ags atomic absorption. The sen51t1v1t1e9 and detection -
limits by the emission methods are similar with the flame
method being somewhat better, however, with regards to
accuracy and precision there was llttle difference. The
Plasma method appeared to be less precise and less accurate
at 1ow calcium concentratlonq than was atomic emission and
the opp981te occured at hlghwconcentrations. Atomic
absorptlon wa§ not far off in any of these categorles.
Because of this, any of these three mé%hods but especially

elther of the emission methodq could bLe used w1th

rellablllty in the analyqlq for calecium.

N L I P e,
From the preceding summafy, it can be seen that the

Plasma emission technique proved to be much bettér.than either

flame method for two elements, titanium and phosphorus, ang

was only somewhat better than the flame methods for ' two others,

silicort and iron. Both Tlame and plasma- methods appeared to

work equally well in the analysis for calcium while atomic

absorption appeared to work somewhat vetter for aluminum., On

the other hand the flame methods worked subgtantially better

in ‘the analyses for magnesium, potassium, sodium and manganese,
From this, the financial (ook inuolved can.be

-

seen to expand the analvticel mamanitia: .
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absorption instrument. The geint that must be emphasized

is that the addition. of the plasma arc - improved the

onl )
resulte substantially forA%wo elements, tltanlum and phosnhorue_

and only slightly bette&aresults were Pbtained for two other
elements, s;llcon and iron. " The 'latter fwo elements can-
be analysed almoet as well by atomic absorption however, the
former two elements cannot The other main ddvantape of the
plasma technlque is the capablllty of runnlnp a series of
elements rapidly without shutting down or resettlng the
. instrument. The investment of this money must be weighed
against.the demand for phosphorus and titanium analyses to
be done, and the treuble of longer analysie time through
aanalysis by optical spectrop;otometer. Fer major element
rock analysis involving only these ten elements, the added
expense of installing the plasma arc to the atomic absorp-
tion unit can be juetified if a large number of samples are
to De analysed for titanium and phosphorus or if a large
number of elements are to be analysed for in the samples;
This cost, $73,500,00, is very reasonable For the
results obtained, as an investment of $1,000.00 per exira
element is not excessive. Alternative methods such as
aspectrophotometry and potentiometric andrphotometric
titrations are also expensive. The larger dynamic range

of the plasma source makes it highly suitable for geochemical

exploration sample analyses. The r ange of
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: Cpeck :
,nlqmon*nl Concentrations in these«samples are extremely

Varigble aﬂd often require numerous dilutions when analysed
by the conventional atomic absorption method.

It has been shown that for the 10 elements in tﬁis
study, the plasma source has advantages in the analysis of
elements that are difficult by flame methods. Althoush this
study is'restricted to 10 of the 13 elenents normaliy
determined in major rock analyses (the other ﬁhrée are FeC,
H20 and COé), fhere are ofher *minor' elements that are in
some cases found in greater concentrations than iin and Ti,
for instance. Examples of these are barium and boron, both
of which are not usually analysed for because of analytical
difficulties. With the availability of the plasma emission
technique,

. such elements could be
included in major element analysis. |

"With regard to the dissolution comparison, it has been
shown that the single solution dissolution is not signifi-

cantly less accurate than the standard HF*HClOB—HCl multiple

solution dissolution. It does show, however, slightly poorer
precision.' The main advantages of using this solution are:
(1) quicker dissolution time;

{2) the ability to analyse for silicon.

An additional advantage to this dissolution is the use

of pressure bombs in the process. This requires less



wy

:expéﬁgiture than for the platinum dighes requifed by 'solution
B', if rumerous sémples are to be prepared simultaneously. |
On top of thisrthere is no question that the use of 'solution
JA' is much faster and easier to ﬁrepare.than-a standard
fusion diséolutién for the analysis for silicon.

' In short,‘this single soiution dissolution becomes
ideal when small batches of saﬁples must be analysed for
silicon by either flame or plasma methods or for sodium,
potassium or calcium by plasma emission.. For larger batches;
if Si is not being determined,'fhe 'solution B' dissolution
is better despite the longer preparation time as less

apparatus is required.
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TABLE 94
Comparison of Sensitivities and Detection Limits

Max. Sensitivity-(ug/ml) Detection Limit (ug/ml)

Element

Flame (1) Plasma . Flame (1) Flasma
si 0.0029 . 0.0265 0.3346 - 0,062
A1 L 0.0063 0.0185 0.2039 " 0.0864
Fe 0.0719 0.0102 0.0127 0,0775
Nn . 0.1492 0.0719 0.0083 0.0127
T4 0.0016 . 0,0495 0.6673 " 0.0197
Ca ' 1.5219% 0.9359 0.0011% " . 0,0019
g 0.3188  0.8475 0.0052 . 0.0035
K ‘ 1.4009% "~ 0.0189 0.0012% 0.1968
Na : 1.5009% 0.4984 0.0018* 0.0101 ,
P N/A 0.0059 . N/A 0.2351

(1) analysis by atomic absorption unless marked by *
where analysis was by flame emission. °
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APPENDIX I

Spectral Interferences by Method

Argon Plasma Emission

-

element major interferent

minor. interferent wavelength

(nm)’

Si nil nil 251,612
Al nil nil . 396.155
Fe nil nil ©371.994%

" Iin Fe nil 403,076
T4 nil . nil 334,903
Ca Al, Na, X nil 393,367
Mg Mn - Fe 279.553

K Mg Fe: 766.490 ,
Na’ K nil 588,995 T
P nil nil 214.980
(2) Atomic Abéorption
element major interferent minor interferent wav?le?gth

nm
Si nil nil 251,612
Al nil nil 309.271
Fe nil nil 248,330

. Vin Fe, Mg nil 279,480
T3, nil nil 363.300
Ca Al, Na, K Fe 422,700
Mg Fe Na, Al 285.213
(3) Atomic (Flame) Emission
element major interferent minor interferent wav%le?gth

r ' nm

i Ca Al, Va, K nil 422,750
K nil Na m66.490
Na K nil 588,995
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APPENDIX II
Ins'}rumen‘f OP‘!‘a‘hnq Procedures ~ by Me‘H\aJ

Argon Plasma Em1831on‘

ON - coollng water and fan on, monochromafor ' photb—

multlpller and chonper on '

- argon on,. power supply on

- extend cathode 1/8" beyond ceramic sleeve

- set plasma current to 7,04

- ignite plasma ,

- retract cathode approximately 1/4"

- pump on and aspirate distilled water - allow arc
to stabiize |

-~ set wavelength and optimize parameters

OFF- pump off, turn off arc
- argon off, power supply off
- cooling water and turn off, monochronometer,

[l

photomultiplier and chopper off

Atomic Absorgjion and Flame Emission

- for atomic absorption:
ON - fan” on, monochromator , lamp, indicating module on
- wait 10-15 minutes for warm up
- set .controls to 'T', select 'normal', set with gain
apﬁfoximately 80%T '
- maximize reading using '] set!
- light flame
- adjust gain to lbO%T, zero with backing control
- select "Abs', 'Auto-set', use 'adj. Auto-get®
to read 0,0000 of Abs
- .adjust burner position and flame stoichiometry



NS

(2) Atomic Absorption and Flame Emission (Cont'd.)

OFF- aceﬁylene‘off, air off, lamp, mdnochroma*wr)
indicating module :

- for N,0 Support Gas - use N,0 burner and gas

ON - as for air, turn on N20

- 'increase acetylene flame to 9

- rotate support switch to N20

OFF- increase acetylene to luminous flame
- switch to air

- for flame emission - as for atomic absorption but
ignore lamps and turn on chopper
- all readings in 'T' mode at
'high gain'
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 APPENDIX III

CONVERSION FACTORS

AL _1.8899, Al,04
=

0.5291

Fe 1.4297 F9203

K 1.2046 , X,0

——

0.8302.

Mg 1.6579, MgO
=22 T

0,6032

Mn 1.2913, MnO
0. 770k

Na _1.3480, Nas0

e

0.7919

P 2,2912 P2°5'
0.4365

T3 1.6681, Tio

e z2.
————

0.5995

“si 2,1392, Si0,
- 0‘5375

Ca _1.3992, CaO

————s

0.7147
-~example Aluminum
Al *to A1203

3 - ..A- 0 : :
conversion factor molecular wt.Al, 3 2 x27 %3 X 16

(atomic wt Al) x 2 - 2 x 27

102 _

0% = 1.8899
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-general'form of equafion for metal to oxide

oF = _Molecular wt,
atomic wt x n

-general form of equation for oxide to metal’

CF = atomic wt, x n
molecular wt.

-where n is frequency of metal in
oxidg forumla



138

APPENDIX IV



s L1319

APPENDIX IV

'COMPUTATION}L PROGRAMS -FOR WANG CORP. MODEIL 2200 MINICOMNPUTER

H L3

1Y Program for 't' - test for rejection of valuéé

10 SELECT PRINT 005
20 DIM A (60), D1 (60), E1(30) H{60), B8(60)
30 INPUT "OXIDE, SAMPLE, METHOD", o0$.3

4o PRINT HEX (03)

50 INPUT "NUMSER OF DETERMINATIONS=",N1

60 PRINT HEX(03)

70 PRINT "REPLICATE VALUES="

80 W6=N1

90 FOR B=1 TO Wé

100 INPUT A(B)

110 NEXT B _

120 J=0 -

130 INPUT "ROW TO BE CORRECTED=",J

140 IF J=-0 THEMN 170

150 GOSUB *1 (J,A(J))

160 GOTO 130

170 S1a=0

180 FOR B=1 TO W6

190 IF A(B) = 9999 THEN 210

200 S1 = S1 + A (8)

210 NEXT B

220 M1 = S1/N1

230 D=0 '

24,0 FOR B=1 TO W6

250 IF A{(B) = 9999 THEN 300

260 D1(B) = A(B)-f1

270 D9 = D9 + (D1(B)%2) -
280 IF D1(B)1 = ¢ THEN 300

290 D1(B) = D1(B)*(-1) | \
300 NEXT B

310 IF D9llo THEN 330

320 D9 = ,0000000001

330 V1 = Dg/N1

340 S2 = SQR(V1)

350 FOR B = 1 TO Wé

360 IF A(B) = 9999 THEN 390

370 D3 = (2%S2)-D1(B)

380 IF D3!=0 THEN 440

390 NEXT B

Loo N2 = N1-1

410 -Ws = N2-0,85"

420 T3 - 1.96 - 0.00554568(W5) + 2.405933/W5 + 0,671777/W5%
2) - 0.3831214/(W5%3)
430 GOTO 670
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Lo D7 = A(B)

450 C7 = o

460 FOR.H = 1 TO W6

L70 IF A(H) = D7 THEN 490
480 GOTO 500

490 C7 =¢C7 + 1

-500 NEXT H

510 T1 = A(B) -~ M1

520 IF T11 = 0 THEN sho

530 T1 = T1%¥(~-1)

540 T2 = (T1*SQR(C7)})/S2
550 N2 = N1 - 1

560 W5 - N2 - 0,85 .

570 T3 - 1.96 - 0,00554568/SQR(Ws5) + 2.4059333/ W5 +
0.671777/(W5% 2) - 0,3831214/(W533) -
580 IF T31T2 THEN 670

590 FOR K=1 T0 wé& - '

600 IF A(K)=D7 THEN 620

610 GOTO 640

620 B8(K) = A(K)

630 A(K) = 99¢g

640 NEXT X

650 N1 = N1 - C7

660 GOTO 170

670 SELECT PRINT' 211(120)

680 PRINT "T-TEST FOR REJECTION OF VALUES"
690 PRINT 73035483t 33 303040403030 1040 80 2036 H40 30 90 303000 30 H 2500 08

700 PRINT M3 3030 030 8 30303030453 309020 3006 24030 30 9603640 25 38 00 36 36 38 3696 36 36 26 2

g*%*%*******%****#*" ) .

710 PRINT USING 720,0%,S$,M$ . '
720 % ALL FOLLOWING VALUES FOR ##### FOR #id## By FRAR B
ARE SIGNIFICANT ~
730 FOR B = 1 0 W6

740 IF A(B) = 9999 THEN 770

750 PRINT USING 760,A(B)

260 % du | s

770 NEXT 3 | .

?80 PRINT LL] %**%********%*#***#****%****%*******

WA A RS R RN

790 PRINT "REJECTED VALUES ARE-""
800 FOR B = 1 TO W6

810 IF B8(B) = 0 THEN 84¢

820 PRINT USING 760,BS8(B)

830 X6 = X6 + 1

840 NEXT B

850 IF X6! 10 THEN 870

860 PRINT "NO VALUES REJECTED"

870 PRINT " *******#**#*****%********#*%%*%*%*%#
R AR J A A A S AR S S ' -
880 C1 = S2/M1%* 100

= S2/SQR{N2 + 1) .

890 M4



(A

900 S3. = T3 + Sk : . :
910 PRINT USING 920, M1, Sgt N2, Sb _
920 % MEAN = ##.### +/- #.#### (ug/ml) WITH D.F. = SID
ERROR = . ### | |

930 PRINT . -

oo PRINT USING 950,52,C1,T3 .
350 % STD. DEVIATION = #.### REL. TD. DEVIATION = ##.####
960 GOTO 1020

970 DEFFN *1 (JH(J))

980" PRINT "INCORRECT VALUE=", H(J)

990 INPUT "CORRECT VALUE = H(J)

1000 A{J) = H(J)

1010 RETURN

1020 STOP

1030 END

SAMPLE PROGRAM RUN

" +~.TEST FOR REJECTION OI' VALUES

*ﬂ:****'ﬁ--H-fli-******************-!!--li-******************%**j#%*********%**

ALL FOLLOWING VALUES FOR MnO FOR GA  BY PLASMA ARE SIGNIFICANT
0.0980
0,1020
0.1030
0.1070
0.1030
0.1120
0.0980
0.1120
0.1030
0.1070
0.0980
0.1070

*-ﬂ'*.ﬁ-****%*%**%*ﬁ'********************%*************%***%*****%**%%

REJECTED VALUES ARE-

NO VALUES REJECTED
*************%**************************%***%***%**%*********%%**

MEAN = 0,104 +/- 0.0030 (ug/ml)WITH D.F. = 11 STD. ERROR =0.0013
STD. DEVIATION = 0.0047 REL. STD. DEVIATION = 4.5508
T-TAB. = 2.2014 h



142

2) Slope and Deﬁdwom,lelt Program

10 SELECT PRIVT 005
20 DIM A{25), C(25), F(25), H(25), G(25)
30 N2 =1
Lo PRINT HEX{(03)
50 INPUT "SLOPE S3=0 DETECTION LIMIT $3=1
PROGRAM TYPE=", S3
60 PRINT HEX(03) ‘ A
70 INPUT "PLASMA Ll=1 FLAME 11=0
EXCITATION SOURCE=", L1
80 PRINT HEX(03) : -
90 INPUT "ELEMENT,
ATONMIC OR PLASMA,
ABSORPTION OR EMISSION", ES, 03, T¢
100 PRINT HEX(03)
110 INPUT “WAVELENGTH USED=
GAIN USED=
: SLIT WIDTH USED=", A1,B1,C1
120 PRINT HEX(03)
130 IF L1=0 THEN 150
140 INPUT "PLASMA CURRENT USED=", D1
150 IF Li=1 THEN 240
160 INFUT "LAMP CURRENT USED=", El
170 PRINT HEX(03)
180 INPUT "STOICHIOmLTRY - OXIDIZING M1=1 REDUCING K1=0
FLAME STOICHIOMETRY USED=", Ml
190 PRINT HEX(03) '
200 INPUT "SUPPORT AIR N1=1 NITROUS OXIDE N1=0
. SUPPORT GAS USED=", N1
210 PRINT HEX(03)
220 INPUT "MODE TRANSMISSION N2=1 ABSORPTION N2=0
| MODE USED =", N2
220 PRINT HEX(03) _
5o INPUT "NUMBER OF VARIABLES=", K
250 PRINT HEX(03)
260 IF S3=0 THEN 280
270 INPUT . “"SLOPE=", S9
280 PRINT “STANDARD CONCENTRATIONS"
290 Niwl
300 FOR B=1 TO K~
310 INPUT A(B) \ -
320 NEXT B ;
330 J=0 ' -
3o INPUT "ROW TO BE CORRECTED=", J
350 IF J=0 THEN 380
360 GOSUB 'l (N4,A(d))
370 GOTC 340
380 PRINT "ACTUAL READING"
390 Ni4=2
Loo FOR B=1 TO K



Lio
420
L30
Lo
k50
460
470
Lgo
[Ty
500
510
520
530
sho
550
560
570
580
590
600
610
. 620
630
640
650
660
670

680

690
700
710
720 P
730
740
750
760
770
780
- 790
800
810
820
830
840
850
840
870
880
B890

dl

A

INPUT C(B)

IF S$3=0 THEN 440
Sh=S4 + C(B)
NEXT B~

J=0

INPUT “ROW TO BE CORRECTED=",J

IF J=0 THEN 3500
GOSUB ' 1 (N&4,C(J))
GOTO 460
IF sZ=o THEN 5§90 ] .
W6=Skh /K -
FOR B=1 TO K '
D= D4t + ((C(B)-W6)42).
NEXT B .
V6=D4/K .
S7=SQR(V6)
Dg=2#S7
D8=D5/S9 , .
SELECT PRINT 211 - §
IF $3=1 THEN 810
Y=K/2
FOR B=] TO Y :
) + C(B+Y))/2

N=L/Z
P=p/2
FOR B=1 TO Z

Q= Q+ ((G(B)-N) ?( )-P)

*
R= R+ ((G(3)-N)2&2
U= U+ ({(F(B)-P)%2)
NEXT B
S=Q/R
T= P-(S*N)

V= Q/SQR(R*U)

IF S3= 0 THEN 850

PRINT USING 830,E$,08,T3.

% . DETECTION LIMIT FOR ########## BY #Htd#E #EFRAHARE

20TO0 870

PRINT USING 860 E i T8

% ###n;n BY ####d# Fifidai#7

PRINT : .
PRINT " A b A AR A 0 A S0 I SE 0 AR S 6 SE 636 30 2 4 A0 3 45 A0 A0 25 0 9 20 JE 0 40 W dE 40 SR

PRINT " WORKING CONDITIONS"



AL

900 PRINT USING 910,A1,Bl ' ‘
510 ¢ WAVELENGTH ###.# nm, GAIN ##
920 IF L1=0 THEN 950 "

930 PRINT-USING 940,C1,Dl1 B -
oo % SLIT WIDTH 4 MICRONS, PLASMA CURRENT USED= #.# Amps
950 IF.L1=1 THEN 1060 - . o
960 PRINT USING 970,C1,El | | .

970 % SLIT .WIDTH L4 YTCRONS, LAMP CURRENT USED= ## mA

980 IF N1=0 THEN 1000 -

990" PRINT "  SUPPORT GAS USED WITH AIR"

1000 .IF N1=1 THEN 1020

1010 P" NT " SUPPORT GAS USED WAS NITROUS OXIDE"

1020 IF M1=0 THEN 1040 - -

1030 PRINT. ® FLAME STOICHIOMETRY WAS OXIDIZING"

1040 IF M1=1 THEN 1060 :
1050 PRINT " FLAME STOICHIOMETRY WAS REDUCING"

1060 IF N2=0 THEN 1080.
1070 PRINT . TRANSMISSION MODE"
1080 IF N2-1 THEN 1100

1090 PRINT " ABSORPTION TODE" L
1100 PRINT n ************#***%*******%**%**ﬂ-**%:}%*%#**
Fipe )

1110 IF S3=1 THEN 1400 ' ' ‘
1120 PRINT " CONC. OF - ACTUAL : AVERAGE
1130 PRINT " STANDARD READING READ
1140 IF N2=0 THEN 1160 ‘ : .
1150 PRINT " wug/ml o 5T 5T
1160 IF N2=1 THEN 1180

1170 PRINT " ug/ml %Abs - %Abs
1180 ‘PRINT " ******************%*****-ﬂ-**%*****%****%*%"

1190 FOR B=1 TO Y

1200 PRINT. USING 1210,A(B),C(B),F(B)

1210 % #itt R #o# #it A
1220 NEXT B

1230 Y=Y + 1

1240 FOR B=Y TO K

1250 PRINT USING 1210, A(B),C(B)

1260 NEXT B
1270 PRINT " S5 3646 4 36 6 36 36 36 5 36 3 304 35 40 A6 33 203 23 340 20404 3SR R B B

5

1280 $2=5/100

1290 PRINT USING 1300,S.

1300 % THE SLOPE 1S ###.####
1310 PRINT

1320 PRINT USING 1330,T

1330 % THE INTERCEPT IS #.####

1340 PRINT

1350 PRINT USING 1360, Y

1360 % THE CORRELATION COEFFICIENT IS # it



1370
1380
1390 ¢
1400
1410
1420
'1420
1440
1450
1460
1470
N
1480
1490
1500 &
1510
1520
436 M
1530
1540
1550
1560 ¢
1570
- 1580 ¢
1590
1600 %
1610
1620
1630
1640
1650
1660
1670
1680
1690
1700
1710

*ZQCI

PRINT -

PRINT USING 1390,S52

ot THE SENSITIVITY IS ## #### ug/ml
IF S3=0 THEN 1610 ,

FRINT " ~ CONC. OF . ACTUAL"
PRINT " STANDARD READING"
IF N2=0 THEN 1450 -

PRINT " ug/ml . A

IF N2=1 THEN 1470 '

PRINT ug/ml GAbs "
PRINT " ********%*******%***%%*******%********
FOR B=1 TO K

'PRINT USING 1502 LA(B),C(B)

# ot o

NEXT 3 .
PRINT " **%*%****%%********ﬁ*%******%%*****%*%
PRINT USING 1540,W6

0 % THE MEAN IS #.##

PRINT USING 1560,57

A THE STD. DEV. IS #.###
PRINT USING 1580,S9

b THE SLOPE IS ###.##%
PRINT USING 1600,D8

7, THE DETECTION LIMIT IS ## . #### ug/ml
GOTO 1700

DEFFN (Nu H(5))

PRINT " IVCORRECT VALUE=", H(J)
INPUT " CORRECT VALUE=", "H(F)

IF N4=2 THEN 1680

A(T) = H(J)

GOTO 1690

C(J)y = H{(T)

RETURN

STOP

END
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3) Program for 'F' and 't'-Test Comparisons

10 SELECT PRINT 005
20 PRINT HEX(03) 3
30 INPUT * SAMPLE STD. =
- ELEMENT=",S$,E$-
40 INPUT "IF ERROR - INPUT 1129
50 IF.29. = 1 THEN 30
60 PRINT HEX(03)
70 INPUT * ATOMIC ABSORPTION - MEAN =
‘ STD. DEV.=
: . : N=,Al1,B1,N1 -
80 INPUT " IF ERROR - INPUT '1'",Z9 A
90 IF Z9-1 THEN 70
100 PRINT HEX(03)
110 INPUT " PLASMA EMISSIQN - MEAN =
STD. DEV, =
. / N=",6A2,B2,N2
120 INPUT " IF ERROR - INPUT *1'",Z9
" 130 IF 29=1 THEN 110 -
140 F1=(B1%2)/(B232)
.150 N8=N1-1 -
160- N9=N2-1
170 IF F111 THEN 240
180 F1=1/F1
190 PRINT HEX(0 )
200 IF (B122)1(B242) THEN 240 -
210 PRINT USING 220,N9,N8
220 % DEGREES OF FREEDOM ARE - G= M### and Lefiis
230 GOTO 270
240 PRINT HEX(03) -
250 PRINT USING 260,N8,N9
260 % DEGREES OF FREEDOM ARE- G= ### and L=###
270 INPUT “THE F-tab CORRESPONDING TO THE ABOVE DEGREES
~ §F FREEDOM=",F2
280 IF F1!=F2 THEN 310
290 F3=1
300 GOTO 320 _ . -
310. F3=2
320 IF F3=2 THEN 350 :
330 N§=" !
340 GOTO 360 ' -
350 N$="NOT" .
360 SELECT PRINT 211 ‘ \ .
370. PRINT USING 380,S3,E$ )
380 %  STATISTICS FOR SAMPLE ###### FOR Gt #####
90- PRINT

00 PRINT H *******************#*******%%****%*****%
4t b T A A A A AT

410 PRINT



UL L
j? . _ .

420 PRINT USING 430,F1,F2 N1,N2
430 % F-Cale= 4. #dk
-Plag= ## . .
L4y PRINT .

450 PRINT -USING Lso,N$ .- C _
L6o 7% . VARIANCE VALUES= ### SIGNIFICANTLY DIFFERENT -
470 PRINT" - (AT THE 5% SIGNIFICANCE LEVEL) "
480 PRINT _ C

L9o PRINT ™ *****&**************#********************

WAL I ARSI 0 '

500 SELECT PRINT 005

510 A9=A1-A2 :

520 IF A910 THEN skg

530 A9=A0%(.1) _ _

540 B9=SQR(B142 +:B232)

550 T1=A9/B9 S

560-K2=(B142 + B242)42

570 K3=(BLi%4/(N1-1)) + (B2l4/(N2-1))

580 K1=K2/K3 _

590 W= K1 - 0,85 ' |
600 T2= 1,96 - 0,00554568/SQR(W) + 2.4059333/W + 0.671777/(W42)
-0.383121/(W33) . :
610. IF T1!=T2 THEN &40

620 T3=1 ' 2
630 GQTO 650 ' '

- 680 T3=2 ,

650 IF T3=2 THEN 680 .

660 T$=~" n . P

670 GOTO 690 -

- 680 TH="NOT"

690 SELECT PRINT 211(120)

700 PRINT.USING 710,T1,T2,K1 =

710 % T-Cale= ##. 444 T-Tab= #4444 K= fis

720 PRINT :

730 PRINT USING 740,T$ .

ho 4 MEAN VALUES= ### SIGNIFICANTLY DIFFERENT

750 PRINT * , (AT THE 3% SIGNIFICANCE LEVEL)"

760 STOP -

770 END

-
il

Fotab= ##. #4847 NeAbs= 24 N
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SAMPLE PROGRAM RUN
STATISTICS FOR SAMPLE JA FOR Si
'-H-*****-!H(:*.-H-*********%H!‘***************_***ﬁ****************ﬂ%&l 3443

‘F-calc= . 1.2915 ‘E‘-tab= 2.8200 n-abs= 12 p-—plas= 12

VARIANCE VALUES% NOT SIGNIFICANTLY DIFFERENT

(AT THE 5% SIGNIFICANCE LEVEL) 2 '
********%************%***************************************%*

t-cale= 1l.bhbob2 t-tab= 2,0759 k= 21~

MEAN VALYES= NOT STGNIFICANTLY DIFFERENT
(AT THE 5% SIGNIFICANCE LEVEL)
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gram for Reproducibility Statistics

SELECT PRINT 005

DIM A(20),A1(20),M9(2), 88(4) ,S9(2), N?(z)-T9(é),M9(2).B

0),B8{20),H920)

INPUT * OXIDE '
# OF REPLICATES- FOR ABS.; FOR PLASHA",
03,N1,N6

N7(1)=N1

N7(2)=N6

FOR C9=1 TO 2

IF C9= 1. THEN 110
W6= N6
N1= N6

GOTC 120

Wé= N1

IF C9= 1 THEN 160

PRINT HEX(03)

PRINT " PLASMA VALUES"™

GOTO 170

PRINT " ABS+ VALUES"

FOR B=1 TO W6

INPUT A(B)

NEXT B

Bs= 0 .

INPUT " ROW TO BE CORRECTED=" 35

IF B5= 0 THEN 250

GOSUB *1 (B5,A(B5))
GOTO 210

S1=0

FOR B=1 TO Wé

IF A(B) = 0000 ‘THEN 290

S1=S1 + A(B)

NEXT B

M1= S1/N1

M9(C9)= M1.

D9a0

FOR B=1 TO W6 g
IF A(B)— 9999 THEN 390 Y

D1(B)="A(B)-M1 ‘
D9= D9 .+ (D1(B)42) S
IF D1(B)1=0 THEN 390 ’
D1(B)= D1(B)*(-1)

NEXT B ,

IF D9!10 THEN 420

D9= ,0000000001

V1= D9/N1

S2= SQR{V1)

S9(C9)= 352

FOR 29=1 TO W6.



‘ZSo

Lo IF A(Z9)= 9999 THEN L4gg : -
470 D3= (2*82)—D1(29) : :

480 IF D3t=0 THEN 540

490 NEXT 29

500 Ng= N1-1

510 Ws= N2-60.85 4568 /SQR (

520 T3- 1,96 - 0.00554568/SQR(Ws) + 2.4059333,/W5 +
0.671777/(Wsk2) - 0.3831214/(Wsi3)

530 GOTO 790

540 D7= A(29)

.550 C7=p

560 FOR H=1 TO W§

570 IF A(g):D? THEN 590

580 GOTO 600
590 C7=C7 + 1
600 NEXT i

610 Tl= A(B) - N1

620 IF T11=0 TiEN 640
630 Ti= T1#*(-1) -

640 T2= (T1¥5QR(C7)) /52
650 N2= N1 - 1 |
660 WS- N2- 0,85 ) .
670 T3= 1,96 - 0.00554568/5QR (W5) + 2.4059333/M5 +
0.671777(W532) - 0.3831214(W513) :

680 IF T3172 THEN 790

690 FOR K=1 70 w6 . :

700 IF A(K)=D7 THEN 720

710 GOTO 770 :

720 IF C9= 2" THEN 750

730 B8(K)= A(K)

740 GOTO 760

750 B9(K)= A(K)

760 A(K)= 9999

770 NEXT K

780 N1= N1 - Cv

790 T9(C9}= T3

800 IF C9= 2 THEN 850

810 FOR B=1 TO Wé&

820 A1(B)= A(B)

830 A(B)=o¢o

840 NEXT B

850 S8(C9)= Tg(C9) = (89(C9) /SQR(N2))

860 S8(Co+2) = (89(C9) M9(C9) ) *100

870-NEXT C9 .

880 IF N61IN1 THEN 920 .

890 FOR B= (N6+1) T0 N1

900 A(B)= ¢

910 NEXT B

920 SELECT PRINT 211

930 PRINT USING 940,03

4
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oo .~ REPRODUCIBILITY STATISTICS FOR ##}##

950 PRINT. :
960 pRINT "' *******%*******%**********************
B2 k2% L. 5. 21 : .
970 PRINT " ~ ALL FOLLOWING VALUES ARE SIGNIFICANT FOR-"
980 PRINT " -  ATOMIC ABSORPTION PLASMA EMISSION"
990 PRINT " FE A 383 B B0 1006 26 SR U 3 I SE S A 4 TR 0 3 S 3 4 4 2t
LoE-bi LT 2 X L) ‘ ' .
1000 IF N11=Né THEN 1030
1010 K7= N6
1020 GOTO 1040
1030 K7= N1
-1040 FOR B= 1 TO K7 : :
1050 PRINT USING 1060 AL(B),A(B) 7
1060 # 4 it
1070 NEXT B _
1080 PRINT " FAr 03 43I M G0 IS AR I ST AT 346 333 S I S A A
34363 R 48 4t 46 1 ‘ . '
1090 PRINT " REJECTED VALUES ARE"
1100 FOR B=1 TO K7 - ,
1110 IF B8(B) + B9(B)= 0 THEN 1140
1120 PRINT USING 1060, B8(B),B9(B)
. 1130 X6= X6+1
11ko NEXT B -
1150 IF X6110 THEN 1170
1160 PRINT NO VALUES REJECTED "
1170 PRINT - " B3I A S 2 3 S I R M R R S
638 3 S IR IE 0 '
1180 PRINT USING 1190,M9(1),NM9(2)
1190 % B MEAN — ##. 4
. 1200 PRINT " E +/_ +/_u
1210 PRINT USING 1220,58(1),S8(2) ,
1220 % # A R
12 0 PRINT USING 12uo $9(1),59(2)
1250 % #HE T STD. DEV. #.#44
1250 PRINT USING 1260 S8(3),38(4) _
1260 % 4, #UURELSTD. DEV, # i
1270 SELECT PRINT 005
1280 N1= N7(1) -
1290 N2=_N7(2)
1300 Bl= (S9(1)32)
1310 B2= W9(2)i2)
1320 Fl= B1/B2
1330 -N1= N1-1
1340 N2=N2-1
1350 IF F111 THEN 1370
1360 Fl1= 1/F1
1370 IF B11B2 THEN 1410 .
1380 PRINT USING 1390,N2,N1
1390 % DEGREES OF FREEDOM ARE- G= ## AND L= ##



1400
1410
1420.
T1430

N R 20)

LS

GOTO 1430

PRINT USING 1420,N1,N2

< DEGREES OF FREEDOM ARE G= ## AND L= ##

INPUT " THE F-tab CORRESPONDING TO THE ABOVE DEGREES
OF FREEDOM=",F2 .

IF Fl!—FE THEN 1470

1450 Q3= 1

1460
1470
1480
1490
1500
1510
1520
1530

GOTO 1480

F3= 2

IF F3= 2 THEN 1510

N =

GOTO 1520

N$= "NOT"

SELECT PRINT 211(120) ~

PRINT * ***%%**************ﬁﬁ******************

AN

1540
1550
- 1560
1570
1580 ¢
1590
1600
1610
1620
1630
1640
1650
1660
1670

PRINT USING 1350,F1,F2,N1,N2 ,
% Focalc= ##.1#4E F-tab= ##.###4 Neabs= ## N-plas= ##
PRINT . -

PRINT USING 1580,N3

% VARIANCE VALUES ### SIGNIFICANTLY DIFFEREVT
PRINT . (AT THE 5% SIGNIFICANCE LEVEL)

GOTO 1660

DEFFN 1 (85,D(35) N
PRINT "  INCORRECT VALUE=",H(BS) AN
“INPUT " CORRECT VALUE=",H(BE3)

A(Bs)=H(Bs) :

RETURN

STOP

END
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SAHPLE PROGRAM Ruw Y

REPRODUCIBILITY STATISTICS FOR 8102
_**%**%******************************#**#***************#***ﬁ
ALL FOLLOWING VALUES ARE SIGNIFICANT "FOR-

ATOMIC ABSORPTION PLASMA EMISSION
ﬂ**************}***ﬁ******************##******************g

36.60 20.10

36.60 20,10 ]

36,70 - 19.60 T o
. 36.70 20.90 . o ;

36.70 20.90

36,60 20,90

%%*i‘--ﬂ*****-!i-****%*****************#******#****************#*

REJECTED VALUES ARE-

.
NO VALUES REJECTED o+
************************+***********%**************&*%*****,

+/- +/-
0.057 0.587
0,050 STD.DEV.0,511
0.136 REL,STD.2, 504

DEV. ' L
‘1-*'lt-'l‘!“ﬁ-*****%***%**ﬁ'****%%****%**************ﬁ*************** ’
F-calc= 10& 5555 F-tab= 3, 0500 N~abs— 5 N-plas= &

VARIANCE VALUES= SIGNIFICANTLY DIFFERENT

(AT THE 5% SIGNIFICANCE LEVEL)
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