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ABSTRACT

In this thesis, detailed experiments are perfortoestudy the effect of the flow depth
on turbulent structures in smooth and rough bedhagwannel flow. Shallow open
channel flow is dominated entirely by the wall widnce with a wall boundary layer that
occupies a significant fraction of the flow depi¥When the rough bed is introduced in the
shallow flow, the local turbulence near the rougitnelement intensifies and becomes
highly heterogeneous. The model roughness undely stonsists of a train of two
dimensional square ribs spanning the whole lenfitheochannel. The height of the ribs
(K) occupy 10-15% of the depth of flowl)(and falls in the category of large roughness.
The experimental program was designed to sthkegnd d-type roughnesses at
intermediate flow submergence (6d& < 10). Velocity measurements were conducted
using laser Doppler velocimetry (LDV) and partisteage velocimetry (P1V) systems.

While on the smooth bed, mean velocity scalingh@ tlassical logarithmic format
was confirmed from the present experiments, for tleep-flow cases, turbulence
guantities were found to be influenced by the fedace. A modified length scale based
on a region of constant turbulence intensity isppsed to account for the effect of the
free surface. The new length scale provides aibd#scription not only for the mean
velocity profiles but also for the Reynolds shedress profiles and correlation
coefficients. With the use of this new length scaihe estimation of the wake parameter
is positive and provides for a more accurate eséroathe friction velocity.

Two-dimensional PIV measurements were made inttearswise-wall normal plane

of the smooth open channel flow dt= 0.10 m andRey = 21,000 Rey = dU,/v) to

further study the influence of the free surface tbhe turbulent structures. Proper



orthogonal decomposition (POD) and swirling strénginalysis were employed to
investigate the structures present in the flow.alfsis of the POD reconstructed velocity
fields reveals the presence of large-scale energktictures near the free surface. These
structures are almost parallel or slightly inclirtedthe free surface creating long zones
with uniform momentum.

When large distributed bed roughness is introdusedhe open channel, the
anisotropy of the Reynolds stresses is reducelderotiter layer and found to depend on
the rib spacing and roughness density. At shalli@pth, the presence of roughness
increases the turbulence intensities, Reynoldsrsttesss and higher-order moments in
the outer layer of various locations along the wivelength. While for the shallow
depth, the ratio of the shear contribution of swiegjection events is very different from
that obtained on the smooth bed, for the deep flases, this difference diminishes in the

outer layer.
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CHAPTER
l. INTRODUCTION
1.1. Motivation

The present study investigates the characterisiitgilent structures in smooth and
rough bed open channel flows (OCF). Flow in annopeannel is unique because it is
developing under a confinement bounded by sidesvaill by the free surface which is
subject to atmospheric pressure. The flow is dria®ng the slope of the channel by the
streamwise component of the weight of the liquid &me shear force on the channel
boundaries is the main resisting force. Whilehia limit of infinite depth, flows in open
channels could be described by the theory of aaksurbulent boundary layers. On
many practical applications and hydraulic engirmegmpractice, this approximation is
violated due to the finite shallow depth of flo@pen channel flows can be classified as
shallow when the vertical length scale of the flwsually the depthd) is significantly
smaller than the horizontal length scale (Jirka dijttewaal, 2004). Shallow OCF are
common in practice and are also often generatéboratory settings.

This research originated from the need to bettetetstand the effect of the flow
(water) depth on the turbulent structures presersimooth and rough bed open channel
flows. Turbulent flow over a rough surface is oéagt practical importance and it has
been the subject of numerous studies in fluids rexeging. In hydraulic engineering,
virtually all flows of interest (for examples, riiee and man-made channels) are
considered rough with varying roughness heidgft ¢hape, density, etc. Only a few
limited laboratory investigations deal with the esffs of large uniformly distributed

roughness. In classical turbulent boundary lalevd, roughness is classified as large if



the ratio of the boundary layer thicknesgsto the roughness heigh, is less than 50.
According to Jimenez (2004), in flows wiltk < 50, the effect of the roughness extends
across the entire boundary layer. In fully devebbpurbulent open channel flow which
will be discussed here in detail, the wall boundasger occupies the entire depth of flow
and thuso=d. Following the open channel flow terminology whére ratio of thel/k is
known as submergence, Nikora et al., (2001), dladsithe rough open channel flow as
shallow ifd/k < 10. In this case, the classical boundary léyeory fails in search of the
universal logarithmic law for the mean velocity file and the turbulent statistics. For
the case of open channel flow with large submergdli& > 10), the roughness is deeply
buried into the boundary layer and there is enosigdice for the logarithmic layer to
develop. Such flows can be described using thieatetoncepts developed for classical
rough turbulent boundary layers. The experimeaforted in this thesis complement
previous research on rough open channel flow aadarticularly important since they
fall in the transitional category between narrowd ande channels with respect to aspect
ratio (6 <b/d < 10) and large distributed bed roughness witarinediate submergence
of 6 <d/k<10.

Many studies have investigated the structure diuk@nt boundary layer (TBL) on
the smooth and rough walls. One interesting qoedtiat still remains is: what is the
difference between the turbulent structure of tiegbuboundary layer flow and open
channel flow? In fact, can one state at what demth the two will be the same? The
obvious answer would be that if the depth of flewnfinite (no effect of the free surface)

the two types of flow should be similar in the wity of the bed. This has implication



for hydraulic engineers who need to know the pcattimits where turbulent boundary
layer correlations can be applied for the casé@®fipen channel flow.
This study addresses a number of important questdnout turbulent structures in
open channel flow. A partial list of some quessiomght be as follows:
1. What is the effect of the flow depth on the turlmilstructures in smooth open
channel flow?
2. Why does shallow flow on a smooth bed lead to msireg friction (flow
resistance) and how this increase relate to thikeint structures?
3. Is the flow anisotropy reduced in the smooth shaflow case and if so why?
4. What is the effect of the large 2-D distributed gbness on the turbulent
structures in OCF?
5. What is the effect of depth on the turbulent sutes in rough open channel
flow?
Some answers to questions 1, 2, and 3 can be fou@&hapters Ill and IV. These
chapters address the effect of depth on the tunbslkeuctures in uniform smooth open
channel flow. In Chapter Ill, laser Doppler veloetry (LDV) is used to acquire
velocity measurements in smooth open channel flothieee different water depths.
From the LDV data, information about the lower- damgher-order turbulence statistics is
extracted as well as information for the conditioaadrant analysis and Reynolds stress
anisotropy. In Chapter IV, two-dimensional padicimage velocimetry (PIV)
measurements are performed in the streamwise-walhta plane (x-y) of smooth open
channel flow. The instantaneous velocity fieldsevanalyzed using proper orthogonal

decomposition (POD) and swirling strength to expdise vortical structures. The



velocity fields were reconstructed using differenmbination of POD modes to expose
the large-scale energetic structures and smalédeak energetic structures. The POD
results were further combined with the results fribra momentum analysis as well as
with the conditional quadrant analysis performedtminstantaneous PIV maps at three
different threshold levels. In Chapter V, the effef the large roughness on the higher-
order turbulence moments and Reynolds stress amjigois studied at three different

roughness conditions for three depths of flow ugngain of rib elements located in an

open channel. The rib elements are composed ofitmensional square rods spanning

the width of the channel and are located througttwitength of the flume.

1.2. Background

Prior to describing the theoretical background, own notation is defined. The
Cartesian coordinateg,(y, 2 are used to denote streamwise, vertical (wallabdy and
transverse (spanwise) directions, respectivelye ddmponents of the mean velocity and
turbulent fluctuations in these directions are deddoy U, V, W and (1, v, w. In
Cartesian tensor notation, the mean and the fltiotuavelocities in the positive;
direction are denoted by; andu;. In the forthcoming Chapters= 1, 2, 3denote the
streamwise, vertical and spanwise direction, respeyg. Furthermore, the superscript
“+” is used to represent the quantities in wall tenjvelocity normalized by, and
distance normalized by the viscous length svéle wherev is the kinematic viscosity

andu, is the wall friction velocity).



1.2.1. Turbulent boundary layers vs. open channel flows

Turbulent boundary layer (TBL) flows are externlaWfs that develop a distribution
of streamwise mean velocity(y) near the solid wall. Such flows are of practical
importance and the literature devoted to them teresive. The simplest example of a
turbulent boundary layer flow is that over a smoftdah plate. In this case, the boundary
layer occurs at zero incidence so that the pregpadient along the smooth wall is zero
and the velocity outside the boundary layer is tamtsand equal to the free stream
velocity U). The turbulent boundary layer is shown scheraliyian Figure I-1 and it

is described by the following set of equations:
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With an appropriate model for the Reynolds sheaesst&u_v), the mean velocity
components can be determined from Eq. (I.1) suldigeappropriate initial and boundary
conditions. The appropriate boundary conditiores ar

U(x,0)=V(x0) =0, U(X,y - o) - U_(x)=U, (1.2)
Note that in Eq. (1.2)Uo is the maximum (free stream) velocity.

The structure and dynamics of zero-pressure gratlielbulent boundary layers over
smooth walls have been extensively studied (selewsvby Robinson 1991 and Panton
2001) and the two-layer structure of the boundamet flows is widely accepted. In
Figure K1, the profile of the mean velocity(x,y) is shown at streamwise sectiox) (
where flow is fully developed. In turbulent wabinded flows, it can be shown that the

viscosity () and the wall shear stress,) are important parameters. From these



guantities we define viscous scales that are tipeoppiate velocity and length scales in

the near-wall region. These are the friction vityoa, ( = Tw ) and the viscous length
\/ P

scale,d, :L. The mean velocity gradien%%l) in a fully developed channel flow is a
u y

T
universal non-dimensional function which depends jast two non-dimensional

parameters so that
L q:(ll]. (1.3)

The idea behind the choice of the two parametetisaissd, is the appropriate length
scale in the viscous regiog’ (< 50) while dis the appropriate length scale in the outer
region §* < 50). While in the inner layer the mean veloditfy) is dominated by the
viscous processes (Figurel), in the outer layer the viscous effects are partant.
Following Pope (2000), the inner layer is the regidere yd< 0.1 and the outer layer is
where y* > 50. For sufficiently high Reynolds number, amertial sublayer or
logarithmic layer exists roughly in the region 30y<< 300, yP < 0.2. The viscous
sublayer is the region wheyé > 5, and the buffer layer is the region betweenviscous
layer and logarithmic layer 5 ¥ < 30. In Chapter llI, the two-layer structure thé
turbulent boundary layers is revisited and appicethe velocity distributions obtained on
the smooth bed open channel flow.

In  fully developed turbulent channel flow, the {otashear stress

r(y) = ,u%—u —,ou_vz ou? (1—%;) decreases linearly from the value at the walkew at
y



y =9, Where(—u_v)y:(; and [%—UJ each vanish. In Figure-1, the flattening of the
y=0

mean velocity profile implies that viscous sheaest drops below the linear variation, so
that the Reynolds shear stress must start fromatettee wall, increase to a maximum at

some locationy,, and then asymptote to the linear curve as theestd U(y) vanishes.
The net force exerted by the Reynolds shear stsedé-uv)/dy and according to the

variation of the Reynolds shear stress sketcheBigare I-1, the net force must be
negative and roughly constant aboyeand positive belowy,. The mean transport of

turbulent momentum represented by the net Reyrfolde retards the mean velocity in
the core of the flow and accelerates it near thi, wampared to the case of the laminar
boundary layer. The increased mean velocity nearnall causes the gradient of the
mean velocity to increase, leading to higher wh#as stressg). Since the Reynolds

shear stress is the unclosed term in the momentguatien (Eq. (1.1)), the main question
in wall turbulence concerns the mechanism resptnédr creating the Reynolds shear
stress. A possible mechanism can be explainedhd®yptesence of different organized
motions (eddies) present in the wall flows thatsgss for a long time.

One of the fundamental notions in turbulence redeas to break the complex,
multiscaled, random turbulent motions into orgadiaetivities that are commonly called
coherent structures Coherent structures can be thought of as indatiéntities (eddies)
that consist of parcels of vortical fluid occupyirg confined space and possessing
temporal coherence Most of the early studies on turbulent strucsume smooth-wall
turbulent boundary layers have emphasized the thoganization in the inner (wall)

region fory" < 40. A review of experimental work and discussi@n the existence of



such coherent structures are provided by Klind.e{#67), Robinson (1991) and most
recently by Adrian (2007), among many others. Hasm: flow visualization
observations, Falco (1977) has illustrated sevefathe now well-known types of
coherent structures in wall-bounded flows. Theedor(1955) had proposed that several
of the structures take the form of hairpin-shapedps. In this conceptual model,
Theodorsen visualized a vortex filament orientednsypse to the mean flow with the
head part of the filament, located away from thd.w@he vortex head is subjected to a
greater mean velocity and it is convected downstrésster than the lower-lying ‘legs’.
The lower-lying legs tend to get stretched caugimg farther-lying parts to be lifted
further into the flow.

Lu and Willmarth (1973) have shown that in the mtaer of turbulent boundary
layers, the streamwise)(and vertical ) velocity fluctuations are anticorrelated most of
the time. They developed a statistical conditiogaladrant technique to further
investigate the velocity fluctuations. Ongeandyv fluctuations are plotted on thev
plane it was observed that most of the time theyped quadrant 2 (Q2) and quadrant 4
(Q4) so that on average the producuaindv becomes negative. Events in the second
guadrant correspond to negative streamwise fluctiustoeing lifted away from the wall
by positive wall-normal fluctuations, and are rederto asjections Events in the fourth
guadrant correspond to positive streamwise fluainatbeing moved toward the wall.
They are associated with motions calkdeeps Early flow visualization studies have
shown that there is a sequence of events that tafe known as thbursting cyclein
which the fluid parcel streaks fluctuated vertigalith increasing amplitude and then

lifted away from the wall in a vigorous, chaotic tiem. The bursting concept generated



considerable interest, and many subsequent resgarsbught mechanisms to explain the
origin of explosive upward motions, using quadramialysis of time series data to
identify events occurring before and after the atgres of bursts. Of particular note is
the mean tendency of Q2 events to be followed almnasiediately by somewhat longer
duration Q4 events, and the fact that Q2 events tenoccur in groups. In two
dimensional channel flows, recent observations ioyelt al., (2001) have shown that the
second quadrant (Q2) events are followed immedgidbyl the fourth quadrant (Q4)
events and there is a sequence of such events.

While the regions of strong second quadrant fluatna (U < 0 andv > 0) are usually
associated with the presence of the hairpin vocare near the wall, there are many
hairpin vortices in the outer region that are gexim packets and the individual hairpin
vortices in each packet travel in the streamwiseection with a relatively small
dispersion in their velocity of propagation (Adriahal., 2000). These packets grow in
the streamwise direction creating long regions lbé tstrongly retarded uniform
momentum zones. The instantaneous configuratiggaokets determines the pattern of
the zones of uniform momentum. Since the packetgenwith different velocities, the
pattern is ever evolving. Meinhart and Adrian (8P%uggest that the long region of
uniformly retarded flow in each zone is the backflmduced by several hairpins that are
aligned in a coherent pattern in the streamwisection. The near-wall sweep/ejection
events cannot be described by the uniform momer#one analysis. However, when
combined with the quadrant analysis they providiéebenterpretations of the coherent

structures (Hurther et al., 2007).



With the advent of the PIV technique and developm&inthe direct numerical
simulations (DNS), the concept proposed by Theao($995) was further extended and
modified by Liu et al.,, (2001). In the review papey Adrian (2007) the quasi-
streamwise vortices, hairpin vortices, and packdtdairpins are prevalent coherent
structures in wall turbulence that persist for agladime. The same concept of the
coherent structures is applied to the case of dmooen channel flow and the results are
discussed in Chapter IV.

Unlike turbulent boundary layers which are formed a smooth wall in an
unbounded domain, open channel flows develop ihaamel confined by side walls and
bounded by the free surface as shown in Figt2e Because of the existence of the free

surface condition, the gravitational force is impot and Froude number

(Fr?=U?/gd) becomes an important dimensionless parametere, Hg is maximum

velocity, g is the acceleration due to gravity ahis the depth of flow.

Most laboratory experiments in open channels haglly been performed at low
Froude number (sub-critical conditions) in ordeatwid disturbance of the free surface.
This also restricts the Reynolds number from beiagy high. The usual treatment of
uniform open channel flow is to assume that thennkhis wide compared to the depth of
flow and therefore the effect of the side wallségligible or reduced. In computational
models, the free surface is often simplified as yanreetry boundary (rigid—lid
hypothesis). With these two approximations, theoulent boundary layer equations
(Egs. (I.1)) can be further simplified to result IRD equations of motion for flow in
rectangular, wide channel with small slofg. (With these assumptions, the flow in the

central portion of the channel is described bydtinuity equation,
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and the momentum equation
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The effect of the bottom friction is usually debexil by the bed shear stregg) (that is
related to the bed friction velocity as
T, = pu; (1.6)

From 1-D momentum equation, the total shear stbes®mes a sum of the Reynolds

shear stress—pa/ and the viscous stres;u%—u similar to the case of the turbulent
y

boundary layer discussed above. Consequentlydiitebution of the total shear stress

7(y) in the vertical direction becomes
ou —
r(y) = uo=- puv= pu? @- ). (17)
oy d

In Eq. (1.7), the boundary layer thicknes} is replaced by the depth of flow)(which is

a characteristic of the fully developed open chafioev (0 = d). This analysis shows
that with some approximations the boundary layeratiqns can be applied successfully
to describe the flow in open channels. Therefdréias become a common practice
among hydraulic engineers to apply correlationsdvedr turbulent boundary layers to
flow in open channels. Even though such corratatimight be useful, many of them are
based only on the similarity of the mean velocitg dheir limitations should be known.
In rough open channel flow, the effect of turbukeicombined with channel confinement,

surface roughness conditions and relative submeggématio between depth of flow,
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and roughness heigtk) could alter the flow resistance as well as th@gport processes
and needs further investigation.

Research on open channel flow turbulence has beeducted intensively only since
the 1970s because of the development of the vgloogasurement techniques such as
hot-film anemometry, laser Doppler velocimetry (LPVnd particle image velocimetry
(PIV). Since the present study deals with the yaiglof the velocity measurements, a
detailed descriptions of the velocity measuremésthniques is provided in Chapter II.
Almost all fundamental turbulent quantities (meaatoeity and turbulent intensities) of
various types of 2-D open-channel flows are nowilabble and have been compared
favorably with those of the other wall-bounded tudmt flows such as turbulent
boundary layers and pipe flows. On the basis efiltiV measurements, Nezu and Rodi
(1985) proposed a criterion for the relative impade of 3-D characteristics in open-
channel flows in a rectangular cross-section witthee fixed- or movable-boundary beds.
They argued that when the channel aspect tdtiovas smaller than 5, the maximum
velocity on the channel centerling, occurred below the free surface, the so-called
velocity-dip phenomenon (Figure-2), indicating that the effects of secondary culsen
were present. Nezu and Nakagawa (1993) reexantivgedritical value ob/d (~5) and
proposed that rectangular smooth bed channels ¢muldassified according to whether
the aspect ratibb/d < 5 (narrow channel) do/d > 10 (wide channel). The boundary
between the narrow and wide channels is not exagfined. The aim of the present
effort is to further understand the effect of flo@pth and the changes in the turbulence

structure under shallow flow conditions.
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1.2.2. Shallow open channel flow

Jirka (2001) characterized shallow flows as largehydirectional, turbulent shear
flows driven by the piezometric pressure gradiemd accupying a confined layer of
depth ¢). The situation is similar to one depicted in g F2, where the flow is
predominantly horizontal and occurs in a verticéilyited layer whose depth & If the

characteristic horizontal length scélsatisfied the following kinematic condition,
L/d>>1 (1.8)

the flow is classified as shallow. One practicadraple of the shallow open channel flow
is the low-gradient river flows in alluvial chaneetlassified by large width — to — depth

aspect ratiob/d [1O(100).

The dynamic requirement for the shallow flow isatetl to the nature of the
confinement surfaces. At least one boundary mestupporting the shear (e.g., the solid
bed of the channel) while the other may be largblyar—free (e.g., the free surface in the
open channel flow). The flow is then unidirectibaad driven against the shear by the

weight of the fluid. The velocity profile is influnced by the vertical shear and the

Reynolds numberF@e:%) is sufficiently large — greater than 1 x*16o that the flow
\%

is fully turbulent. Here, Reynolds number is defilbased on the andd, whereU is

the characteristic velocity scale. The shallowropkannel flow is governed entirely by
the wall turbulence. In some cases, the mean wgloan still be characterized by the
logarithmic — law of the wall as will be discussadChapters Ill and V. However, recent
experiments by Pokrajac et al., (2007) in shallgeerochannel flows over rough beds

have shown that the logarithmic layer will form pifithere is enough space between the
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top of the roughness and the free surface. Ifithigot the case, the velocity profile may
still have a logarithmic shape, but the paramedérthe corresponding logarithmic law
may not have the same physical meaning as the péeesrof the universal logarithmic
law of the wall. The structure of the turbulenoeshallow flows is three-dimensional,
produced by the ejection and sweep events of tlearslayer near the smooth bed.
Because of the shallow depth, most of the low-spgked parcels often reach the water
surface, and at times still being attached to @ bNikora et al., (2007) speculate that
these low-speed parcels can be viewed as clustdiasidrmade ‘cylinders’ randomly
distributed in space and embedded into the faswvimg surrounding flow. These
“attached” eddies, can be responsible for weakettieghorizontal eddies present in the
flow providing for a very different mechanism of exgy transfer. Some common
turbulent structures such as the hairpin vorticek l@ngth scales smaller or on the order
of the flow depth have been also found in shallgvero channel flows and turbulent
boundary layers (Nezu and Nakagawa, 1993).

The shallow flows are extremely susceptible to aaasi kinds of disturbances,
undergoing transverse oscillations which grow inte 2-D large—scale coherent
structures in the transverse direction (Jirka anmttewaal, 2004). The length scale of
these structures is much larger than the depthowf fl.p » d). Thus, confinement is
responsible for a separation of turbulent motioesveen small scale three-dimensional
turbulence Igp < d), and large scale two-dimensional turbulent matigpo » d) with
some mutual interactions. The effect of the carfient is manifested by the presence of
the secondary currents. Such secondary currentsMk as the ‘secondary currents of

Prandtl's second kind’) are generated by the namdgeneity and anisotropy of
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turbulence. Even though the secondary currentale 5% of the mean streamwise

velocity and their size is less than the flow deptiey can have an important effect in

altering the patterns of the streamwise velocitles] shear, turbulence and sediment
transport.

In shallow open channel flow, one can expect aroggtin turbulence to be present
mostly at the bed and at the free surface. Sideeffacts are not important, since the
channel is wide with aspect ratidd > 10. Narrow channel®/{d < 5) on the other hand
can present strong secondary currents. Roughmesgtoduce another complexity to
the shallow flow. It has been recognized that ibieel roughness will influence the
turbulence anisotropy and thus secondary currémesextent of such influence has only

been partially addressed by Naot (1984) and Tonaire@l., (1989). In Chapters Ill and

V, the Reynolds stress anisotropy of the normadssesu’ and v2 are examined to
further quantify the effect of the shallow depth @mooth and rough bed open channel

flows.

1.2.3. Rough open channel flow

Turbulent open channel flow over rough walls isopi¢ of significant interest and
numerous publications have appeared in the lastdeaades. In his review on wall
bounded turbulent flows, Jimenez (2004) analyzgmeemental and theoretical work and
noted that the effect of roughness is restrictethéoregion close to the wall, generally
known as the roughness sublayer. Outside the rasghsub-layer, the flow structure is
not directly affected by the presence of the rougiti. This conforms to the similarity

hypothesis proposed by Townsend (1976) which stdi@isthe effect of roughness is
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limited to a wall-normal distance of 3 5 roughness heightk)(at sufficiently high
Reynolds number and specifically for small valuesnpared to the height of the
turbulent boundary layerd. Based on existing experimental evidence, ireofdr the
mean similarity to be valik should be less than 0.82Recently, Connelly et al., (2006)
provided experimental evidence that the self sintylaof the mean velocity profile in a
turbulent boundary layer is universal in the outsgion for the relative roughness range
beyond the criteria proposed by Jimenez (2004)eirTéxperiments covered a range of
roughness heights ranging from 0.60® 0.0&® and suggested that larger valueskof
require longer streamwise flow development lengthttain a self-similar state.

Prior research has revealed some differences bettixeestructure of turbulent flow
over smooth and rough surfaces (Grass 1971, Krdgtal., 1992, 1999, Djenidi et al.,
1999). Krogstad et al., (1999) have shown thatdhdifferences exist even among
different kinds of rough wall flows with almost iaigcal mean velocity profiles in the
approach flow. They have also questioned the wlaf the Townsend’s hypothesis that
the effect of the wall geometry will be forgotteften a few roughness heights from the
bed. Their study indicates that despite the shitylan the mean velocity, the turbulent
guantities are more indicative of the effect of thmughness. Lack of reliable
measurements in the vicinity of the roughness elsneombined with additional bias
due to the use of different scaling approachestimo@ to make the effect of roughness
on turbulence in the outer layer a debated issue.

In this thesis, the roughness is constructed hygusitrain of 2-D square ribs. A brief
overview of the literature pertaining to the stuafythe rib roughness in several flows is

summarized below. In case of the rough surfacestoacted from a series of two-
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dimensional elements (such as ribs), it is posdiblmfluence the overlying turbulence
by altering the pitch separatiomp)(between the roughness elements. This was first
observed by Perry et al., (1969) who classifiechsutighness as d- and k-type based on
the pitch to roughness height ratlk), with p/k < 5 considered ad-type andp/k= 5
considered ak-type

Okamoto et al., (1993) were among the first to wtagperimentally the turbulent
boundary layer development over a rib roughnessafarde variety of pitch to height
ratios p/k) between 2 and 17. They used a Pitot tube to mnedabe mean velocities as
well as the streamwise turbulent intensities. hie tase of d-type roughneggk(< 5), a
stable recirculation region inside the cavity betwedjacent ribs was observed. Flow
visualization showed that the flow streamlines abthe cavity region were not disturbed
and on average the effect of surface roughnessuiakly absorbed in the outer region.
With increasing rib pitch, the flow inside the d#as start to reattach between successive
ribs and atp/k = 9, the streamwise turbulence intensity attaimaximum value. A
reduction of turbulent intensities was observedalbcases op/k > 9. The development
of the separating shear layer was also found temtpn the surface conditions.

A combination of laser-induced fluorescence (LIRddaser Doppler velocimetry
(LDV) was used by Djenidi et al., (1999) to studhe tstructure of a turbulent boundary
layer over a wall of two-dimensional square casitidassified as d-type roughness. All
measurements were obtained at a distanee 122k & = xu/v = 13,313,x is the
streamwise distance) at fully rough conditiok’s= (ku/V) = 124, and the height of the
roughness wak/o = (0.11 - 0.14). Heray, refers to the friction velocity. It was found

that the cavity plays an important role by provglam outflow to the overlaying flow in a
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random manner. Flow visualization revealed thah@lthe span of the cavities, outflows
alternate with inflows, consistent with the alteéimn@ low-speed and high-speed streaks.
The increase in turbulence intensities as welhasReynolds shear stress was indicative
for the strong outflow originating from the cavsie This suggests that the effects of the
surface condition are not limited to the inner oggbut spread into the outer region. The
authors hypothesized that by modifying the sepama#ind/or the width of the cavities,
the outflows will be influenced, resulting in difemt turbulent fields (mean velocity,
Reynolds shear stresses). Thus, it might be pessibalter the level of interaction
between the near-wall region and the outer flo& manner that reflects the changes due
to the disturbance to either the near-wall regiothe outer region.

Because the measurement accuracy of all turbuleantdies drops in the immediate
vicinity of the roughness, direct numerical simidas (DNS) can provide for a better
understanding very close to the rough surface. DN& solves directly the governing
equations without imposing any assumptions bus itestricted to a moderate Reynolds
numbers. A number of numerical studies of a bountigyer over a rib roughness have
been recently conducted by Cui et al., (2003), laednet al., (2004, 2006), Nagano et
al., (2004), Krogstad et al., (2005), Ikeda anddur(2007) and Lee and Sung (2007).
Different numerical methods as well as differentigloness configurations have been
investigated. Cui et al., (2003) used large edhwkations (LES) to study the turbulent
flow in a channel with transverse rib roughnes®oa wall. The study shows that for the
k-type roughness, the separation and reattachnrecess is consistent with previous
experimental studies. The simulations also revetiat larger and more frequent eddies

are ejected outwards, resulting in strong inteoaichetween the roughness and the outer

18



flow. Using a similar geometry, Leonardi et a20Q4) performed the DNS simulation to
investigate the effect of the rib separation ondlganized structures near a rough wall.
By analyzing the two-point velocity correlationsey found that with the increase of the
pitch separation, the flow structures become legarozed in the streamwise direction
and the vertical motion emanating from the cavitiezomes increasingly important.

While for p/k < 3 the effect of the rough wall extends up kaBove the plane of the ribs,

for p/k = 7 this layer becomes as large &s Bistributions of the normal vorticity show

that the structure of the flow for largptk > 7 resembles the flow over a smooth wall
with a presence of short streaky structures.

An experimental and DNS study of the fully turbulehannel flow with smooth and
rod-roughened walls have been performed by Krogstadl., (2005). The mean velocity
confirms the existence of the portion of the valpgrofiles where the law of the wall is
valid for rough surfaces. In the outer regionefiect of the roughness was observed as
suggested from the velocity defect law. Reynolisas stress, quadrant and anisotropy
analyses show that the smooth and the rough suylEm®etries appear to be very similar
outside the roughness sub-laygr<(5k). The 2-D closed channel flow result is very
different from previous boundary layer results weheéhe outer layer is very much
affected by the roughness (Krogstad et al., 199291 The latter study speculated that
the effect of the surface roughness on the oug@rlmay be dependent not only on the
surface conditions but also on the type of flovteinal or external flow.

Most of the recent experiments in open channel {foachie et al., 2003, Poggi et al.,
2003 and Tachie et al., 2007) have been compleigtdlaser based instrumentation and

report various turbulence quantities. A low ReyisohumberRey < 20,000) experiment
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comparing turbulent quantities on a sand grainweigll that on the wire mesh roughness
have been performed by Tachie et al., (2003). Adight of the roughness varied from
k/d = 0.01 to 0.03 and it was within the limit for thxall similarity to be valid proposed
by Jimenez (2004). It was found that bed rougheetmnces the levels of turbulence
intensities, Reynolds shear stress and triple ladioes over most of the outer layer.
Close to the rough wall(d < 0.1), the Reynolds stress anisotropy was smedbar that
on the smooth wall. At the edge of the turbulemtiidary layer on the border between
the turbulent/non-turbulent interface, the anigoyrevas also reduced. Smalley et al.,
(2002) reported similar results for the anisotrappoundary layers on smooth and rough
walls. Tachie and Adane (2007), particle imag®eiehetry (PIV) was used to study the
turbulence quantities in rough open channel flowrad- and k- type transverse ribs of
different cross-section. The experimental condgiavere such that only a few ribs were
considered at the straight section of the flumecthiaises the question of the fully
developed flow nature as well as the periodicityhef flow at the measurement location.
The reported results are in line with the previsuglies on rib roughness confirming that
for k-type roughness, the interaction between Heaslayers produces higher turbulence.
It was also found that the flow acceleration had significant effect on the flow
resistance.

The small scale structure of turbulence in rougbnophannel flow was studied by
Poggi et al., (2003). High resolution LDV systerasaused to acquire data near the wire
mesh rough wall K/d = 0.02) at a vertical locatioy = 23. A lower level of
intermittency and anisotropy was observed at thughoconditions. Energy spectra and

high order structure functions suggest a link betwehe lower anisotropy and the
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increase of turbulent energy which is injected fribm@ roughness. The integral structure
functions shows that the small scale structurethénrough open channel are affected
beyond the near wall regiog’(= 400) and they have direct impact on the largeicture
existing in the outer layer.

None of the above mentioned studies consider tliectefof the flow depth
systematically. In many practical applications anvironmental hydraulics, natural
streams and overland flows belong to the clasali@av hydraulically rough-bed open
channel flows. In such flows, the relative ratfodepth of flow to the roughness height
can affect not only the flow itself but also altke transport of sediments and pollutants.
Nikora et al., (2001) developed classification lo&ltow flows based on the value of the
relative submergence defined as the ratio betwhenwater depthd) and roughness
height k). For the case of rough open channel flow witigdasubmergence, where the
roughness is deeply buried into the boundary layere is enough space for the
logarithmic layer to develop. Such flows can bealded using theoretical concepts
developed for turbulent boundary layers. Signiitba less is known for the case of
rough flows with small submergena#’K < 10) where the existing boundary layer theory
fails in search of the universal law for the meatouity profiles and turbulent statistics.
Manes et al., (2007) studied rough open channel #iith small submergence (2.3d¢k
< 6.5) using double-averaged Navier-Stokes equsitionhey were able to identify the
presence of the logarithmic layer only for the cake/k = 6.5. Once the logarithmic
layer is absent, the experimental data cannottheitfi the universal law since the shape
of the velocity profile is not known a priori. Dmte the absence of the logarithmic layer,

reasonable collapse of the double—averaged velguitfiles in the outer layer was
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obtained for all flow cases reported by Manes et (@007). This suggests that for
shallow open channel flow the structure of the olager is preserved and maintains its
characteristics irrespective of the bed conditiemooth and rough). It is interesting to
note that the experiments by Manes et al., (20@fewonducted in a flume with channel
aspect ratio of 5 $/d < 15 where the secondary currents may also atfextflow.
According to Nezu and Nakagawa (1993) the smootinicél should be considered
narrow if the channel aspect ratiobi&l < 5 or wide if it isb/d> 10. In open channels,
not only the bed conditions but also the laterallsvand free surface contribute to the
mechanism of suppression/formation of secondaryeats. There are still not enough
systematic studies available that document theceffethe bed roughness conditions on
the development of the secondary currents. Thererpnts reported in this thesis,
complement previous research on open channel ftahaae particularly important since
they fall in the transitional category between tiz@row and wide channels with aspect
ratio of 6 <b/d < 10 with large distributed bed roughness witleintediate submergence

of 6 <d/k<10.

1.3. Research objectives and thesis overview

The present thesis investigates effect of the ftapth on turbulence structures in
smooth and rough bed open channel flows. Undetstgrnthe effect of the depth is
important not only from a scientific point of vidwut also to assess the limitations of the
commonly used correlations in hydraulic engineeritig many practical applications in
environmental hydraulics, the flows are consideskdllow which can have a profound

impact on the turbulence, flow resistance and sedintransport. Information provided
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herein for the roughness effects at shallow flomdibon is an important first step

towards better understanding of the flow over iaréif bed forms such as dunes and
ripples encountered in natural alluvial channelo understand better the flow and
transport implications of such bed feature at saltonditions, the present work reports
on measurements of mean and turbulent characterstiflow over model train of large

2-D ribs using laser Doppler velocimetry (LDV).

Chapter 1l discussed the flow facilities and pravidetailed description of the
velocity measurement techniques employed. In @mapt, single point 2-D LDV
measurements are performed to examine the effettteoflepth in smooth open channel
flow at Reynolds numbeRey > 30,000. Two-dimensional PIV measurements peréal
in the streamwise-wall normak-{) plane are analysed in Chapter IV to expose the
turbulent structures near the free surface. Chaptdeals with the analysis of the 2-D
LDV measurements obtained on the rough bed in apemnel flow under different

roughness conditions and flow depths.
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CHAPTER
.  EXPERIMENTS

This chapter summarize the experiments undertakerhis study including a
description of the flow facilities and detailed degtions of the laser Doppler
velocimetry (LDV) and particle image velocimetry IVl techniques.  Typical
uncertainty estimates and validation of the veloaiteasurements are also provided in

Appendix A.

2.1. Open channel flume facilities

The experiments on smooth and rough bed OCF wenduoted in a rectangular
tilting flume with 610 x 610 mm cross-section aridr long. A settling tank as well as a
contraction section was located at the entrandbdddlume. At the end of the flume,
water was collected through a diffusing section eexrculated with a pump. For all
experiments, the measurement station was selextiee at least #(depths) away from
the flume entrance to ensure that the flow is fallg developed stage and in the middle
of the channel where the effect of the secondaryeats is negligible. The flow depth
for the smooth wall experiments was varied and Regnolds number based on the
momentum thickness (Rey) and Froude number (&) are indicated in Table 1I-1. In

the case of the fully developed open channel fine,momentum thickness was defined

by

ezzuitl_u%]dy (I1.1)

0
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In Eq. (11.1), the limit of the integral was modifi and the boundary layer thicknegsi¢
replaced by the depth of flovd)(which is a characteristic of the fully developagen
channel flow = d). The flow conditions for all cases are fullylutent and subcritical.
The mean velocity profiles were obtained at stremmwocationst100 mm of the
measurement station to ensure that the flow iy fidlveloped.

The rough bed consists of a long train of rib eletagositioned along the flume
length at three different pitch separatiguiis (Figure IF1). The roughness elements were
equally spaced so that the flow pattern repeatsgaloe flume bed. All the experiments
were conducted at a locatiar= 6.7 m (orx/d = 70) from the flume entrance where the
flow was verified to be fully developed. The notinad streamwise distance, (=
Xu/ V) measured from the start of the rectangular crestem, forp/k = 4.5 was<” = 279
x 10°, for p/k = 9 wasx" = 356 x 18 andx" = 340 x 18 for p/k = 18. The flow
development length depends not only on the distémee the flume entrance, but also
on the upstream flow conditions. While the measnet location for all experiments
was kept constant, the upstream conditions wereewadiat different. More ribs were
part of the roughness train for the lower pitchioradf p/k = 4.5 (measurements were
conducted on the top of the 4fb) compared tp/k = 9 (measurements were conducted
on top of the 74 rib) andp/k = 18 (measurements were conducted on top Bfrg8.
The present number of ribs fpfk = 18 is larger than that used in most previoudietu
For example, Connelly et al. (2006) reported expernts on the rough surfacesxat
1.35 m & = 180 x 16), Djenidi et al. (1999) reported 2-D LDV measureiseatx =
0.610 m k" = 133 x 16), Bakken et al. (2005) measured with X hot-wires a 4.95 m

(x* = 59.4 x 16) and Agelinchaab and Tachie (2006) measured with({#er k-type ribs)
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atx = 0.072 mx" = 1.52 x 16). The measurement location and the corresporkiing

values summarized in Table 1I-2, reveal that tbevfis in a turbulent, fully rough regime.

In Table 1I-2, the values of the( = ,/gdS, ) are calculated based on the measured slope

of the channel). There are two criteria by which the fully demeéd flow condition
for the present rough experiments was assessedt, fiie mean velocity profiles were
inspected at the measurement location and the loyddyer thicknessd] was found
equal to depth of flowd) which is a characteristic of fully developed omér@annel flow.
Secondly, the mean velocity and turbulence intgrmibfiles on top of two neighbouring
ribs were measured and a match of the two profites obtained for all cases confirming
that the flow is spatially periodic.

Additional information for the rib tests is listén Table 11-2. The Reynolds number
based on the maximum velocityd) andd was higher than 25,000 for all experiments.

At these flow conditions, it is reasonable to assuhat the effect of Reynolds number on
the turbulence characteristics is negligible. Fneude numberRr? =UZ/gd < 028)

is low ensuring that the flow is in the sub-criticange.

The PIV measurements analyzed in Chapter IV werglected in a re-circulating
open channel flume having a straight, rectangulasszsection 9.5 m long and 1.2 m
wide. The water deptth was maintained uniform at 0.10 m. A high charasglect ratio
(= 12) was deliberately chosen to minimize the sdaoy flow effects (Nezu and
Nakagawa, 1993). A sand trip was installed at #om the flume entrance. The test
section was located at 1.5 m downstream of the sgndnd the measurement plane was
chosen to be in the middle of the channel. Thevflwas fully developed in the

measurement section with a maximum velocity of 0ri¥9, corresponding to a Reynolds
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number based on the water dep®®(= Uod/v) of 21,000. Prior to the experiment, the
water in the flume was filtered through aun filter. Then, the water was seeded with

hollow glass bead particles with a specific grawatyl.1 and a mean diameter of [1/.

2.2. Velocity measurements

2.2.1. Laser Doppler velocimetry (LDV)

The laser Doppler velocimeter (LDV) is an instruméor collecting single point
velocity measurements in laboratory flows. It isnrintrusive, operates in highly
turbulent flows and has better spatial resolutlmntthe Pitot tube and hot-wire systems.
An LDV system is superb for collecting thousandsnstantaneous velocity samples in a
well-defined region of space and thus providinguaate single point measurement of
turbulence quantities of interest.

In this thesis, a commercial two-component LDV sys{TSI Inc.) powered by a 2W
Ar-lon laser was used for the velocity measuremevtigch was borrowed from the
University of lowa. The system consists of a 2\\jéu lon laser, optical system with a
Bragg cell and 300 mm focusing lens. The beamisgagas 50 mm and the half angle
was 3.98. The LDV system is operated in backward scattenmode. For all
experiments, the LDV system with a coincidence wimdize of 1,00Qus was adopted.
Details of the choice of the window are availabiean earlier study (Balachandar and
Patel 2005) and are omitted here for brevity. ddigtically significant differences in the
mean velocity were noted by varying the sample @@ 5,000 to 20,000. Data rates of
the order of 60—-80 Hz were obtained while operativgsystem in a coincidence mode.

At each measurement location, 10,000 validated kmmwere acquired. A standard
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residence-time-averaging procedure was used. Duhet restrictions imposed by the
geometry of the transmitting optics, two-componeribcity measurements were possible
only in the mid-85% of the flow depth, while oneagoonent (streamwise velocity)

measurements were made over the entire depth.thEorb tests, some modifications
were made to the channel support structures antiadd near-wall measurements were
possible.

In an LDV system, the raw instantaneous velocittadas a function of time) are
collected whenever seeding particles traverse teasoring volume. The process of
particle arrivals is random and it should follomrmal (Poisson) distribution. A number
of distinct deviations from the normal distributioan occur due to incorrect settings of
the burst validation criteria, dead time of the gassor, velocity/ particle bias, arrival
time noise and multiple validations. Multiple \ddtions occur if two particles
simultaneously are present in the measuring volwaméch results in false detection of
the signal processor. All of the above factorsiarportant error sources and they are
considered in the uncertainty analysis of the preselocity measurements which is

discussed in detail in Appendix A.

2.2.2. Particle image velocimetry (P1V)

The PIV system consists of dual pulse Nd:YAG lag#rs32 nm wavelength and 400
mJ/pulse. The laser sheet was formed through @ &@@ spherical lens and expanded
through a cylindrical lens. The light sheet wagemted vertically and included the
streamwise wall-normak( y) central plane of the flume. The laser sheetiiasinated
from the bottom of the flume while the optical axd$ the camera was positioned

perpendicular to it. The images were recordedguai S| PowerViewPlus 4 MP 12-bit
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digital camera with a resolution of 2048 x 2048gbi@perating in dual capture mode. A
TSI PIV LaserPulse synchronizer was used to symiheothe operation of the camera
with the laser. The camera was fitted with a 28-fftim Zoom-Nikkor lens and adjusted
to give the desired field-of-view. 2000 image pairere acquired at a frequency of 1.04
Hz and a time separation of 1.7 ms between consectrames. The images were
analyzed using a commercial softwansight 3G’ developed by TSI. The images were
analyzed with 32 x 32 pixels interrogation area 88% overlap using a FFT correlator.
The correlation peak was located within sub-pixetusracy using a Gaussian curve-
fitting method. This process yielded a final intgration area with a size of 16 x 16
pixels. For the field-of-view of 100 mm x 100 mmdacamera resolution of 2048 x 2048
pixels used in the present PIV measurements 1 poeksponds to 0.049 mm and the
actual spatial resolution that this process yielt®d.79 mm. Very near the wall,
velocities smaller than the measurement limit waiscarded and the inner scaled PIV
grid spacing resolution in streamwise and wall-rarairections aré\x™ = Ay* = 7.8.
The closest locations near the free surface whalrabte velocity measurements were
acquired was at/d = 0.85.

After the correlation analysis was complete, valooutliers were rejected using the
cellular neural network method with a variable #iv@ld as proposed by Shinneeb et al.,
(2004). This technique uses information aboutltival velocity gradient in the flow to
make a suitable choice for the local threshold.e plrcentage of rejected vectors was
~8% and they are primarily located at the edgeshefvelocity fields. The rejected
vectors were replaced using a Gaussian-weightedpolation scheme. PIV validation

as well as uncertainty analysis of the velocity steaments is presented in Appendix A.
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Tablell-1. Experimental conditionsfor the smooth OCF experiments.

Flumewidth b = 610 mm

Channel aspect Froude
ratio(b/d)  sx10®  Rey number  Re, x10°
(Fr)
6.0 0.80 2979 0.50 3.6
7.5 0.85 3350 0.56 3.4
10.0 095 4824 0.65 35

"Reyis defined based on the momentum thickness

"Re is defined based on the streamwise location

Tablell-2. Experimental conditionsfor the rough OCF tests.

Pitch Depth
Surface ratio

type  (p/k) d@mm) Kd U, (mls) Re=Udv Fr’=USlgd u, (m/s) k"
Rough 4.5 100 0.10 0.5 56287 0.25 0.037 417
Rough 9 105 0.10 0.51 55008 0.25 0.052 534
Rough 9 85 0.12 0.45 40420 0.24 0.046 486
Rough 9 65 0.15 0.36 25965 0.20 0.043 477
Rough 18 105 0.10 0.51 61772 0.25 0.044 508
Rough 18 85 0.12 0.46 43595 0.25 0.041 457
Rough 18 65 0.15 0.36 27560 0.20 0.037 436
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CHAPTER
. TURBULENCE IN SMOOTH UNIFORM OPEN CHANNEL FLOW

The conventional approach used to describe flowwpgen channels borrows ideas
from the general theory of turbulent boundary layein search of a universal mean
velocity scaling law that will collapse the velgciprofiles on to a single curve,
hydraulics engineers have resorted to using clalssatations developed for turbulent
boundary layers. Similar to turbulent boundaryelay the velocity distribution in open
channel flow is divided into inner and outer regiowith two distinct sets of

characteristic velocity and length scales. In itmger region closest to the wall, the
friction velocity u, = (TW/ ,0)1’ ? . is the appropriate velocity scale, and the charistic
length scale is»/u,. Here,r, is the wall shear stress amnds the kinematic viscosity of

the fluid. Since the direct measurement of thel whéar stress is rather difficult, the
standard approach has been to computautlieom the measured velocity distribution.
An accurate estimate af is required in order to test for self-preservatidmot only the
mean flow but also the higher order turbulent maimefraditionally, in the outer region
of the fully developed open channel flow the depth flow (d) is used as the
characteristic length scale while maximum velotityis a characteristic velocity scale.
Even though analogies exist between turbulent bagynidyers and the flow in open
channels, there are important differences infludniog the channel geometry and the
presence of the free surface (Nezu and Rodi 19&&uN005). A majority of the
experimental evidence in open channel flow seensupport the existence of a region
near the wall where the velocity profiles scaleaidhmically. Steffler et al., (1985),

Nezu and Rodi (1986) and Balachandar et al., (2082 shown that there is an overlap
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du,
v

layer (30<y* <02 ), where the mean velocity profiles agree wethwie classical

log-law given as:

H:Am(&}a (I11-1)
u \%}

T

An estimate of the friction velocity can be obtaln®y assuming the validity of the
log-law. Clauser (1956) found that the constantné B in the logarithmic equation to
be 2.44 and 5.0 (Hinze, 1959). These values aeptad on the basis of various
experimental data obtained for the case of turliub@undary layers on smooth plates.
The existence of the universality of the log-laws leeen also confirmed by the recent
direct numerical simulations (DNS) for a turbuldrundary layer over a smooth plate
(Spalart, 1988) and a two-dimensional channel. tRercase of smooth open channel
flow, it was found that the value of constant Athe same as that proposed by Clauser
(1956) and it is independent of both Reynolds nunarel Froude number. Different
values have been reported for constant B. NezuRartti, (1986) reported value of B =
5.29, while Steffler et al., (1985) found that tredue of B is 5.5. Values ranging from
5.0 to 5.5 have been commonly used.

The velocity distribution in the turbulent bounddayer farther from the wally(d >
0.2), is not affected by viscosity and the chanmdstie velocity scale is defined by the free
stream velocitylJy aty = J, while the characteristic length scale is the lolaup layer
thicknessd. Coles (1956) was among the first to propose difred velocity defect law
by combining two universal functions: the law oétall and the law of the wake. The

defect law in a turbulent boundary layer therefmar be expressed as:
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v_1 2M yj (11.2)

The non-dimensional quantifyl is called the wake strength parameter and itsevau
generally flow dependent. Coles (1956) showed ith#ite outer region of the turbulent
boundary layer where the flow is mainly controll®dturbulence, the velocity defect law

reads:

Ue_U :_1|n(%)+2_ncosz(1_-[zj (|||3)

In Eq. (I11.3), 1M is the Coles’ wake parameter and it is a meashutieeodeviation of the
velocity distribution from the log-law in the outeegion. Coles found that for zero-
pressure gradient smooth boundary layers the vafuBl is 0.55 at high Reynolds
numbers. In dealing with velocity profiles in tbater region of smooth open channel
flows, Nezu and Rodi (1986) have noted tAats dependent on Reynolds number and
decreases with decreasing Reynolds number. Thisrisimportant as most laboratory
studies are usually conducted at lower values oynBles number while field
applications can be at considerably larger val@@srdoso et al., (1989) noted that values
of N varied from —0.27 to +0.02 in smooth, uniform opdrannel flow. Kirkgoz and
Ardichoglu (1997) have also indicated very low \edwfl1 (= 0.1) for the case of open
channel flow. Krogstad et al., (1992) reviewed ¥ieéocity defect equation (Eq. (111.2))
and based on the study by Granville (1976), thepgsed the following form of the
velocity defect law for smooth turbulent boundaaydrs

Ue-U _ ﬂ{l—i{(u 61 )(XJZ — @+ 4r|)(XD] LY (111.4)
u K 20N o) o) K 0

T
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Balachandar et al., (2001) and Tachie et al., (p6@9e applied Eqg. (111.4) to flow in
an open channel, and by optimization of both patarad]1 and y, they found different
M values. In Tachie et al., (2003) it was showrt tha value of the wake parameter
depends strongly on the wall condition. Largermeal ofl1 are obtained on the rough
surfaces providing an indication that the roughredtects are not confined only near the
wall. These results are in line with the obsensaiof Krogstad et al., (1992) for the case
of the zero pressure gradient turbulent boundamria

All of the aforementioned differences between é@dsurbulent boundary layers and
flows in open channels can be attributed to thesttaimed flow condition that exists in
open channels. These constraints are due to #semee of the free surface and the
sidewalls of the channel. The proximity of theeflurface does not allow for developing
of a region of a constant free stream velocity olest in the fully developed turbulent
boundary layer. In open channel flow, the maximatocity is attained slightly below
the free surface as documented by Cardoso etl&l89] and Balachandar and Patel
(2002). The presence of the free surface has tffecte on the turbulence
charactersistics as discussed by Rashidi et &90)1 The first effect is similar to the
effect of the solid boundary where velocity fludioas in the direction normal to the
boundary are surppessed by the effect of the surfansion. Contrary to the solid
boundary, the velocity fluctuations parallel to tinee surface are relatively unimpeded
and Balachandar and Patel (2002) noted a regiosoanktant streamwise turbulent
intensity very near the free surface. In a recemiew paper by Nezu (2005), the free

surface is considered as a “weak wall” which getesraquite different patterns of
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secondary recirculation. All of these effects atteibuted to the transfer of energy from
the wall-normal component which is suppressed byfitte surface.

Despite numerous investigations on the mean flberet is no general consensus on
the behavior of higher order moments of velociticfuations even for the simple case of
smooth open channel flow. The third-order momeatain the sign (+/-) information
and provide useful statistical information on teenporal distribution of the fluctuations
around the mean velocity. Contrary to the viewt thast of the turbulence is confined to
a region close to the wall, there is strong eviéetiat some of it is transported to the
outer region by the presence of large coherenttsires. Nezu and Nakagawa (1993)
have speculated that the bursting motions in therihayer interact with the large eddies
formed in the outer layer. Only the stronger bogstmotion near the wall can produce
and sustain eddies in the outer region. This Hhg®s$ is supported by the fact that the
period of the bursting motion at the wall coincideash the period of the boils formed at
the free surface.

In this chapter, information for the lower and heglorder turbulent moments are
extracted from the LDV measurements obtained onstheoth bed in open channel.
Three different flow depths 0.06 m, 0.08 m and Gri@re compared with the available
turbulent boundary layer data. Analysis of thehbigorder moments combined with the
conditional quadrant decomposition are used tdé&urstudy the effect of the free surface

on turbulence in simple case of smooth open chdtovel
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3.1. Mean velocity scaling and friction velocity

In what follows, different methods of estimation of over a smooth wall are
compared. The first method is based on the assomptat the velocity distribution
follows the universal law of the wall suggestedtbg Clauser chart method. In Figure
lll-1a, a typical plot of the mean velocity proBlén inner scaling for three different flow
depths are compared with the law of the wall gikgriEq. (I11.1) with constants A = 2.44
and B = 5.0. All profiles follow the universal las¥ the wall in the range betweeh y
30 andy/d < 0.2. The values af; that provide the best fit to the velocity profilase
shown in Table IH1.

In the outer region of the fully turbulent chanfielv, the contribution of the viscous
term becomes negligible and the friction velocigncbe found by extrapolating the

Reynolds shear stress profile asymptotically tovtaé by

u? = —q y (1.5)
at==0
d
The implication of Eq. (lll.5) is that the Reynoldbear stress is distributed linearly
across the channel and it can be used to predidritttion velocity. An estimate of the
friction velocity was obtained by extrapolating theasured- uv profiles to the wall.
At y/d = 0.2, a maximum of uv exists for all cases at Re 2,000. The obtained values
are listed in Table IH1 and vary by about 6% compared to the values obtained by the
Clauser method. The error in this method is a doatlon of the higher level of
uncertainty involved in measuringuvas well as the extrapolation errors.
In Figure llI-1b the classical Reynolds shear strdistributions of smooth open channel

flow are compared with the recent experimental dataoth a smooth turbulent boundary
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layer flow reported by Schultz at el., (2005) R¢y = 9,000 and a two-dimensional

channel flow reported by Bakken et al., (2005Ra =u_h/v = 3,300 f is the channel

half depth). For consistency, star symbols aral usedenote the turbulent boundary
layer data set while cross symbols are used totdeghe 2-D channel data set in all of the
forthcoming figures. The turbulent boundary lagetta are scaled with the boundary
layer thicknessd), while the mid depth of the channel is used asading parameter for

the 2-D channel. For the open channel flow dagadkal depth of flow (d) is used as the

scaling parameter. The present open channel datéugher compared with the large
eddy simulation (LES) by Williams (2005) &€ = 171 (Re' =£). All velocity
1%

profiles are normalized with the shear velocitibsamed by the Clauser method (Table
lII-1). The present smooth open channel data aredsvably lower than the turbulent
boundary layer data. Poor collapse among the rdiitetests is evident for the entire
outer region. Only the data set with the shall@ptd @ = 0.06 m) agrees well with the

two-dimensional channel data as well as the lamgy esimulation data in the outer

region. For all depths, the open channel datanatfanaximum of aboutuv’ = 0.8 at
approximatelyy/d = 0.2 which is lower than the maximum value foe tturbulent
boundary layer data. The present results are st@msiwith the observation of Tachie et
al., (2003) who observed lower values of the Reysishear stress for smooth and rough
open channel flow compared to the DNS simulatiospélart (1988). Furthermore, the

Reynolds numbers for the smooth open channel datanat vary much and any

differences among the uv profiles will be most likely due to the effect thfe depth. In

Figure IlI-1b, at a givery/d, the Reynolds shear stress distribution increaseahallow
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depths. The examined open channel profiles araratga in the outer region and they
become similar when approaching the maximuiy/dt 0.2. It appears that the classical
scaling does not absorb the effect of depth evengh a similar maximum velocity of
0.5 m/s was used for all experiments. The totahslstress distributiongy) can also be
used to determine the shear velocity. By balantiiegnean forces, for a fully developed

flow in a channel the total shear stress distrdyuis given by

r(y) = —puv+ y?j—tjzpuf(l—%j. (111.6)

The total stress was calculated by adding the Rdgnshear stress to the viscous
stress. To minimize the error in determining tledouity gradient, the measured mean
velocity profiles were numerically smoothed andfeténtiated. The total shear stress
profiles normalized by the local wall shear strass shown in Figure Ill-1c. From this
graph, it is evident that only the shear distribatior the case of d = 0.06 m closely
follows Eg. (111.6) in the outer region. This dispancy clearly suggests that the depth is
important in open channel flow. The values of ghear velocity calculated from the
total shear stress distributions are shown in Tébtel. While in the case of shallow

depthd = 0.06 m, the shear velocity is overestimated Wy fbr the other two cases, the

error in the calculated shear velocity is higher (O %).

One other common method widely used in hydraulgireering practice described by
Chow (1959) uses the slope of the water surfégp ¢(he flow depth @), and the
acceleration due to gravitg)to calculate the shear velocity, i.e. = (gd$)"% In Table
lII-1, the shear velocities calculated by using th@eslof the water surface are also

shown. This method does not provide a measurédnefshear velocity at a specific
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location, but rather an average value for the emtrannel. Compared to the Clauser plot

method, the differences tn become larger.

A more accurate method for determining the sheéocitg is explored by using the
mean velocity information in the outer region.islivorthwhile to note that in this region,
more velocity data is generally available with leweseasurement uncertainty. In this
study, the defect law of the form given by Eq..d)Iwas adapted. In this regakdy is
the maximum velocity and is replaced by the measured total depth of fldjw{here

the maximum velocity is observed.

The values foru; and N are obtained by following the two-parameter opiztion
procedure described by Tachie (2001),yi@> 0.2. In Table IH1, the optimized values
of u; andll are shown. The errors in the shear velocity okthiby the two-parameter
optimization procedure i8 30% for thed = 0.10 m,x 22% for thed = 0.08 m and only
+3% for thed = 0.06 m compared to the values obtained by thesadal Clauser method.
Only the value of the wake parameter for the cds=00.06 m is close to the value of
0.10 reported by Kirkgoz et al., (1997). Negatnadues ofl1 are obtained for the other
two cases. This is similar to the observation€aifdoso et al., (1989) who also reported
negative values of the wake parameter ranging @@y to +0.02. The wake parameter
depends strongly on the pressure gradient. LitB9§) examined in detail the effect of
the wake parameter in terms of different pressuaglignts. His analysis shows that the
deviation from the logarithmic distribution applida at the outer edge of the boundary
layer significantly increases as the adverse presgyradient becomes stronger.
Conversely, in favorable gradients the logarithtaig applies over most of the boundary

layer thickness. The negative values of the wal@rpeters are physically possible for
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flows with favorable pressure gradients (accelegatiow). In the present experiments, a
uniform open channel flow was maintained, and thespressure gradient should be very
close to zero or slightly favorable. Thus it ispegted that the value of the wake
parameter will be positive but smaller than thescalsa zero pressure gradient turbulent

boundary layer. The role of the wake functiafn) in the defect law (as defined in Eq.

(1.2) with (n = y/d) is further examined for two different equatioetated to the wake

function. The wake function defined by Coles (19§&en by

. 5 Tl
W(rl)COIes = S|n2 (E rl) (|”7)
is compared to the wake function proposed by Gten{d976) and later implemented by

Krogstad et al., (1992)

W(N) krogstad = %((H 6M)n2 - (L+4Mm)n°) (111.8)
The two wake functions are first compared for aozpressure gradient turbulent
boundary layer data of Osterlund (1999) on a smeotface aRey = 2532. Figure II-2
shows the complete velocity profile in the traditib overlap and outer regions of the
flow, but in inner co-ordinates. The turbulent bdary layer profile is compared with
the data from the present experiments. All opesamobl profiles show extended region

where the logarithmic law is valid, which implidsat the flow in open channels tend to

be closer to turbulent boundary layer under faviolgraressure gradients.

For the turbulent boundary layer data the wakerpatar ofl1 = 0.55 was obtained by

both Eqgs. (l1l.7) and (111.8). However, the Coleske function becomes invalid when

the edge of the boundary layer is approached-(1) due to the fact thatcclj—uio.
y
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Recently, Guo et al., (2004) proposed a modificafar the Coles wake function, which
satisfies the zero velocity gradient requirementtha edge of the boundary layer. The

wake function given by Eq. (I11.8) is a more natuchoice because it is derived at the

boundary condition wher(gldE =0 atn - 1. Further analysis of the turbulence intensity
y

in the outer region as well as the effect of tlee fsurface is sought.

3.2. Turbulence intensities

Figure 111-3 shows the streamwise turbulence in'tgr(s?) for the three depths in
outer scaling. The turbulence intensities are atimad by the maxium velocity, Uo.
The velocity and length scales are selected in suelay that they refer to directly
measured quantities. Thus, any inaccuracies adsdciwith the calculated scaling
parameters are minimized. In the subsurface pomiothe profiles for the deep flow

casesd = 0.10 m and 0.08 m, a clear constant turbulentansity region exists where

u?/UZ =0.001. It seems that the portion of constant tierfze tends to widen with

increasing depth of flow. For the shallow cdse0.06 m, the constant turbulence region
is very small.

Turbulent flow in open channels contains motionthvai broad range of scales. The
presence of free surface and the bottom wall cseateven distribution between the
turbulent fluctuations, which leads to anisotropdnditions in the outer region. Because
the mean velocity scaling laws are derived undetrapic turbulence, to eliminate or
reduce the effect of the free surface, the eddeeoboundary layer has been redefined on

the basis of the region of constant turbulencensitg. This length scale denoted &s
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can be interpreted as the largest eddy size irstileamwise direction of the flow. The
values of 9, the corresponding; and the wake parameters are computed using this
length scale is shown in Table 1lI-2. More acceratlues for the shear velocities are
obtained by using the new length scale excludirg dffect of the free surface. The
errors in the calculated friction velocity values @ = 0.10 m and 0.08 m are within

2%. The wake parameters are all positive with\arage of 0.15. However, the present
data indicate a much lower valueldf albeit positive.

In Figure III-4, the new length scale provides for better codapfsboth the Reynolds
shear stress and the normalized total shear stigsibution. The graphs in Figure t4
indicate that any effects arising due to the asps@ seems to be better absorbed in this
type of scaling. Furthermore the present open mélaflow data closely resemble the

turbulent boundary layer data.

3.3. Higher order moments

Contributions to the turbulent diffusion in the memum budget in both directions
longitudinal (Du :uTv) and vertical DV:W) are also analyzed at different flow
depths. In Figures Hba and 5b, the distributions of the longitudinal) and vertical
(Dv) fluxes normalized byu’ are shown. The open channel data are once again
compared with the recent measurements in a smodihlent boundary layer by Schultz
et al., (2005) and a two-dimensional channel datBadkken et al. (2005). The boundary
layer data are normalised by the thickness of theénbary layer, the two-dimensional

channel is scaled with the channel half-depth &edopen channel data are scaled with

the total depth of flow.
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In open channel flowDu is negative similar to the case of the boundayerda The
distributions of theDv are positive and decay in the outer region. Clkos¢he free
surface the diffusion becomes negligible. It isetved that the diffusion coefficients in
both directions are higher for the casedof 0.06 m. However, poor agreement is
noticed between the boundary layer data, the twwedsional channel data and the open
channel data. Both the boundary layer and thedweensional channel distributions are
consistently higher than the open channel dataugirout the depth of flow. Only the
data at the shallow depth tends to be closer tal#ta obtained at the two dimensional
channel. Significant improvement of the similariigtween the open channel data and
the boundary layer data is achieved by applyingibdified length scale (Figures+Bc

and 5d).

3.4. Conditional quadrant analysis

It is documented (Handler et al., 1993, Rashidalgt1990) and should be expected
that the turbulence characteristics at the freasarof an open channel flow be different
from that near a solid wall. Conditional quadrantalysis is used to study the basic
features of the coherent motions in open chanoat &nd how they are affected by the
proximity of the free surface. By sorting the timgtantaneous velocity components into
different quadrants of theu(\) plane, the contribution to the total Reynoldsastatress
from different extreme events can be quantifiedne Thost important events are the
ejections and sweeps, which occur, in the secodd@urth quadrants. Previous studies
on smooth wall flows have observed that the ejestiare responsible for drawing fluid
from the low-speed streaky structures in the viscawb-layer and transporting it to the

outer layer. In contrast, the sweeping (inrush)tioms (driven by the continuity
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considerations) are confined to the wall regionhe ejection and sweep motions and
their cyclic variations are the most important teas of the bursting phenomena
identified not only in the open channel flow (Gra$871) but also in all types of wall
bounded flows (Krogstad et al., 1992).

Our aim here is to apply the quadrant decompositemmnique for examining the
extent of the coherent motions in the outer redmmthree different flow depths. At
every vertical location, the Reynolds shear stigssalculated and further decomposed as

a sum of different events according to the procedigscribed by Lu and Willmarth,

(1973). By using the concept of a hyperbolic hufisize H, defined byuv = Hu

H’T‘ISVH’T‘IS 1

the contribution tauv from a particular quadrant can be written as

(W) = lim %iu(t)v(t)l (O)dt

(11.9)
for i=1to4
where, | (t) is a detection function defined so that
1 when |uv, = Hu, Vi
1(t) = Q (11.10)
0 otherwise

Here, the velocity vector used to compyte), is assumed to be a function of time

only. A parameter H defines a threshold value cwiseparates the extreme events from
the random background turbulence. Another wayefihthg the percentage contribution
from each quadrant can be given as
Q = (uv)q /(-uv) x 100% (1
where-uv is the average contribution at every measuremant.p
In Figures lIF6a and 6b, contributions by ejections (Q2- eveats) sweeps (Q4-

events) to the average Reynolds stress for H = @psented. The profiles show that the
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magnitudes of ejection and sweep events decreaseds the free surface. As expected,
the ejection phenomenon is the strongest in thmitycof the wall, but persist at mid-
depth at all flow depths. Furthermore, there issigmificant effect of depth on the Q2
and Q4 distributions at the level H = 0. The pnésgpen channel data are in fair
agreement with the data of the smooth turbulenintaty layer (Schultz et al., 2005)
shown as solid lines in Figures+8a and 6b.

To further examine the strength of the extreme &vetme decomposition of the
Reynolds shear stress at other threshold valuesalsasundertaken. For example, only
the contributions from the events whose amplitudseeds the threshold value of H = 2
are shown in Figures Hbc and 6d. In these figures, only the contribufram the more
energetic eddies is examined while contributionmfrehe small random turbulent
fluctuations is filtered out. In this study, H =cBrresponds to instantaneous Reynolds
shear stress producing events stronger B%m . In the Q4 events the effect of aspect
ratio is visible in the mid portion of the flow. sAseen in Figures Hbc and 6d, the
profiles of the smooth wall boundary layer diffegrsficantly from the values of the open
channel flow results. Both ejections and sweeps th® open channel flow are
substantially higher. This discrepancy confirmes éxistence of the violent ejections and
sweeps which produce a large portion of the Reymshekar stress in open channel flow.
Even though the Reynolds stress distributions enoghannel flow clearly resemble that
in a smooth wall turbulent boundary layer as shawfigure lll-4c, there are distinct
turbulence features that are revealed only fromhilgh-order analysis. At H = 0, the

magnitude of the Q2 and Q4 events of open chamowlWwas similar or slightly lower
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than that observed in turbulent boundary layerse furbulent events observed in H = 2
level can have important implications in mixingpscand sediment transport.

The percentage contributions tcuv from different quadrants measured in the outer
region at both threshold levels of H = 0 (solid &pgts) and H = 2 (open symbols) are
shown in Figure 1lI-7. The data are presentedhas gercentage contribution to the
average, as defined previously by Eq. (lll-11). ewwous studies have adopted this
velocity scaling based on measured quantities @nieniently avoids any inaccuracy in

the selection of scaling variables suchuas In all figures, the open channel data are

compared with the results of Krogstad et al. (2Gfi&ained for two-dimensional channel
for H= 0 and shown as a solid line. In the cddgvo-dimensional channed, represents
the half height of the channel.

In Figure 111-7a, for H = 0 and 2, the outward irgtetions are negative throughout the
depth and almost constant in the range 0.25<y3.5. Further, there is no distinct effect
of the depth that is noticeable in the figuresdekrease in Q1 is observed fod'y# 0.6.

In the outer region of Figure IlI-7b, a substaniiarease in the ejection activities is
evident for all flow depths. In the region closethe free surface the ejections show a
local positive stress with values over 200% of #werage. Similar observations are
reported by Nakagawa and Nezu (1977) for open aafiows. At H = 2, the
distribution of Q2 is similar to that at H = 0 wighnoticeable downward shift. The effect
of the depth on Q3 events, denoted as the inwaedaictions, is shown in Figure lll-7c.
The trends are similar to the Q1 events and almmsstant contribution to the Reynolds
shear stress is observed up t&' @ 0.5. For y& > 0.6 a negative increase in the Q3

events is noted for all cases. In Figure IlI-# sweep effects (Q4) are constant at all
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channel aspect ratios and they start to incregsdlyaat y®' = 0.6. Close to the free
surface the local value of the Q4 events exceeslsiterage Reynolds shear stress. The
magnitude of Q4 is lower than that at H = 0 andrtbentribution to the Reynolds shear
stress becomes less important. No depth effeQIoto Q4 can be noticed in this type of
presentation due to magnitude of the scales chimséme axes. The quadrant analysis
comparison between the open channel data and tbalimensional channel data is
shown only for H = 0. In the outer region, thelapse between the open channel data
and two dimensional closed channel data is verylgdgoth types of flows seem to have
similar fractional contributions as in smooth tudni boundary layers at H = 0 when all
turbulent events are included.

The number of extreme eventsg)\Nabove the threshold value of H = 2 is shown in
the insets of Figures HIFa - d. While the number of ejections decreasesnvihe free
surface is approached, the number of the Q1 andw@8ts tends to increase. However,
the relative number of the extreme Q1 and Q3 eventsvo times smaller than the
number of ejections. At H = 2, the following redat exists ejections > sweeps > inward
interactions > outward interactions within the rargf y®' which is consistent with the
observations of Nakagawa and Nezu (1977). Stadirige bed, a sharp reduction of the
Q4 events is evident up tody/< 0.6 suggesting that sweeps are localized clogbd

wall.

The sign of the streamwise turbulent transport%fshown in Figure 111-8 can be
related to turbulent events. Comparison betweam amannel, turbulent boundary layer

(Schultz et al., (2005) and 2-D channel flow (Baklat al., 2005) are in fair agreement.

In all cases, the streamwise turbulent transpom?ofls negative which means that most
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of the turbulent energy is transported away from lthitation of the maximum turbulent
production near the wall. Since ejections and psewe significantly stronger they are
primarily responsible for the turbulent energy s@ort and there should be a tendency to
attain equilibrium in the Q2-Q4 events. It will helpful to examine the variation of the
ratio Q2/Q4 at the three flow depths.

Figure 111-9 shows this ratio at two different teheld values of H = 0 and H = 2.5.
The level H = 2.5 is chosen to compare with avégladata for the two—dimensional
channel (Bakken et al., 2001). In all cases, tREX2 ratios reach maximum around'y/
= 0.8 and then decreased towards the free surféibe. suppression of the depth effect
due to the compression of the data noticed earli€igures II-7b and 7d is revealed in
Figure I11-9. For the case of d = 0.06 m, and @ the Q2/Q4 ratio attains a maximum (
= 1.3) while for the other two cases of d = 0.10 na &.08 m the maximum value
attained is 1.6. The trend is similar at H = 2s5shown in Figure 11I-9. At H = 0 the
Q2/Q4 ratio for a two dimensional channel agreet wi¢gh the open channel data at d =
0.10 m and 0.08 m. The maximum is located &t y/0.8. At higher threshold value of
H = 2.5 (which corresponds to contributions onlynfrevents that are six times stronger
than theuv) the differences in the turbulence structure far ¢ase of the open channel

flow and two-dimensional channel becomes more alszio

3.5. Anisotropy analysis

In the previous section, analysis of the contriimsi between Q2 and Q4 events
obtained from the conditional quadrant analysisehslvown that the flow anisotropy is

affected by the presence of the free surface.a#t also suggested that the shallow flows
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tend to be more isotropic than the deep flow casedshis section, closer examination of

the differences between? and v2 components are carried out to further examine the

effect of the depth on the components of the Ralgsiress tensor.

3.5.1. Correlation coefficient

Figure 111-10 shows the variation of correlatioreéficient p,, = —uv/(u>v?)"? at the

three depths in smooth open channel flow. Thentedata set from Afzal et al., (2009)
for depth ¢ = 0.10 m) is also included in Figure 111-10. To@rrelation coefficient has a
value of 0.4 at a wall normal locatigrd = 0.2 for the intermediate and shallow depths (
= 0.08 and 0.06 m), while for the largest depth thlue is slightly lower. However, the

effect of depth is clearly noticeable. In the outgion, p,, decreases monotonically for

all cases and reaches a minimum near the freeceurfas shown in Figure 111-10a, wid

> 0.5 the fluctuations are transporting momentumengdficiently at the shallow depth of
d = 0.06 m. Outside the logarithmic laysrfd > 0.2), the shallow flow indicates a
tendency towards lower anisotropy. To reduce ffeceof the depth, the new length
scale ©') defined on the basis of a region of constantuiemice intensity close to the
free surface is used. When this new length scaliag applied, the effect of depth was

relatively absorbed and the data collapsed on dsmgle line. Furthermore, turbulence

distributions, including that of uv, and triple correlations, also collapsed ontorglsi
line making them nearly independent of the flowttepin Figure 111-10b, a significant
improvement in the similarity and reduction of tliepth effect is noticed between the
three cases. The present data suggest that tHeamsi of energy transfer between the

individual components of the turbulent kinetic eqiers altered near the free surface at
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deep flow cases and it might be linked to the sdapncurrents. One may hypothesize
that the appearance of the secondary currentsrdiesolely depend on the aspect ratio

or channel geometry but also on the proximity ef filtee surface.

3.5.2. Reynolds stress anisotropy analysis

Several experimental (Shafi and Antonia 1995, Seyadit al., 2002) and numerical
studies (Leonardi et al., 2006) have shown thagaropy is strongly related not only to
the presence of the surface roughness but al$e ttype of flow. In carrying out such an
analysis, previous studies on turbulent boundaygria have suggested the use of the
ratio, vZ/u?. Others have recommended a more detailed analysch accounts the

departure from isotropy by calculating the compdseai the Reynolds stress anisotropy

tensor given by (Lumley, 1978)

iU;

R

c

I112)

w |=91

Here, uu. is twice the turbulent kinetic energy awlis the Kronecker delta function.

The b; tensor is symmetric and the components are boubgled/3< b; < 2/3. In the
case of isotropic turbulence; = 0. The sign of each diagonal componenbiinis a
measure of the contribution of each velocity congmirio the turbulent kinetic energy.
As only the streamwisai) and the wall normalj velocity components are available
from the present LDV measurements, the spanwie@mponent need to be modeled.
The approximation of the spanwise component wasdas the experimental data of

Nezu and Nakagawa (1993) on a smooth wall whicliicoed that the spanwise stress is
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proportional to the sum of the other two given l\@%— :C(u v
0

+
UO UO

) with a
coefficient of proportionalityC. A value ofC = 0.40 was used in the present analysis.
Smooth open channel flow profiles of the compon@nts; are shown in Figure lI-11,
together with the corresponding components fromDNS calculations of Leonardi et
al., (2006) and Handler et al ., (1993). In thésowegion y/d > 0.2), the profiles of the
anisotropy tensor indicate constant anisotropy l$weth increasing distance from the
smooth bed. The values of thg component for the open channel flow show higher
anisotropy than the values obtained from the DMSukitions of Leonardi et al., (2006).
This is perhaps due to the relatively low Reynaldmber of the DNS simulations. Near
the free surface, a slight increasdinis observed which is consistent with the numerical
simulations of Handler et al., (1993). While iretBNS simulations of Leonardi et al.,
(2006), two-dimensional closed channel flow witlyrametric boundary of a smooth and
a rough wall was used, in the simulations of Handteal., (1993) the free surface was
explicitly modeled. In the case of the two-dimensil channel flow simulations, the
half-depth of the two-dimensional channel was usgduter length scale, while in the
open channel flow the depth of flow is adoptedhesgdroper outer length scale. Close to
the free surface, the anisotropy of the present Lda¥a slightly increases as the wall
normal component becomes suppressed and energgtrisuted between the other two
components. A similar effect is also present m fitee surface simulation of Handler et
al., (1993). This is in contrast to turbulent bdary layers where a reduction of the
anisotropy is observed fovd > 0.8 by Smalley et al., (2002). This reductisrdue to
the influence of the turbulent/non turbulent inded at the edge of the boundary layer.

Similar reduction in the anisotropy is also visiblem the DNS simulations of Leonardi
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et al., (2006). The relative magnitude of the aimipy components (i.ep| < jyi|) are
consistent with both DNS simulations and shows Bewsitive they are to the change of
the boundary conditions. In the region 0.3/d< 0.6, theb,, components calculated
from LDV data are independent of the wall normataion. The by, component
(equivalent to the Townsend’s structure parameseo)v reduction throughout the depth.
A small flat portion of the by, = 0.14 exists for shallow and intermediate flovptths d

= 0.06 m and 0.08m) at 0.2yd < 0.4. All values of theb:, decrease towards the free
surface. As indicated by the above anisotropyyanglas the flow depth reduces on the
smooth bed, the flow tends to become less anisotrophis result is in line with the

previous conditional quadrant analysis.

3.6. Summary

In dealing with the velocity characteristics of ssttoopen channel flow many of the
formulations and empirical relations have been dwed from the classical turbulent
boundary layer theory. It has therefore becomeomneon practice for hydraulic
engineers, to use them without further modificatiokven though some similarities
between the open channel flow and turbulent boynigrer exist, there are important
differences in the turbulent structure that neetbéarecognized. In open channel flow
these differences are influenced by the channeingéy and by the free surface. This
chapter revisits the velocity scaling in the outegion of smooth open channel flow
taking into account the effect of the free surfaée. suggested by Nezu (2005), the free
surface can be considered as a “weak wall” affgctonly the normal turbulent

fluctuations and a driving force for the secondagirculation. A modified length scale
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is proposed based on the region of constant tunbutgensity. The new length scale
provides a better description not only for the meatocity profiles but also for the
Reynolds shear stress profiles. With the use isfriew length scale, the estimation of
the wake parameter is positive and provides forosenaccurate estimate of the friction
velocity.

The results from the present quadrant analysisu(Eidll-6 and Figure 111-7) show
that the turbulent structure in the outer regiontltd open channel is similar to the
structure of turbulent boundary layers and two-disienal closed channels but only for
the case of H = 0 where all turbulent events acduded. Very different results are
obtained at higher threshold values. At H = 2@, ¢jections are spread through most of
the depth of flow and they are the major contribiitothe Reynolds shear stress. Close
to the free surface an increase in Q1 and Q3 ewrt®bserved which are responsible
for the negative production. Even though the ckaoiflow depth does not show any
significant effect on the Reynolds shear stressesoteresting differences are revealed
by the ratio between Q2 and Q4 events. In the caee lower depth the distribution of
the Q2/Q4 is more spread out and the turbulenceygne more evenly distributed which
implies that the turbulence would tend to be memgropic. At higher depths and lower
aspect ratio the conditions become anisotropic lwigeeatly affect the momentum
transfer.

The anisotropy results indicate that in shallow sethoopen channel flow the
turbulence in the outer layer tends to be moreapat which implies that the turbulent
kinetic energy tends to be equally distributed aghtive three components. In the outer

region, an increase of correlation coefficient,w8hbat at shallow depth of d = 0.06 m
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flow tends to increase the turbulence level conghaoethe d = 0.10 m which greatly

affects the flow resistance.
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Tablelll-1. Calculated friction velocities.

Friction velocity, Uy (M/s)
Depth, d (m) Clauser Reynolds Total shear Channd Defect

Plot stress stress slope law
0.06 0.0220 0.0224 0.0211 0.0216 0.0214 0.157
0.08 0.0214 0.0226 0.0229 0.0231 0.0262 -0.097
0.10 0.0212 0.0207 0.0190 0.0243 0.0277 -0.319

Tablelll-2. New defect law parameters (Krogstad et al., 1992) calculated with a

modified length scale &'.

Defect law
Depth d (m)
old ur(m/s) n
0.06 1.0 0.0214 0.157
0.08 0.80 0.0211 0.195
0.10 0.70 0.0210 0.100
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Figurelll-1. Determination of theu,for smooth OCF; a) L og-law format b) Classical

scaling for the Reynolds shear stress profilesand c) Total shear stressdistributions.
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Figurelll-2. Velocity defect profilesin inner scaling. Comparison between
the wake functions proposed by Coles (1956) (Eq. (111.7)) and Krogstad et al.,

(1992) (Eq. (111.8).
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Figurelll-3. Outer scaling of the turbulent intensities showing a subsurface
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Figurelll-4. Improved outer region scaling for various tur bulence quantities.

Legend asin Figurelll-1.
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Figurelll-6. Comparison between open channel flow and turbulent boundary layer

data by Schultz et al., (2005) at H=0 (a) Q2 and (b) Q4 and at H=2 (c) Q2 and (d) Q4.

Symbolsasin Figurelll-1.
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Figurelll-7. Comparison between open channel flow and 2-D channel data by

Krogstad et al., (2005) (a) Q1 (b) Q2 (c) Q3 (d) Q4. Symbolsasin Figurelll-1.
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Figurelll-8. Distributionsof thethird order moments(u3+ ) in open channel
flow, turbulent boundary layer (Schultz et al., 2005) and two-dimensional

channel (Bakken et al., 2005a). Symbolsasin Figurelll-1.

66



00— 7——7——7——7—+10

O H=2.5
-9
1 ] Py
o L
- L8
- O O N\
2.5 o ;SR ,; L
/ \ U
o / \ -7
O Y \
& Yo
/ A | 6
7/
< ¢} X JANWAN m]
Qo 209 Po - H=0 S
o N = -5
o o

Figurelll-9. Ratio between Q2 and Q4 contributionsin outer variablesat H =0
and H = 2.5 of open channel flow and two-dimensional channel (Bakken et al.,

2001). Symbolsasin Figurelll-1.

67



_uvl(u2v2)1/2

Puw =

b)

—uv/(uv?)Y2

uv

1.4

0.5
04 ] Faeq o
mmﬁx + o+
f i o
A%X +
i&} o) + .
0.3 « o .
N A o +
A
0.2 1 X °
A A
+d=0.06 m X AA O
1 O0d=0.08
0.1 m &xDA
Xd=0.10 m
A Afzal et al., (2008) d=0.10 m
0 T T
0 0.2 0.4 0.6 0.8 1
y/d
0.5
] @%ﬂo
0.4 00, o+ o
s %xﬁﬁx e
X
0.3 AAA x :Ko +
3 ] A
A}ﬁ
A *O
A
0.2 A Q
A A
ok
] X
0.1 GAARK
0 T T r
0.2 0.4 0.6 0.8 1 1.2
yId

Figurelll-10. Coefficientsof correlation, p,, for the smooth open channel
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Improved scaling isshown in (b).
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CHAPTER

IV. TURBULENT STRUCTURES IN SMOOTH OPEN CHANNEL FLOW

This chapter deals with particle image velocime(BlV) measurements in the
streamwise-wall normalx{y) plane in a smooth open channel flow. The Reyold
number of the flow based on the flow depth and maxn velocity Up = 0.18 m/s) was
21,000. The 2-D instantaneous velocity fields amalyzed using proper orthogonal
decomposition (POD) to expose the vortical striegurTo this end, a brief description of
POD technique and analysis of the reconstructedcitgl fields using different
combination of POD modes is presented. The POD esodsed for velocity
reconstruction are selected in such a way to expo#ie the large-scale and the small-
scale structures present in the flow. The firstafePOD modes recovers 50% of the
turbulent kinetic energy while the second set ofdewrecovers 33% of the kinetic
energy. The POD results are further combined thighresults from the swirling strength
analysis, momentum analysis as well as with comukti quadrant analysis performed at

three different threshold levels.

4.1. Proper Orthogonal Decomposition (POD)

Proper orthogonal decomposition is an efficient haatatical tool for defining a
suitable set of basis functions for an ensemblelath. Of particular interest in the
present application of POD is its capability toaspe the most-dominant (large) and the
small-scale features of the flow from an infinitereénsional process with only few

modes. This technique is also relevant for stuglymomogeneous turbulent flow fields.

70



4.1.1. Theory

It is recognized that not all turbulent scales dbote to the same degree in
determining the statistical properties of the floMiethods can be applied to extract from
a turbulent-flow database only the relevant infarorafor the physical understanding of
a turbulent phenomenon, i.e., to separate thetsftd@ppropriately defined modes of the
flow from the background flow or to extract the eobnt structures of turbulence,
irrespective of the definition of the coherent stawe adopted. A powerful technique for
the eduction of the coherent structures of turkuldsws is the proper orthogonal
decomposition (POD). The ultimate goal of the Paialysis is to determine the best
approximation of the given instantaneous turbulesocity field u(x,t), in terms ofN
deterministic spatial POD modegx), i = 1,..,NandN random temporal functiores(t), i

=1,..,N. Mathematically, this problem can be expressed as
N 2
min j j {u(x,t) ->a e (x)} dtdx (IV.1)
QT i=1

Here, the integrations are over the spatial domé&nand time intervall. Arbitrary

variations of the unknowng(x) anda;(t) lead to
J'(u—Zajqu)aidt:O:J'(u—Zajqu)qux (IV.2)
T j Q j

Assuming orthogonality of @(x) and  a(t) in meaning that

J'aiaj dt=0= I(ﬂ,(ﬂi dx fori # j, Eq. (IV-2) can be simplified as
T Q

Iuaidt

q(x) = [ (IV.3)

T

and
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Iugo,dx

a(t) = QI(de (IvV.4)

Substituting Eqg. (IV.3) into Eq. (IV-4) and Eq. (B) into Eqg. (IV-3) yields two

eigenvalue problems with positive definite Hernmitleernels of the form
A@(x) = j Uu(x,t)u(x’,t)dt}q(x')dx' (IV.5)
o\t
and
Aa(t) = j ( j u(x,t)u(x,t’)dx}ai (t")at’ (IV.6)
T\2

Equation (IV.5) shows that the spatial POD mod#g), represent the eigenfunctions of
the integral operator with the temporal auto-catieh ofu(x,t) as a kernel. Similarly,
Eq. (IV.6) shows that the temporal coefficierdagt), are eigenfunctions of the integral
operator with the spatial auto-correlation wfx,t) as a kernel. Both equations are
equivalent to solving the POD mod@éx) and coefficients(t). The classical realization
of the POD first introduced by Lumley (1967) utdi Eq. (IV.5) while snapshot POD
used in this study, first suggested by Sirovict8{)9employs Eq. (IV.6).

The above eigenvalue problems are Fredholm integrahtions of the second kind
whose properties are given by the Hilbert-Schrmhidbtem. According to this theorem if
the eigenfunctions are orthogonal they are alsotisols of Eq. (IV.1). In addition, the
Hilbert-Schmidt theorem states that the eigenvalliese real and positive and form a
decreasing, convergent series. The instantaneslosity field u(x, t) can therefore be
fully reconstructed from the eigenfunctions whBin— . It should be noted that the

eigenfunctions are usually normalized such thati#p@OD modes are ortho-normal and
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the coefficients(t) are square root of the eigenvalues. In this @rape POD analysis
is performed on the fluctuating velocity fields, anéng that thei” eigenvalue\;,

represent the turbulent kinetic energy contributifnthe i POD modeg, and the

fractional contribution of"" POD mode to the total turbulent kinetic energy,can be
A N
expressed ag; = ?' wherek = Z/\i is twice the total turbulent kinetic energy of the
i=1

flow. It can be shown that POD modes are optimadhe sense that, for a given number
of modesN, the projection on the subspace spanned btleading POD eigenfinctions
contains the largest turbulent kinetic energy orrage compared to any set of basis
functions (Cordier and Bergmann, 2002). Finally,rexonstruction of any given

instantaneous fluctuating field @tusing the leadingl POD modes can be calculated by
K

u(x,t,) =u (xt,) =D a(t,) @ (x). (IV.7)
k=1

The physical meaning of the dominant POD modeshbleas related by Holmes et al.,
(1996) to coherent structures. PIV measurementigigs velocity fieldsu™™ at discrete
points X" and at time interval™. Let N, be the total number of grid points within a
velocity field andM be a total number of velocity fields in a giversemble. Because of
the discrete nature of the spatial velocity fields well as their acquisition, the POD
analysis described above must be discretized, meathiat the spatial and temporal
integrations must become summations avandm. As a result, the discretized versions
of the eigen-problem given in Egs. (IV.3) and (IV.Become matrix eigenvalue
problems. For two-component velocity fields ) as the case for the streamwise—wall

normal PIV measurements presented herein, theatg@d®D modes are also vectors
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given by(@, @) and the discretized version of Eq (IV.5) can kpressed in matrix form

as:
A |4
| i
Al B = | (IV.8)
@, @
o o
(Al L% ]
RSr”' n,n , M almﬂl,m aLmﬂNg’m
where, C :{ - nV’n}, and R7p =>'| .. . Thus the POD
u v m=1 aNg,mﬁl,m aNg,mﬁNg,m

modes and eigenvalues are the eigenvectors andveiges of the symmetric positive

definite matrixC. Equation (IV.6) can be discretized in a simiteanner as

ai1 al
Al |=9 .. (IV.9)
a'] &
qlql qlqM .
Here, S=| ... and qy=2((u”'y)2+(v”'y)2). In this context, the
a'q" .. a"q" "~

coefficients a"; and eigenvalues are determined from the diagatadiz of the
symmetric positive definite matri®@ From this analysis, the POD modes at grid pdint

are computed from Eq. (IV.3) as

M nmam M hmam
DU DV (IV.10)

di = \/A_l @ = \//T.

From the above analysis, the dimension of the mé&rin classical POD is equal to the

number of grid points= 10° in the present experiments) while the dimensiorthef
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matrix S in a snapshot POD method is equal to thaber of the time intervals (or
snapshots) in an ensembtel(® in the current experiments). Therefore, it isaclhat it
is more numerically efficient to employ the snagsR®@D method to analyze the PIV
data rather than to use the classical POD metHécently, the snapshot method has
gained popularity and it has been used to studyntbst energetic flow structures in
turbulent jets, wakes and boundary layers (Shinregehl., 2006, Singha et al., 2009,
among others).

In the next section, the PIV fields in they) plane were analyzed using the snapshot
POD technique to reveal the energy-containing gsires present in the smooth bed open

channel flow.

4.1.2. POD analysis of smooth open channel flowxay)(plane

To illustrate the current PIV data, mean velocitydatwo examples of the
instantaneous velocity fields at time instants17.3 s and 28.3 s are presented in Figure
IV-la-c. Figure IV-1a shows mean velocity profilgstained by ensemble averaging of
2000 instantaneous PIV velocity fields which conierto the expected pattern in fully
developed turbulent open channel flow. More detadlgarding the validation of the
present PIV data can be found in Appendix A. Nibiat only every eighth velocity
profile is displayed in Figure IV-1a in order toaad cluttering. The instantaneous
velocity fields shown in Figure 1V-1b and 1c do metreal any vortices present in the
flow because all motions are hidden by the ovegyimean component. These PIV fields
will be used in the forthcoming POD analysis. FeuV-2 presents the energy

distributions of the calculated POD modes. Thetfomal contribution of the first POD
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mode is 15% and decreases with successively inngeasimber of the POD modes.
While lower-order POD modes are representativeheflarge-scale energetic motions,
higher-order POD modes correspond to the smalkskeds energetic motions. The
cumulative energy distribution shows that in ortierecover 95% of the total kinetic
energy the POD reconstruction should inclu@80 POD modes. Examples of the POD-
reconstructed velocity fields are shown in Figwe3land Figure 1V-4. In these figures,
the horizontal and vertical axes represent streamwi and verticaly locations,
respectively; and both are normalized by the flept,d. The purpose of these figures
is to bring forth some interesting features of timdulent structures in the open channel
flow.

Figure 1V-3a shows a typical example of a fluctngtivelocity field of the
instantaneous field shown in Figure 1V-1b. Thadiprovides little evidence of the flow
structures/events because of the interaction diadl scales. However, a small vortex
(highlighted by a circle) can be seen in this fielsl well as a typical signature of an
ejection (Q2) event in the bottom-left corner o fireld (highlighted by a square) where
fluid particles are being lifted away from the whlil positive wall-normal fluctuations.
Several events can be seen in Figures3b/to 3d which show some examples of the
POD-reconstructed fluctuating velocity fields. $hevelocity fields were reconstructed
using the first twelve POD modes. Figure IV-3basPOD reconstruction of the
fluctuating velocity field shown in Figure IV-3aThis field shows a relatively large
structure close to the bed (highlighted by an s#ljpand is rotating in the clockwise
direction. The vortical structure appears to bmeswhat elongated in the streamwise

direction and inclined towards the wall in the atravise directionx. This vortical
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structure induces a relatively strong backward flehich represents the ejection event
(labeled Q2) and a forward flow with positive stregise fluctuations being moved
towards the wall which represents the sweep evabeled Q4). It is believed that this
vortical structure represents a cross-section coraditional eddy. As hypothesized by
Adrian (2007), the conditional eddy is a combinatad a hairpin eddy and two relatively
short counter-rotating quasi-streamwise vorticéisis eddy sweeps flow from around the
eddy and thrusts it upwards in a strong ejectidmoand of the head of the eddy and the
legs. The relatively strong ejection flow showrFigure 1V-3b (labeled Q2) supports the
occurrence of this phenomenon. Further, the oeoos of local maxima in velocity
(shown by the extracted velocity profile atd = 0.2) supports Adrian’s (2007)
observations. This figure also shows that a stagmdine separating the ejection (Q2)
and sweep (Q4) events is formed (highlighted byddgine). This line is inclined to the
horizontal axis and makes an angle of about 60fs Tictlination angle is somewhat
higher than the inclination angle of 45° reportgdAdrian (2007). Figure IV-3b also
shows a portion of an inclined counter-clockwistatiag vortical structure near the top-
right edge of the field-of-view with its center se®eto be located farther downstream.
This structure causes a relatively strong backwrd near the free surface and a
forward flow (combined with the flow from the nelaed structure) in the middle region
of the velocity field (0.3 /d < 0.6). Although this induced backward flow resdes
the ejection event from the free surface (thatsigally observed near solid walls), it is
labeled Q3 in order to be consistent with the cimate: system adopted in this paper.
Figure IV-3c shows another example of large vottsteuctures in the open channel

flow. The size of this structure appears to bgdacompared to the previous figure. A
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strong ejection event (labeled Q2) can also be bedmween the structure and the bed
with a strong induced flow directed downward (l&geQ4) towards the bed. However,
the sweep event that occurs near the bed is baegly in this example because of the
large size of the structure compared to the sizbeofield-of-view.

A third example of the vortical structures is shomrFigure IV-3d. The identified
structure in this field appears to reside closethfree surface and is elongated in the
streamwise direction parallel to theaxis. This counter-clockwise rotating vortical
structure induces a relatively strong backward flawove the structure and a forward
flow below the structure. Since the existence bagpin head and neck is inferred from
the local maximum of the flow speed (shown by tR&aeted velocity profile ax/d =
0.32), the strong induced backward flow suggess tthis vortical structure represents a
cross-section of the head of a hairpin structuré ¥wvo legs extending upwards. It can
be speculated that the free surface behaves likeak solid wall, consistent with the
observations of Nezu and Nakagawa (1993), and thehamism of generating vortical
structures near the free surface seems to be sitnithie mechanism near the solid wall
(Pan and Banerjee, 1995). Although the mechanigrthis induced backward flow
resembles the mechanism of the ejection eventithaually observed near solid walls,
the backward flow in this case appears to move siiparallel to the free surface with a
negligible vertical velocity component (labeled Q2Yhis behavior suggests that an
ejection-like event could occur parallel to theefurface as shown in Figure 1V-3d or
slightly inclined downward as can be seen in Fig#&b (labeled Q3) by the vortical
structure that resides near the top-right edgdeffield-of-view. This behavior may be

attributed to the different inclination angles loétvortical structures in the two examples.
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More interesting features can be extracted by P&idstruction of the fluctuating
velocity fields using POD modes 13 to 100 as shawfrigures I\-4a and 4b. The
turbulent kinetic energy recovered in these figkl83%. It should be noted that the
features exposed by these modes are less enecgeatjgared to the large-scale motion
shown in Figure IV-3. Figure IV-4a shows threaustures of different rotational sense
(highlighted by circles); two counter-rotating stiures exist near the bed, and one
clockwise rotating structure resides in the midiorgof the field-of-view. This field
represents a POD reconstruction of the fluctuatiglgcity field shown in Figure IV-3a.
Dark and light gray circles represent positive aedative rotational sense, respectively.
This field does not resemble the POD-reconstrugtgdcity field using the first twelve
modes shown in Figure IV-3b. However, it depitts tontribution of the less-energetic
structures to the fluctuating velocity field thasembles Figure IV-3a near the solid wall
(y/d < 0.25) that are not seen in Figure IV-3b.

Another example of the less-energetic vortical dtrees is shown in Figure 1V-4b.
This field reveals the existence of five small stanes of alternating rotational sense
(highlighted by circles). These structures arellikcross-sections of relatively less-
energetic hairpin vortices that are known to hawiemr@nt sizes and strengths. The size
of these structures increases in the verticitection away from the wall. These features
conform to the description of hairpin vortex sigmas in wall turbulence suggested by
Adrian (2007) who argued that a group of hairpirtices (a packet) may exist within the
flow fields of larger packets. The interestingtiea of the less-energetic structures is
their shape which appear more circular comparetidcelliptic shape of the large-scale

energetic structures shown in Figure IV-3.
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4.1.3. Vortex visualization and statistics

It is difficult to unambiguously define a turbuleetddy based on the definition
proposed by Robinson (1991). One difficulty whichs been addressed by several
authors (Jeong and Hussain 1995, Adrian et al.0R@0to find a reliable quantitative
criterion corresponding to the Robinson eddy dafini Vorticity alone is not a reliable
guantity for vortex identification since there isignificant amount of vorticity produced
not only by eddy rotation but also by the sheaetajeveloped near the wall. Thus, the
problem is to find a criterion that unambiguousigtidguishes between vorticity due to
rotation and vorticity generated by the local sHagers.

One of the established techniques for vortex deteds based on the calculation of
the swirling strength (Christensen and Adrian, 208wirling strength is closely related
to vorticity but it can discriminate between voitficdue to shear and vorticity resulting
from rotation. The advantage of the swirling styanQ\) is that it is frame independent
since it uses the velocity gradient to identify tbheal swirling motion. It is defined as
the imaginary part of the complex eigenvalue oflteal velocity gradient tensor (Zhou
et al., 1999). The two-dimensional swirl calcuthtorm the instantaneous in-plane
velocity components is defined by

a_v a_v - /]ci
ox ay

=0 (IV.11)

Solutions forA¢ can be obtained
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b2 4ac

From the solution given in Eq. (IV.12), the swsldefined as the imaginary part of the

solution, in the regions where the solution is ctaxp In other words,

Ay :%1/‘b2 —4aq , Wheredac>b®. (IV.13)

By definition, the unsigned swirling strenghy; is always> 0, but a sign can be
prescribed based of the value of the local voytitit show the eddy sense of rotation.

Thus, A = A, w, /|a)z| is formed to discriminate counter-clockwise ratgtiortices X >

0) from the clockwise oned (< 0). According to Wu and Christensen (2006) tices
rotating in the clockwise directiom\ (< 0) were also termegrograde while vortices
rotating in the counter-clockwisa & 0) were termedetrograde Here, signed swirling
strength (or modified swirling strength) will be ads in the X-y) -plane to provide
information for the heads of the hairpin vorticésir location and spatial distribution. In
Figure V-5, a sample of the fluctuating velocity map in tfxey) plane is shown.
Contours of the swirling strengthare overlaid to highlight the eddy structures enesn
the flow. The swirling strength identifies onlyetfocation of the vortex cores and does
not provide information about the actual size o #xisting structures and therefore
additional procedures need to be applied to caeulze size of the vortices and their
circulation (7). In Figure I\-5, several spanwise vortices are identified regidinthe
regiony/d < 0.4. The prograde structures appear to outnuthieeretrograde structures,
which is consistent with observations of Wu andi§€tbnsen (2006). These vortices

appear aligned in the streamwise direction and faminterface inclined slightly away
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from the wall over the field-of-view beneath whi@xists a large-scale region of
streamwise momentum deficit. The prograde vortioelsice strong ejections of low-

speed fluid just below and upstream of their camed therefore they are consistent with
the hairpin vortex signature introduced and devetolpy Adrian et al., (2000). It appears
that near the bed, the prograde vortices assocwithdthe hairpin heads are the most
dominant features in the open channel flow whiclsimilar to the turbulent boundary

layers. In what follows, a more quantitative prgagon of the swirling strength

statistics will be made.

In Figure I\-6, the fraction of time with positive (), negative (I.) and non-zero
(Txz0) modified swirling strength are shown as a functaf y/d. These fractions are
computed at every grid point of each snapshot amthalized with the total number of
snapshots, i.e., 2000. The average swirling stherigr every category was also
computed. In Figure IM6, the present results are compared with the redata of
Volino et al., (2007) for the case of a smooth tleht boundary layer flow. One should
note that the vertical locations for the data byidoet al, (2007) are normalized by the
thickness of the boundary layed)( The agreement between the two cases is verg goo
near the smooth bed and some deviations are olosaervée outer layer. Note that in
Figure IV-6, only one profile in the middle of the field-ofew (x/d = 0.5) is shown
rather than the spatial averaged value present&layo et al., (2007). At all locations,
the swirling strength at any instant is non-zer&o36f the time. Near the bed, most of
the non-zero swirl has a negative sense of rotatitoh is consistent with the location of
the heads of the hairpin vortices. With increagiigjance from the wall, the fraction of

the negative swirl decreases and the fraction efpibsitive swirl increases at more-or-
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less a similar rate. For the turbulent boundaygiathe increase in positive swirl is more
gradual in the region 0.15 WJ < 0.55, while in the open channel, the increasat ia
greater rate. Beyond the edge of the boundaryrlagey/d > 1.0, the flow is
characterized with equal probability of prograde astrograde vortices. An equivalent
region in the open channel flow corresponds toldkationy/d > 0.6. The effect of the
depth is clearly visible and less space is avalédn the detached eddies in open channel
flow compared to the case of turbulent boundareddiow. In open channel, near the
free surface, an increase in the number of retdegreortices is observed. One should
note that the vortices with the positive swirl aguivalent to the vortices with the
negative swirl in the reference frame of the fredasce assuming that tlyecoordinate is
reflected at the free surface. Similar observatitvave been reported by Wu and
Christensen (2006) for the population trends oftiges at the centreline in two-
dimensional channel flows. To further examine #fiect of the free surface on the
vortex distribution, the probability density furamti (PDF) of the swirling strength is
presented in Figure 7. All PDF’s are computed for every wall normatation from

all 2000 PIV snapshots. The computational proeéissnates the values af= 0 (which
occurs about 70% of the time), as shown in FigW€6l For comparison, the values of

the swirling strength are normalized with/d . Near the wall, the negative peak of the

PDF is larger than the positive which is in agreehweth the fractions shown in Figure
IV-6. The shape of the positive and negative PDHRsbeaapproximated by the gamma
probability density function. Farther from the Walty/d = 0.4, the area of the negative
PDF become narrower than the area enclosed bydyatime PDF ay/d = 0.1. This

indicates that prograde vortices with differentréiwg strength populate predominantly
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near the wall locations. As they grow away frora tall, they might undergo different
merging mechanisms (Tomkins and Adrian 2003) atigian equilibrium size. Above
y/d = 0.4, the negative peak of the PDF remains urgginwhile the positive peak
varies considerably. At/d = 0.6, the two PDF peaks become equal which irsgthat at
this location, vortices with both sense of rotatase equally probable. The influence of
the free surface is visible at locatioy’sl = 0.7 where more retrograde vortices (positive
sense of rotation) are identified. This numberatfograde vortices is slightly reduced at

y/d = 0.8, due to the direct influence of the fredate.

4.2. Zones of the uniform momentum

This section illustrates the effect of the largalscstructures on the distribution of the
momentum across the flow depth. Open channel dawbe partitioned into large time-
varying, irregularly shaped zones with nearly canst streamwise momentum.
Streamwise momentum is defined as constant ifrstnese fluctuations within a zone are
generally small and always less than the changgenmomentum between adjacent
zones. The zones of the uniform momentum are adgteegions defined in terms of
instantaneous vector field in contrast to the comignased layers such as the logarithmic
layer that are defined in terms of average quastiti The advantage of analysing the
zones of the uniform momentum is that it can prewitect evidence for the outer layer
organization of the flow into packets of hairpinrtwces. Hurther et al., (2007)
partitioned the outer layer of the rough open cleannto three zones of uniform
streamwise momentum following the concept propdseddrian et al., (2000). In the

latter study it was found that the zones of thefasm momentum in rough bed open
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channel flow are similar to those found in the tuemt boundary layer experiments by
Adrian et al., (2000) suggesting validity of theterulayer organisation concept based on
the presence of the hairpin packets. By combirting results from the uniform
momentum analysis with that of quadrant analysisrtier et al. (2007) was able to
identify the possible relationship between the fiores of the large-scale structures and
the zones of the uniform momentum. In rough beenoghannel flow it was observed
that different inclination angles separate thedasgale structures in the various zones.
For example, in Zone 3, a large inclination andlaloout 80 of the stagnation region
between the large-scale structures was noted whidene 2, a small inclination angle of
about 48 was observed. In what follows, analysis of théarm momentum zones is
sought in order to examine the effect of the fradage in smooth bed open channel
flow.

A more quantitative proof of the existence of tbees of the uniform momentum can
be seen in the histogram of the instantaneousnstves2 velocity () obtained over the
entire flow depthd. The probability density histogram of the streasawelocity found
by accumulating the data over the entire arearafhi® instantaneous realization is shown
in Figure IV-8. Zones identified in Figure 1V-8 méest themselves clearly in the form
of local maxima of the histogram, each maximum ge@ssociated with a relatively
narrow distribution of streamwise momentum thatuossdn each zone. The maximum
velocity at any zone may also be interpreted avéhaecity of a single packet of hairpins
(Adrian at al., 2000).

In Figure V-8, the first zone (Zone 1), which repents the most retarded zone, was

identified as the beginning of the logarithmic layéhere the mean streamwise velocity
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was about 50% of the maximum time-averaged veldtity. The second zone (Zone 2)
which represents the intermediate momentum zorthaslargest (0.2 /d < 0.63,
extended into the wake layer with the maximum vigydeeing about 79% of thedJ The
third zone (Zone 3)u/U, = 0.95), filled the rest of the remaining layeranghe free
surface. It is worth while to notice that near thee surface there is also free surface
(FS) influenced zone which in part overlaps witm&@. In the FS zone instantaneous
velocities are at the same order and higher tian Overlapping of two zones with
uniform momentum is not unusual since the field4efw is only 1d x 1d, and the packets
of the hairpin vortices according to Adrian et(@000) are much longer. The existence
of multiple zones of uniform momentum can be expdiwith the coexistence of the two
hairpin packets: one hairpin packet to occur insidether in the limited field-of-view.

In Figure IV-9, the uniform momentum zones havenb@enoted by line contours and
they are labelled as zones 1, 2 and 3. To vismahe vortices, filled contours of the
swirling strength are also included. The progradeices are depicted by the shades of
blue while the retrograde vortices are depictedhsyshades of red. As expected, the
momentum lines pass through the centres of theshefathe hairpin vortices. In Figure
IV-9, the velocity vectors in Zone 3 are small hexma their streamwise velocities are
nearly equal to 0.95Jwhile the velocity vectors in Zones 3 and 2 hatreasnwise
components of velocity that are significantly loviean 0.954. Line contours of the-
component in Figure V-9 provide a direct way aswalizing the zones with the uniform
momentum and to validate their boundaries withviecity vector field.

Similar procedure was adopted to generate colorsnmapzones of the uniform

momentum for the two instantaneous velocity fiestt®wn in Figures 1¥1b and 1c.
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Figures IV-10a and 10b shows two maps representing the strisanwelocity defect

defined as(u-U,)/u, where U is the maximum time-averaged velocity ands the

friction velocity (= 9.5 mm/s). In these plotsyek zones are shown; the black color

corresponds to the values @f-U,)/u, less than —4, the gray color corresponds to the

range from —4 to -1, and the white color indicatedues greater than —1. Some
interesting observations can be inferred from thdoum momentum zones in these
plots. Figures I¥10a and 10b show that the thickness of Zone 1 appeaary with the
streamwise direction, but it never exceegét= 0.2, which roughly represents the upper
limit of the logarithmic layer. It is also noticethat contrary to the observation of
Hurther et al. (2007), Zone 1 is continuous forsaifeamwise locations of O ¥d < 1
examined in this study. It should be pointed dudtta rough wall was used in the
experiments of Hurther et al. (2007).

The momentum analysis results shown in FigureslDa and 10b were performed on
the same instantaneous velocity fields that werevipusly analyzed by the POD
technique shown in Figures f8b and 3d, respectively. Note that Figures10a and
10b are labelled with the flow events (Q2, Q3, &%) that were identified in the POD
results. Figure IV-10a shows that there is andase in the fluid momentum in the
region 0.75 <x/d < 0.9 (labeled Q4) as manifested by the thinnihgZzone 1 and
enlargement of Zone 3. This can be explained t®rniag to Figure 1V-3b which shows
a strong forward flow (sweep event Q4) inducedhm®y large-scale eddy (highlighted by
an ellipse). This obviously adds momentum to tistantaneous flow field in this region.
As well, the relatively thick layers of Zones 1 &h the streamwise region 0.05Ad <

0.7 may be explained by the same eddy that indacetatively strong backward flow
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which retards the instantaneous streamwise velacithat region. Similarly, the fluid
flow was also retarded near the free surface b€3) by the structure shown in the
top-right corner of the field-of-view. The mid fieg in Figure IV-10a (labeled Zone 3)
represents the lowest retarded streamwise momenmtume where the instantaneous
streamwise velocity is affected by the contribusidrom the forward flow induced by the
two vortical structures shown in Figure IV-3b.

Similarly, the zones of the uniform momentum shawrFigure IV-10b reflect the
presence of the large-scale structure identifiedheyPOD shown in Figure 1V-3d. At
this instant, a strong backward flow with a veryadinpositive wall-normal velocity
component (labeled Q2) is induced near the fretaselr This strong backward flow
retards the upcoming velocity in that region whasiplains the momentum level (Zone 2)
close to the free surface. In addition, Figurel®s shows that the lowest retarded zone
(Zone 3) coincide with the forward flow induced e structure in that region as shown
in Figure 1V-3d. As well, the low momentum levetpresented by Zone 1 and Zone 2
close to the bed can be also explained by the backflow near the bed shown in Figure
IV-3d.

The differences between the momentum maps showimeiprevious figures clearly
highlight the turbulent activities. The role oktkurbulent structures in the variation of
the uniform momentum zones was explained with tledp hof the POD results.
Accordingly, the POD results will be used in thetngection as a reference to assess the

performance of the instantaneous quadrant anatysisidying the flow events.

88



4.3. Conditional quadrant PIV analysis

The POD reconstructed velocity fields have docueergxistence of the hairpin
vortices in the X-y) plane of smooth open channel flow. These hasrpiavel in groups
that create a long uniform momentum zones. Alsdjvidual or groups of angled
hairpins are expected to generate large valuessthntaneous Reynolds shear stress.
Hence, in this chapter a conditional quadrant aislis adopted to identify regions in
which all of these events occur.

Conditional quadrant analysis is a commonly usatissical tool for investigating the
Reynolds-stress-producing events in turbulent flow$he method decomposes the
Reynolds shear stress outside of the hyperbolie hejion of size H into four distinct
Reynolds-stress-producing events based on the apiadr which they reside on thev
plane. These events include outward interactiod),( ejections (Q2), inward

interactions (Q3) and sweeps (Q4). The extrementsvkeft after filtering with the

highest contribution to the mean Reynolds stresE/() are associated with the large
coherent structures. In this study, the quadrawalyais was performed on selected
instantaneous fluctuating velocity fields obtaineyg the PIV technique. The present

analysis uses the concept of the hyperbolic thidsid) as described by Lu and

Willmarth (1973), where H is defined bjpy = Hu Here |uy represents the

rmsvrms "

absolute product of the fluctuating velocity comeotsu andv at a certain instant of
time t, ums andviys are the local root-mean-square values and H 5 Oy 2. Thus, the

(uv)Q product for a particular quadrant can be calcdldt®em a PIV instantaneous

fluctuating velocity field at time by

(U)o =ult, %, YV X, Y%,y ), 1 =1, N (IV.1)
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Here, Q represents the quadrant in the)(plane (= 1, 2, 3, or 4N\ is the number of

velocity vectors andlt, x;, ;) is a sorting function defined by

1 wh >H

I (t’ Xi ’ y]) — w el’l |UV1Q urmsvrmS (IVZ)
0 otherwise

The threshold H is used to define the sorting fimmck(t, x;, y;) in order to identify the

Reynolds-stress-producing events relative to thedyst u,. and v, . The
instantaneous product (éﬂv)Q is sorted in theu-v) plane and plotted as color maps in

order to visualize the regions of the four diffdrgmadrants. In the case of H > 0, the
random small-scale turbulence signals are remoudteithe extreme events from each
guadrant are extracted.

Figure IV-11 and Figure 1V-12 show instantaneouicmaps of the regions of the
ejection, sweep, inward, and outward events. Higgthe consists of three plots a), b),
and c) corresponding to H = 0, 1 and 2, respedgtivii order to discuss the performance
of the quadrant analysis in identifying the floneats, the fluctuating velocity fields that
were previously analyzed by the POD technique (féigliv—3a and 3d) are also used for
the quadrant analysis.

Figures I\-11a and 12a illustrate the quadrant maps for ashiotd H = 0. By
comparing these figures with the corresponding Réxblts shown in Figures R8b and
3d, Figures I¥11a and 12a illustrate that four types of events @edicted by the
guadrant analysis. In general, the regions offlthe events identified by the quadrant
analysis coincide to some extent with the regiohthe same events identified by the
POD. However, the quadrant analysis results dadistinguish between the strength of

the velocity fluctuations. In other words, thearoinaps of the quadrant results provide
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only a qualitative description of the four quadsaat this level (H = 0). For instance, the
feature that is identified as a sweep event (labépel) in Figure 1V-11a not only
represents this event which occurred close to @@ but also the induced flow by the
two identified structures as shown in Figure IV-3Io. addition, some spots in the color
maps which represent certain events appear to parated by other events. For
example, it can be seen in Figure IV-11a that tlaeeetwo spots representing Q2 event
separated by Q3 event in the region 0.08d< 0.6 andy/d < 0.3, although Figure IV-3b
shows only an ejection event (labeled Q2) in thesaa This is because the fluctuating
velocity components used for the quadrant analysikide, in addition to large-scale
motions, contributions from small-scale structuresConversely, the flow events
identified by POD are based only on the large sstlgctures that contain ~50% of the
turbulent kinetic energy.

To identify the energetic events in the flow, largeesholds (H = 1 and 2) were used
to filter weaker fluctuations and the results dreven in Figures I¥11b, 11c and Figures
IV-12b, 12c, respectively. Figure IV-11b still pradienost of the events in the same
regions as the POD result (Figure 1V-2b) althouigd $pots that represent these events
became much smaller. However, the spot that repteshe Q2 event in the region 0.4 <
x/d < 0.6 and 0.1 g/d < 0.25 is not shown in Figure 1V-3b. This diffaoe may be
explained with the assistance of Figure-#d which shows a strong upward flow
occurring due to the presence of the counter-rajastructure (close to the bed).
Moreover, the Q4 event identified close to the loedrigure 1V-3b is filtered out in
Figure 1V-11b except very small uncorrelated spotéis observation raises a question

about the capability of this technique to identifyye sweep events as the threshold level
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increases since the sweep events are relativelkerdhan the ejection events (Adrian,
2007).

Figure 1V-12b shows a spot in the bottom-left coroé the field-of-view which
represents the Q4 event (0.05 < x/d < 0.15 andyddLO). This event is not seen in the
POD results shown in Figure 1V-3d. However, it oes the results shown in Figure
IV-4b. This observation indicates the capabilityhaf ¢uadrant analysis to predict some
events that cannot be revealed by the POD usingtbalenergetic modes.

By increasing the threshold (H = 2) all Reynoldeahstress producing events

weaker thal.5uv are removed. As the threshold level increéides2), Figures I\*11c
and 12c show that most of the shear stress eveats fitered out and only few
uncorrelated spots are retained. In addition, soméese spots do not necessarily
represent the events as identified by POD. Fdaimt®, the uncorrelated spots shown in
Figure IV-11c that represent the Q4 event (highbghby an ellipse) are actually the
induced flow by the two structures shown in Figlive3b. This behaviour may be
attributed to the large threshold and the largergynlevel of the fluctuating velocity in
that region which was boosted by the inductiorheftivo structures.

From the above discussion, quadrant analysis pesvigseful information for the
instantaneous distribution of the extreme eventsethaon the Reynolds shear stress
criteria. The Reynolds shear stress events wdedede to the turbulent structures
obtained from POD reconstructed velocity fields. tixeshold H = 0, when contributions
from all turbulent scales is included, the quadi@milysis are able to identify the same
events as POD. By using larger thresholds>(B) the location of the Reynolds shear

stress events cannot always be linked to the iddaliPOD large-scale structures. The
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distribution of the Reynolds shear stress is affédtom the combined action of different
scales. In addition, if the moderate thresholdHof 1 is used; the quadrant analysis
results could be contaminated by the small-scaletsires.

To discuss the effect of the flow structures onrtfean flow, the contribution of each

guadrant to the Reynolds shear stress is plotted in Figure 1V-13. This was done by
extracting the quadrant profiles from the PIV dataa streamwise locatiox/d = 0.5.
Since the ensemble size of the PIV data is twodhnd velocity fields, three adjacent
points at each vertical locatiog/d) from each PIV snapshot were used in the calculatio
of the quadrant profiles in order to improve thenditional sampling of the extreme
events. Thus, a total of 6000 data points werel isecalculating the profile extracted
from the PIV data while 10,000 data points wereduise the LDV data presented in
Chapter Ill. Following the definition of Krogstad al., (2005), the stress fractional from

each quadrant was calculated by

Qi = (U, /(-uv) x100% (IV.3)
where - (uv), is the Reynolds shear stress of a particular quad® (i = 1, 2, 3, or 4)

calculated by the following equation, ardiv represents the total Reynolds stress given

by
iu(ti X YVt X, WIT(E X, ) (IV.4)

J

1
uv), =—
(u)q v
In Figure 1V-13, the quadrant profiles of a smoottannel flow obtained from the LDV
measurements are also plotted in the same grapiofioparison purposes. It can be seen

that all stress fractions obtained from the PIVadfmilow the same trend as the LDV

data. The present data are further compared Wwétdata of Krogstad et al., (2005) for
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the case of a two-dimensional channel flow. AN Rlress fractions foy/d < 0.3 agree
well with the stress fractions obtained from the\L[@xperiments and with data by
Krogstad et al.,, (2005). Ejections and sweeps large contributors to the mean
Reynolds shear stress. The inward and outwardactiens generate stress fractions with
magnitudes three times smaller than those of ejestand sweeps over the wall-normal
extent. Farther away from the bedd > 0.3), the effect of the free surface becomes
more obvious. The increase of all PIV stress ioastis consistent with the LDV data,

but differs significantly from the data of Krogstatial., (2005).

4.4. Summary

PIV measurements have been conducted in a smoethamnnel flow at a depth of
0.10 m with a maximum time-averaged streamwise oigloof 0.19 m/s. The
corresponding Reynolds number based on flow depth21,000. A total of 2000 image
pairs are acquired in the middle of the channeh dtaming rate of 1.04 Hz. PIV
measurements in the-y) plane are analysed with different techniques ttalys the
organized turbulent motions. The techniques chofendiscussion were proper
orthogonal decomposition (POD), swirling strengtialgsis, momentum analysis and
conditional quadrant analysis. The POD resulteatad the existence of large-scale
vortices of different sizes and energy levels.thie outer layer, these large-scale vortices
are likely to be signatures of the hairpin paclsetgporting the concept of Adrian et al.,
(2000). The shape of the large-scale eddies rsgated and inclined in the streamwise
direction which make their identification unreliabWith the existing vortex methods

since most of the vortex identification algorithssarch for a vortices with a circular
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shape. It was found, that not every POD recontgdueelocity field contains large-scale
structure. In fact, large-scale structures werentified only from 50% of the
reconstructed POD velocity fields (Modes 1-12).isTik a shortcoming of the fixed plane
of the PIV measurements which also limits the siz¢he large-scale eddies. For the
current PIV setup, only large eddies that are snétian the size of the field of view ( =
0.1m) can be identified.

Close to the free surface, signatures of hairpiriices with legs possibly attached
upwards towards the free surface were obtainee présence of these eddies caused the
fluid particles to be displaced away from the feeeface and into the flow, almost
parallel or slightly inclined to the free surfaceThis observation suggests that the
mechanism of generating vortical structures nearfitbe surface seems to be similar to
the mechanism near the solid wall. Analysis of shrling strength revealed that the
swirling strength is non-zero 30 % of time and maoiSthe vortices that populate this
layer are prograde. Away from the bed, the nunabéhe retrograde vortices increases.
In Figure IV-7, the PDF distributions of the swirling strengtiow that at y/d = 0.6 there
are equal probability for coexistence of progradd eetrograde vortices. Near the free
surface, at y/d = 0.7, an increase of the PDFibigions of the swirling strength of the
retrograde vortices was observed. This resultinsilas to the result of Wu and
Christensen (2006) who also reported increaseeofdtrograde vortices at the centreline
of the two-dimensional channel flow. This impligst the influence of the free surface
at low Reynolds number could be similar to thaths# solid wall as observed in two-
dimensional channel. The flow depth contractsaier layer compared to the turbulent

boundary layer.
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The PIV data revealed patterns of strong ejectiod aweep events which are
common features in all wall-bounded flows. Therehsition of the uniform momentum
zones was consistent with the location of the pacloé the hairpin vortices. The
distribution of the zones of the uniform momentuems to validate the outer-layer flow
organization concept based on the presence ofdingii vortices. The quadrant analysis
applied to the instantaneous PIV velocity field Idedirectly with the Reynolds shear
stress and thus it provide information for the motae transport. The quadrant analysis
provides additional insight for the flow structumasd their induced flow which generates
the Reynolds stress events (ejections and swe&ystomparing quadrant analysis with
POD reconstructed velocity fields it is concludbdttthe quadrant analysis does identify
several of the important flow features. Howevedpaver threshold, the quadrant results
could be influenced by the small scale/weaker stres while at higher values of the

threshold, there is significant loss of informatuature to the filtering effect.
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Fraction of time (T,)

FigurelV-6. Statisticsof the swirling strength in the (x-y) plane showing the
fraction of time with positive(T 4:), negative (T ) and non-zero (T ) swirling

strength.
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FigurelV-7. Probability density functions of the dimensionless swirling strength in

the (x-y) plane at different wall-normal locations.
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CHAPTER

V. EFFECT OF DEPTH ON FLOW PAST A TRAIN OF LARGE RIB.EMENTS
IN AN OPEN CHANNEL

In this chapter, the turbulent flow past a trainrif elements located in an open
channel is examined at three depths of flow. Theetements are composed of two-
dimensional square rods spanning the width of ti@oel and are located throughout the
length of the flume. The characteristics of thmnflare examined at two different rib
separationsp/k = 9 and 18;p is the pitch and is the rib height) conforming to the
classical definition of k-type roughness. Theaaif the rib heightk) to the depth of
flow (d) varies from 0.10 to 0.15 and falls in the catggufrlarge roughness. For each of
the six test conditions, two-dimensional laser Deppelocimeter measurements were
obtained at two locations, one on the top of thecriests and one in the middle of the
cavity formed between successive elements. Antiaddl measurement location within
the rib wavelength was also consideredpitle= 18 atx = 4k. From these measurements,
information regarding the mean velocities, turbulatensities, Reynolds shear stress and
higher-order moments were obtained. Quadrant aisalyas used to investigate the

effect of flow depth on the turbulent structuregha outer layer.

5.1. Mean velocity profiles

In this section, the characteristics of the turbtildlow over the train of ribs at two
locations: on top of the roughness element, (looath, see Figure H1) and at the
center of the roughness cavity (locatig) are presented fq/k = 9 and 18. Results for

the additional measurement locatiga = 4k for p/k = 18 are also presented. This
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particular location is close to the point of reetttment and it matches geometrically with
the locatiorxg for p/k=9. In all of the forthcoming figures, measureseat locatiorka

are denoted by solid symbols whilexatand xc are denoted by open symbols. Mean
velocities as well as various turbulence quantégiesanalyzed in order to understand the
influence of the train of transverse ribs on theéeodlow. An effort is also made to
understand how the flow inside the cavity is pdréar when the depth of flow is reduced
and how this affects the overlying flow in the ca$éarge roughness ¢fd < 0.15. The
results are compared with similar flow conditions @ smooth bed as well as with the
available experimental and DNS data.

When analyzing rough wall data, the zero-planetlonaor displacement heighdl
is an unknown parameter which has to be determ{sed Figure H1). One of the
solutions of this problem is to assume that a litigawic layer exists and by fitting the
velocity profiles, the value of the zero—plane loma can be calculated along with the
friction velocity, and velocity shift. Another sdion has been recently proposed by
Manes et al., (2007) which is applicable to theecatthe flow with relatively small
submergence.

In the present study, the profile matching Clausehnique was attempted but it was
abandoned since the uncertainty in calculatinddbal friction velocity was much higher
due to the uncertainty in the location of the stefarigin. The fitting procedure was
unsuccessful because only few points from the wglguofiles follow the logarithmic
law. The method was also subjective as to whexdtundaries of the logarithmic layer
are chosen. Nikora et al., (2001) have shown tthatzero-plane location depends not

only on the roughness density but also on the gnefrghe large eddies. In general, the
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zero-plane is located farther from the wall witltreasing roughness density and goes
down with increase of the turbulent energy. Lednat al., (2003) calculated the zero
origin for rib roughness from the DNS simulatiomslghey showed that the location of
zero origin depends on the pitch separation. &tterl study predicted that for the rib
separationd/k = 8 the shift of the zero-plane dg/k = 0.5. This value becomes slightly
smaller @i/k = 0.45) for large rib separation #fk = 17. In the present experiments, the
zero-plane reference location was selected at thannelevation of the roughness at
di/k= 0.5. This choice of the zero origin is in accoamwith the one suggested earlier
by Jackson (1981) and later reproduced by the DiNtulations of Leonardi et al.,
(2003).

Figures \+1a-e show the mean velocity profiles for the twoglaness conditions. In
all forthcoming figures, the variables are plottedbuter scaling, where the total depth
(d) of flow is selected as the characteristic lengthle and maximum velocityJg) is
chosen as the velocity scale. Furthglis the vertical distance from the mid-plane of the
ribs. Outer scaling presentation is more convdnsgrce it uses measurable quantities

and avoids using the friction velocityJ which is difficult to determine accurately in the

172
case of the rough surfaces. In Table II-2, fricti@locityu,, u = (gRS), based on the

experimentally measured slop® ©f the channel and the hydraulic radi& (s listed.
These values provide an average estimate of tttgofrivelocity over the entire channel.
In Figures \V1a and 1c, mean velocity distributions on top o tib are shown.
Roughness has a profound effect on the shape ohéfam velocity profiles. Unlike the
smooth wall data, close to the rough surface, & kinall velocity profiles is noticed.

This is a direct effect of the formation of a smsdparation zone when the flow is
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deflected from the sharp leading edge of the Eblargement of the velocity profiles for
yi/d < 0.3 (shown as insets in FiguresM and 1c), reveal that the vertical location of
the kink depends on the depth of flow. For bopthratios, a maximum value &f/U, is
observed at the shallow depdh= 0.065 m. Atd = 0.065 m, comparing the location of
the maximum value df/U, = 0.8 between the twark values, one notes that the location
is shifted slightly upwards atfk = 18. One can also note that a thinner separatae is
formed on the top of the rib at the larger deptrespective of the rib separation. kpak

= 18 and shallow water depth, the upcoming flowleflected more in the wall-normal
direction resulting in somewhat thicker separazome. This is in agreement with the
DNS simulations of Leonardi et al., (2006) who nbtieat for a pitch separatiolk = 59,
the mean streamline over the top of the rib exteéadarger wall normal values than for
Alk = 7. Reduction of the flow depth could also fertlstrengthen the waviness of the
mean flow on the top of the rib. Since the flowa®tion is local phenomena, its effect
is diminished with increasing distance from the.b&dboth Figures ¥la and 1c, on top
of the rib, aty:/d > 0.3, velocity profiles at botp/k ratios are similar irrespective of the
water depth.

The effect of the flow depth and the manner in \Whlee flow inside the rib enclosure
communicates with the outer flow was also considlered mean velocity distributions
inside the cavity between adjacent ribsgitk= 9 and 18 at locationg andxc are shown
in Figures \+1b, 1d and le. At these measurement locationsshthpe of the velocity
profiles is smoother and no effect of the locawfleseparation is noticed for bothk
ratios. Even though the local effect disappeamdpdetely, the global effect due to the

merging upstream shear layers is accumulated fanhthe outer region. If the flow
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depth is large enough, these effects will be alebrbompletely and no vertical
separation between the velocity profiles will beticed. For allp/k ratios, velocity
profiles at shallow depths are shifted more toldfeas shown in the Figures-¥b, 1d
and le. Generally, an increased roughness effdaticated by the shift of the mean
velocity profiles to the left which is consistenitlvexperimental observations of Tachie
et al., (2004) and numerical simulations of Leonatdal., (2004). While Tachie et al.,
(2004) examined different rough beds, Roussinowa.e{2008) observed a similar shift
of the velocity profiles on the smooth bed at thddéerent water depths. In the present
experiments, all rough velocity profiles are shiftmore to the left compared to the
velocity profiles on the smooth bed. This indisaga increased momentum deficit. In
Figures \V1b and 1d, near the rib crest, the flow is strorsfigared and inside the cavity
the velocities are decreasing. YAtd < 0.1, the velocity profiles are more-or-less éine
and independent of the water depth. Inside thetycaa large recirculation region is
formed with the point of reattachment located aiudl#.0 times the rib height as shown
by the LES simulation of Cui et al., (2003) and D&ifulations of Leonardi and Orlandi
(2006). In Figures ¥1b and 1d, the velocity profiles in the outer regishow a vertical
variation at different depths. This implies thia¢ tflow above the cavity is affected by
the reduction of the depth. Atk = 18, the flow inside the cavity tends to recoasr
indicated by the velocity profiles measured at 8kl shown in Figure V-1e. In the
middle of the cavity, different rates of velocitifemuation are noticed for p/k = 9 (Figure
V-1b) andp/k = 18 (Figure V-1e). In the present experiment® tate of velocity
attenuation is stronger for the cask = 18 (Figure V-1e) which indicates that the flow a

this section is beyond the point of reattachmeriladepths. This is also consistent with
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the observations of Coleman et al., (2007) and Relut al., (1991). While the mean
velocities are not affected by the reduction offtbes depth inside the cavity, outside the
separation region this influence results in a gfithe velocity profiles.

The present analysis of the mean velocity distidnst for the two rib separations
shows that on the top of the rib all profiles cpla on a single line in the outer region.
Near the bed, local effect of the ribs result ia tarmation of a small recirculation zone
associated with a shear layer. These local effaetsabsent at vertical locations beyond
yi/d > 0.3. In the cavity region, no effect of thedbflow separation is noticed for both
p/kratios. While on the top of the rib, the veloailgtributions in the outer layer do not
depend on depth, in the mid-cavity section, a gaktrariation is observed. Inside the rib
enclosure, linear velocity profiles are obtainedalhs consistent with the observations
of Coleman et al., (2007). In the middle of theita(locations % and %) and close to
the ribs, the slope of the velocity profiles ardapendent of the flow depth but their

slope depends on the roughness spacing.

5.2. Turbulence intensities and Reynolds shear stress

The distribution of the streamwise turbulence istgn on top of the rib fop/k =9
and p/k = 18 are shown in Figures-¥a and 2c. Higher turbulence intensities are
obtained for all rough cases compared to the some donditions on the smooth wall.
Unlike the observations of Okamoto et al., (199®) self preservation of the turbulence
intensities is noticed fop/k = 9 on top of the rib. This suggests that forsthb
separation, the effect of the flow depth is notitéd to the region close to the rib.

Comparing Figures ¥la and 2a, one can note that the effect of deptiore significant
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in the turbulence intensity compared to the medaocity profiles. Near the plane of the
rib crests, a maximum value of the turbulence isitees is observed for all rough cases.
This peak is due to the formation of the shearrlagethe flow separates from the leading
edge of the rib. A sharp decrease of the streaetmidulence intensities is observed for
both p/k ratios in the region 0.1 y/d < 0.15. In Figures ¥Y2a and 2b, the values of the
turbulence intensities drop about three times ftbexmaximum value for the/k = 9 and
five times from the maximum fqe/k = 18. Fory,/d < 0.2, while forp/k = 9, the location
of the minimum value of the turbulence intensitysisfted slightly upwards at shallow
depths, no such variation with depth is observedoflh = 18. With increasing vertical
distance from the bed, it was observed that thieutance intensities increase slightly
attaining a secondary maximum fptk = 9. In Figure V-2a, the location of this local
maximum shifts upwards with reducing depth andsitacated ats/d = 0.30 for the
shallow depth. The local increase of the turbutetensities is related to the shear
layers originating from the upstream ribs and aadation of the turbulence effects. At
p/k = 18, there is no visible local maximum due to fhet that the shear layers have to
travel longer distances and its cumulative effects reduced prior to reaching the next
rib (Figure V-2c). Figure V-2a clearly shows thedluction of the depth leads to increase
of turbulence in the outer region. Higher turbglemtensities are obtained foik = 9 at

all depths compared to the same cases at [@ige 18. This is in agreement with the
observations of Okamoto et al., (1993) who fourat thep/k = 9 is optimal to augment
the turbulent intensity. Near the free surface,ttirbulence intensity profiles on the top

of the rib flatten out and reach different consteaiues depending on the flow depth. A

constant turbulence intensity E/Ué = 0.02 is measured for tlie= 0.065 m while this
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value drops by 50%¥/U§ =0.01) at larger depth d = 0.105 m. @k = 18, a near

constant turbulence intensity OF/UOZ =0.01 is attained near the free surface
independent of the flow depth. At large rib separep/k = 18, the effect of the depth is
less obvious.

The profiles of turbulence intensity in the cergéthe cavity forp/k =9 andp/k =18
are shown in FiguresX2b and 2e, respectively. In Figure V-2d, turbukendensities
near the reattachment point & 4k) are also presented for laqg& = 18. Just above the
plane of the rib crest, all turbulence intensitgfijes attain a maximum. Higher level of

turbulence intensities is observedo#t = 9 at all depths. In Figure V-2b, the maximum

value of turbulence intensityu{ /U = 0.063) is obtained fod = 0.065 m ays/d = 0.1.

In the middle of the cavity, the peak of the tudmde intensities is reduced compared to
the peak observed on the top of the rib (Figureay-2The reduction of the turbulence
intensities is due to the break-up of the streamwisrtices interacting with the strong

outflows from the cavity. This has also been obséiby other investigators (e.g., in the

experiments of Grass, 1971 and Krogstad and Antd®ia9). Theu? profiles suggest

that the roughness effect is not local, and exteéadke outer region beyond/d = 0.2.

Near the free surface, the valueﬁluj is 0.025 at shallow deptld € 0.065 m) while

for deep-flow cased(= 0.105 m) the value GF/U(f is 0.01. The present data does not
conform to the wall similarity hypothesis. Atk = 18, near the reattachment poixi €

4k), all profiles attain maximum value &/Ué = 0.055 independent of the flow depths.

Further reduction of the maximuml_]z/Uo2 value is noted in the middle of the cavity for
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p/k = 18 as indicated in Figure V-2e. In this figurethe outer region, the turbulence
intensities slowly decay and near the free surédtan constant values lower than these
obtained ap/k = 9. The turbulence intensities at lagjk ratio, inside the cavity are less
affected by the change of the flow depth companquik= 9.

In Figures \+~3a and 3c the distributions of the Reynolds shigass on top of the rib
are shown fop/k = 9 and 18. All Reynolds shear stress profilégimtmaximum near

yi/d = 0.2 and then decay slowly towards the free surfaldee highest maximum value
of the Reynolds shear stresﬁ//UE =0.016 is observed ap/k = 9 ford = 0.065 m.

This value is similar to the value obtained in LHeS calculations by Cui et al., (2003).
The location of the peak is also consistent with tHES calculations for the k-type
roughness. For the deepest cate= (0.105 m), the maximum value of the Reynolds
shear stress isG//U(f =0.010. This shows that at lower depths, there is arease of
the Reynolds shear stress which can lead to inedefigtion. At large rib separation,
the maximum value of Reynolds shear stress is Ioqur/Uj =0.008 and the location
of the maximum does not depend on the flow depitufe V-3c). In the outer region,
higher values of the Reynolds shear stress areinebtaat the shallow depth.
Distributions of the Reynolds stress within theityagre shown in Figures8b, 3d and
3e. In all rough profiles, the Reynolds shearsstrattains maximum inside the rib
enclosure. Further away, at the plane of the mdists the shear stress profiles decay and

depend on the flow depth.
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5.3. Conditional quadrant analysis

Theu-v sample space of the fluctuating velocities canlibled into four quadrants.
Such representation has potential to reveal thativel contribution of the turbulent
structures (events) from different quadrants totthal Reynolds shear stress from single
point LDV measurements. Flow visualization studesrough wall bounded flows by
Grass (1971) documented a streak that migratedyskmay from the wall and at some
point detaches from it completely. This procesaupivard lifting of low-speed fluid
away from the solid wall is commonly referred to gection During the ejection
process, the instantaneous local velocity) (is lower than the time-averaged local
velocity (U). Whenever ejection occurs, in order to satisiptmuity, high speed fluid
moves towards the walli{ > 0) from other regions and this event is callesheep It is
only possible to detect ejection events when0 andv > 0 are observed simultaneously.
In the same way, sweep events can be detectednoytaneously observing a high-speed
fluid parcel (1 > 0), moving towards the bed € 0). There are two other events that also
contribute to the total Reynolds shear stress.y Hne known as outward interactions (
>0, v > 0) and inward interactionsi(< 0, v < 0.

Information about the coherent structures can hés@btained from the analysis of
the higher-order turbulent moments as they retégm snformation of the velocity
fluctuations. Raupach (1981) established a relatiere the difference between the

sweep and ejection events is related to the thidéromomentsNj;) defined as

u'v’
TR

rms " rms

; (V.1)

where,i+j = 3, so thatMz, andMyz are the skewness afandyv, respectively. In Figure

V-4 distributions ofM3p andMgs are shown for the present experiments. Whileafbr

120



cases, thdys is always positivéMzg is negative and only at locations near the rougéne
it becomes equal to zero. The effect of the deptimore visible from the vertical
variation of theMs, profiles where the profiles do not collapse. Bgucing the depth of
flow, the values of thsp are increased for bott'k ratios at all measurement locations.
In the outer region, ejections events continuebetmbserved sinag < 0 andv > 0. In
the roughness cavitylsp is positive in the vicinity of the mid-plane ofehribs and
increases further as the bed is approached. Aetloeations, no information for tiys

is available due to the limitations in the presaetisurements.

Conditional quadrant decomposition is attemptevatlocations: on the rib crest and
in the middle of the cavity. For brevity, to examithe influence of the fluid interface on
the turbulent structures, quadrant distributionsy an the middle of the cavity are
discussed. At every measurement location, the &ldgrshear stress is calculated and
further decomposed as a sum of different eventsrdoy to the procedure described by

Lu and Willmarth (1973). By using the concept dfiyperbolic hole of size H, defined

by |uM = Hu,,v,..., the contribution from a particular quadrant canbitten as

(W)q p =lim %];u(t)v(t)l (t)dt V.2)

Here, I(t) is a detection function defined as:

(V.3)

1 when |juv_ = Hu,_ Vv
| (t) — | \'1Q rms rms
0 otherwise

It is assumed that the velocity used to computg,, , is a function of time only. The

parameter H defines a threshold value, which ségmridne extreme events from the
random background turbulence. By increasing thieevaf H more extreme/strong

events are identified. Quadrant decompositiondgiethree quantities of interest in
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assessing the overall contributions of ejectiomsgeps and inward/outward interactions

to the mean Reynolds shear stress:

1) the Reynolds stress contributed to each quaftsaatgiven H denoted E(SIV)Qi (Y);

2) the stress fraction associated with each quaésaant for a given H:

u)q, (V)
S, (¥) = AN (V.4)
um(y)
3) the occurrence probability for each quadrangfgiven H:
I (uv) o,
Po () = b V.§)

>(ws®)

=1
Note that the occurrence probability is computeerdkie total number of data at H =0 as
shown above. Two hole sizes, H = 0 and 2 are etiuaind represent contributions to the
total mean Reynolds shear stress from all and gteeents, respectively.

In Figures V5 and 6 the stress fractionSy for p/k = 9 and 18 are respectively
shown. All rough wall data are compared with theeth wall profiles at similar depths
of flow. While little dependence on flow depthabserved near the roughness for both
p/k cases at H = 0 (Figures-¥a-5c; Figures ¥6a-6c¢), an increase of Reynolds-stress-
producing events, particularly ejections and swemgsobserved near the free surface.
The effect is somewhat more noticeable at larggathded = 0.085 m and 0.105 m
(Figures \&5b, 5¢, 6b and 6¢). Such rapid increase of thensity of each event near the
free surface was reported earlier by Nakagawa amliN1977) where the contributions
from ejections and sweeps are found to increase 1@%. In the present experiments,
only for p/k = 9 at the shallow depth (Figure V-5a), the stfesstions for H = 0 near the

free surface deviate from the smooth wall data.r this case, an increase in the
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contributions from ejections and sweeps are observéhe regiory,/d > 0.6. In Figure
V-6a, no such increase of ejections and sweepsilser near the free surface for H = 0.
For largep/k = 18 and H = 0, no difference between the smooith @ugh vertical
distributions of all stress fractions is observeBor H = 0, the inward and outward
interactions for smooth and rough beds (FigureS ®nd 6) generate stress fractions with
magnitudes that are three times smaller than ejestand sweeps over the same wall-
normal extent.

Using H = 2 ensures that only the stronger stressdyzing events (with
instantaneous Reynolds shear stress higher&ﬁan) are considered in the quadrant

decomposition. In Figures-6d-5f and 6d-6f, contributions from inward and oatd/
interactions are close to zero while contributidnem ejections and sweeps show
dependence on the flow depth in the regiafd > 0.5. Contributions from strong
ejections on the rough beds are found to be mdeetafl by the flow depth not only near
the free surface but also close to the bed. Famele, in Figures ¥5d, 5e, 6d and 6e,
larger contribution of the ejections is visibletie regiony;/d < 0.20 compared to that for
the smooth bed. Although all stress fractionsHor O are not very sensitive to the
change of flow depth, the stress fractions assettiaiith the strongest ejections (H = 2)
are somewhat more affected by the reduction infkdept

Aboveyi/d = 0.2 and for H = 0, the highest occurrence proibals (Pg;) are detected
for sweep events followed by the ejection eventshasvn in Figures ¥Y7a-7c and 8a-8c.
The occurrence probabilities of sweep and ejeaimnts are constant in the region 0.2 <
yi/d < 0.5 and they tend to reduce as the free surfaepproached for H = 0 (Figures

V-7 and 8). While fop/k=9 and H = 0, the probability of sweeps decreagards the
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free surface at all depths; for langlk = 18, a constarRq4 is noted along the wall-normal
direction for the shallow case. The other evetits, outward and inward interactions
have relatively small occurrence probability for=HD. Similar results was obtained by
Nezu and Nakagawa (1993) who found that the stingeents are ejections while the
most frequent events are sweeps when all turbulsnaensidered (H = 0).

Increasing the hole—size value to H = 2 and elitmigathe weaker events results in
an overall reduction of all probabilities. For H2; the occurrence probabilities of
ejections and sweeps are much larger than the Ipiitpaof inward and outward
interactions. For H = 2 the highest probabilityoeturrence is obtained for the ejections
events (second row of Figures-¥ and 8). By increasing the hole size to H = 2, th
dominance shifts from sweeps to ejections. Sinslift was also reported by Cellino
and Lemmin (2004) for the case of the clear water @ rough gravel bed. The highest
probability of occurrence of ejections and sweeapsabserved near the bedyaid = 0.1
for H = 2. Aty,/d > 0.2 the distributions of the ejections at lardepths on both rough
beds tend to become similar to those on the smibeth Forp/k =9, less sweeps are
generated in the vicinity of the roughness at epitls compared to the smooth wall case
as shown in Figures\d-7f. Forp/k= 18 better collapse between the rough and smooth
wall profiles ofPq4 are obtained only fod = 0.105 m (Figure V-8f). Further away from
the roughness at 0.2 y/d < 0.6, near constant values of occurrence prabalmf
sweeps is noted only for the shallow depth at hihratios. For larger depths, the
probability of occurrence of sweeps tend to de@eweesar the free surface as indicated in

Figures \~7e, 7f, 8e and 8f. At H = 2 and shallow depth, dheurrence probability of
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ejections and sweeps f@/k =9 and 18 consistently deviate from the occurrence
probability obtained on the smooth wall.

Finally, in Figure V-9, the ratios between the cimitions from sweep and ejection
events forp/k = 9 and 18 calculated in the middle of the cadaty shown. At H = 0,
when all turbulent events are included, the ladmgriations from the smooth wall data

are noticed at shallow depths (Figures9d and 9b). At = 0.105 m the(uv),, /(uv)q,

ratios on rough and smooth beds are similar inrélggony,/d > 0.4. This is expected
since for the deep-flow case, the stress fractargections and sweeps on smooth and
rough beds are found to be similar (Figured¥ and 6c) irrespective of the p/k ratio. In
Figure V-9c, the effect of the rib separation isoalisible and similarity between

(uv),, /(uv),,atp/k =18 and on the smooth bed is noticed beyardi> 0.2. For H =0
and deep-flow case, the ratio @iv),,/(uv),, attains a minima located g/d = 0.5

(Figure V-9c) whereas for a shallow depth the dhstions on the rough beds are
constant along the vertical axis. When all turhtilevents are included, higher values of

(uv)o, /(uv),, are obtained at = 0.065 m for both rib separations. In Figure®¥ and

9b, the trend of(uv),, /(uv),, ratios for rough walls at H = 0 and shallow depahne

constant, showing increasing importance of ejectieents throughout the depth. These
trends are consistent with the stress fractionsveha Figures W5a-5c¢ and 6a-6¢. For
H = 0, the most frequent events are sweeps howter contribution to the total
Reynolds shear stress is less important as shovgimres \-7a-7c and 8a-8c. The
direct influence of the large roughness is seegecto the roughnessi(g¢ < 0.2), where

all (uv),,/(uv),, ratios deviate from the ones calculated on theosmwall. Overall, it
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is concluded that the distributions @fv),,, /(uv),, for H = 0 depends on depth as large

roughness control the turbulent events at shalleptits.

The use of H = 2 further emphasizes the differerice@iv),, /(uv),, in the outer

region for the different depths as shown in FigW®. By removing some of the
turbulence events, the trends of the distributiereain similar to the unfiltered ones
although the values are about 50% lower. At inggtimte depthd = 0.085 m),

somewhat better collapse between the smooth anghrduv),,/(uv),, ratios are

obtained in the regioy/d > 0.5. Increasing turbulence level is clearlyibles in Figure

V-9a where the highest value @v),, /(uv),, = 0.4 is obtained for d = 0.065m in the
outer regiory:/d > 0.4. The values ofuv),, /(uv),, are always less than 0.4 for large

and intermediate depths at the same vertical re(flah<y:/d < 0.8) as seen from the
Figures \V9b and 9c. This confirms that ejections dominater sweeps at all measured

vertical locations. For H = 2, the values (@), /(uv),, never exceeds 1, which is in

contrast with the observations of Schultz and FI&B05) and Wu and Christensen

(2006) where the roughness heights were smallargdr values ofuv), /(uv),, on the

smooth bed are obtained near the roughness.

The present quadrant analysis complements previessarch published by other
investigators (Nakagawa and Nezu 1977 and Rau@@&h) by emphasizing the effect of
depth on flow past a train of large ribs. The tlence structures are affected by both the
large roughness and flow depth. The effect ofrdwghness on the turbulent structures
becomes less obvious in the deep-flow case wheatathe shallow depth, large

roughness control the flow. For H = 0, stresstioms from ejections and sweeps
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contribute the most to the total Reynolds sheasstiand they increase near the free
surface. At shallow depth this increase seems pemld on thep/k ratio. The space
fractions show a shift from sweep to ejection dated flow at H = 2. Similar
probability of occurrence of strong ejections angaps are noticed between the smooth
and rough data at larger depths. At shallow ddpthstress fractions and the probability
of occurrence of strong ejections and sweeps demsig deviate from the ones obtained

on the smooth bed. For the rough shallow casevéiiges of (uv),, /(uv),, are very

different from these obtained on the smooth bedlewhr the large depth this difference
diminishes in the outer region where the turbutnictures becomes similar to those on

the smooth bed.

5.4. Anisotropy analysis

Open channel flow over a train of large rib rougsé&/d > 0.10) is examined with
two objectives: first, to investigate the effecttbe rib separationp(k) on turbulence
anisotropy at fixed depth and second to study ffexteof flow depth for two k-type
rough configurations. For the first set of expemts, the spacing between the roughness
elements was varied to reproduce the conditios ahd k-types roughness at fixed flow
depth ofd = 0.10 m. Three rib separationsl{ of 4.5, 9 and 18 are examined. For the
second set of experiments, three flow depths (0.065m, 0.085 m and 0.10 m) were
examined at two rib separationspk = 9 andp/k =18. Detailed LDV measurements of
streamwise and wall normal velocity components vodtained above the rib crest for all
cases, and therefore in the forthcoming figure® zeall normal locationy/d = 0) is

considered at the rib crests.
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5.4.1. Effect of the p/k at constant flow depdls 0.1 m

In Figures \+10a and 10b, profiles of the stress rati®¢u? are shown on the top of
the rib and in the middle of the cavity, respedtivéor the three rough separations. The
present rough wall data are also compared witlsth@oth wall data at similar deptth £
0.10 m) as well as with the rough wall data by Kstag et al., (2005) and Leonardi
(2002). One should note, that the data set by &eshet al., (2005) is obtained in a 2-D
rough channel witlp/k = 8 and roughness height kfh = 0.034 [ is the half-height of

the channel) which is smaller than the roughneed usthe present study

For the k-type roughnes.SI_,zlu_2 profiles attain a local maximum near the plane of
the rib crests as shown in Figure V-10a. Thiseasponds to the wall normal location

where the vertical fluctuations are nearly the sanger of magnitude as the streamwise

fluctuations. It is interesting to note that thghest peak of/2/u? ratio is obtained at
large rib separation qf/lk = 18 aty/d = 0.075. At this rib separation, the turbulerseds

to be more isotropic. A similar, but smaller p@akhe stress ratio can be noted ik =

9. The same trend was also observed by Djenigli e2007) who show that close to the
wall, the data fop/k = 8 were consistently lower than thosepdf = 16. Near the rib
crest, with decreasing rib separation the streBs kecomes reduced and no peak is

found for the d-type roughness. The d-type roughrdata approach the smooth wall

data. In the outer regiony/¢l > 0.2), higher values of?/u? are obtained for the large
separation op/k = 18, while moderate increase is observegpike 9 and 4.5. All rough
wall data indicate higher stress ratios than theatmwall data over a significant part of

the outer region. This suggests that the effe¢chefroughness is not localized and the
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strongest interaction between the roughness subdengkthe outer layer is obtainedo#t

= 18. While the blockage of the roughness was 8ftyfor the data set of Krogstad et
al., (2005), the blockage of the ribs for the pn¢ssgen channel flow is 10%. This will
explain the different behavior of the stress rapasticularly near the roughness. In
Figures \V10a and 10b, an additional DNS data by LeonarddZ2@re provided with
the roughness that occupies 20% of the half-hemfhtthe channel. Both DNS
simulations and present rough wall open channel dabw similar trends of the stress
ratios at the plane of the ribs.

Inside the cavity between successive ribs (FiguR), near the plane of the crests,
a peak ofv2/u? is visible in bothx = 4k and 8.5k profiles g’k = 18, with a magnitude

smaller than that observed on the top of the Ab.x = 4k, higher values ob? /u? are
shifted outwards in the region 0.15/4d < 0.4. This suggests that for 0.1%:#d < 0.4,
the wall normal fluctuations are larger and stragjgctions are generated near the
reattachment point. The flow tends to be moreragit¢ in this location. In Figure
V-10b, at wall normal locationg/d > 0.4, similar values for the stress ratios ar@ioled

for both profiles ap/k = 18. Atx = 4k, strong outward motions penetrate deepertirgo
outer layer. Similar values of the stress rati@enobtained fop/k = 4.5 and 9 which
suggests that in the middle of the cavity, the flsvindependent of the of the roughness
density. However, gi/k = 18 the flow is still sensitive to the upstreasnghness density

and its effect is felt well into the outer layer.

1/2

In Figure V-10c and 10d the correlation coefficigmy, = —J//(U_Z?) are shown

on the top of the rib and in the middle of the tavor p/k = 4.5, 9 and 18. The

correlation coefficientp,y is larger forp/k = 18 than fop/k= 9 and 4.5, near the plane of
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the rib crest and it decreases monotonically towdhed free surface (Figure V-10c).
Only a very small portion of the profiles near titeplane attain constant values between
0.4 and 0.5. Nezu and Nakagawa (1993) have shioatritiese are typical values @f,

for boundary layers and pipes, and an universatetaiton was established that is
independent of the mean flow conditions and wallgtiness. The present data show that

P, depends on the wall roughness. In Figure V-J¢is maximum near the plane of

the rib crests where the values ofiv, u? and v? fluctuations are higher for k-type

roughness. The same trend is observed above viig véiere —K/, u? andVv’ values
are even higher (close to the plane of the ribe €ffect of these vortices appear to be
stronger forp/k = 18. While in the outer region (0.2 Wd < 0.6), the rough wall

correlation forp/k = 9 become similar to that on the smooth wa)|| for p/k = 4.5 seems

to deviate from the smooth wall data. The presenghness does not show reduction of

p,, as reported by Djenidi et al. (1999).

The components of the Reynolds anisotropy tensgron the top of the rib, are
plotted in Figure V-11a. Faq/k = 18,b;; andb,, profiles indicate that the flow near the
roughness tends to be more isotropic. This reisulsomewhat different from the
predictions of Leonardi et al., (2006) who noticédit as the roughness separation
increased the flow anisotropy also increased andhénlimit of largep/k the flow
eventually attains features similar to the flow o@esmooth bed. The simulations of
Leonardi et al., (2006) also show that maximumragmy is achieved witlp/k = 8 for h/k
=10, wheréh is the half-height of the channel. With decreggifk, the present results in
open channels show a slow return to the smooth eatition. For comparison, the

DNS results ap/k = 8 denoted by the solid lines are also showniguié V-11a. Inside
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the roughness sub-layey/d < 0.2) the flow tends to be more isotropic forykd
roughness than for d-type roughness. Whilepfar= 18 aty/d =0.07 and fop/k = 9 at
y/d =0.05 a strong reduction for thee; andb,, components of the anisotropy tensor is
observed, fop/k = 4.5 an increase of the two anisotropy componisngbtained. The
different trends ob;; andby, for d- and k-type roughness in the roughness gablare
expected since the mechanism of turbulent prodaasodifferent. A good collapse
between the rough wall datapk = 4.5 and 9 is noticed in the outer region (0 c<
0.8). The overall anisotropy fark = 18 is smaller and it extends throughout therenti
outer layer. Generally, the; andb,, components on the rough wall tend to be more
isotropic than the smooth wall a result consisterth the previous boundary layer
studies.

In Figure V-11b, components of the Reynolds sti@ssotropy tensor within the
cavity are shown. For both rib separatiorpt= 4.5 and 9, similar levels of anisotropy
are observed throughout the depth of flow suggestiat at this measurement location
the turbulence is independent of the roughnessitgerisor y/d < 0.2, different trends in
of the by; andb,, profiles are noticed fop/k = 18 compared to the other conditions.
Close to the plane of the rib cregtd < 0.2), the flow tends to be more isotropic ndiyon
at location of reattachmemnt € 4k) but also in the post reattachment zone =a8.5k as
shown in Figure V-11b. Outside the roughness aybflat 0.2 <y/d < 0.5, there are
some differences between the anisotropy comporwriks and d- type roughness. For
example, more isotropic turbulence is attainedpfi= 18 at the location of reattachment
at x = 4k. Less anisotropy is attained in the posttaeament region ofp/k = 18,

compared to thp/k= 4.5 and 9. Ay/d > 0.5, all components of the anisotropy tensor are
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independent of the roughness separation, andjdgndbgion, the anisotropy on the rough
wall is generally smaller than for a smooth wall.

Within the roughness cavity, thdy;, components attain maximum near the plane of
the rib crests. Very small portion (0.1y4d <0.5) of the-by, values (so-called structure
parameter Townsend, 1961) are constant of abodt ONkar the free surface, the values
of the—by, are approaching zero irrespective of the bed regh

The results obtained from the Reynolds stress angp tensor are similar to the
results of the previous discussion on the stregssraOne should note that in calculation

of the components of the Reynolds stress anisoti@psor b, an approximation for the

spanwise componenm_(z) is adopted due to the experimental difficultidsm@asuring
the three velocity components simultaneously. Hearrstudies should be carried out to

measure the three velocity components simultangamesir the rough wall.

5.4.2. Effect of the flow depth

A rough guide to large-scale anisotropy effects lsarobtained by investigating the

ratios between various Reynolds stresses. In &igul2, stress ratiosv_E/F) at
different flow depths are presented at two streaewoecations: on the rib crest and in the
middle of the cavity fop/k = 9 andp/k = 18, respectively. An additional location near
the reattachment point &f = 4k is also probed for large p/k = 18. At shalldepth (d =

0.65m), the stress ratio increases near the rit éwe both rib separations and fatk =
18 attains maximum valug?/u? = 0.90 aty/d = 0.1. A slightly depressed value of

v /u?is noted forp/k = 9. Near the rib crest? increases (Figure V-2) due to the

formation of the shear layer originating from thestieam rib. It appears that this shear
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layer is affected not only by the roughness bub &ig the reduction of depth. For the
shallow rough flow case gk = 18, the turbulence tends to be more isotropit the
interaction between the outer layer and the rougghseablayer is the strongest. While in
Figure V-12a the value of? /u? is affected only near the roughneg#&d(< 0.2), in
Figure V-12d at p/k = 18, almost half of the flowpth is affected. This shows that
above roughness elements with large p/k = 18 the i strongly influenced the depth.
With increasing flow depth only the effect of thmughness remains which is localized
near the roughness. Completely different trendthefstress ratio profiles are observed
in the middle of the roughness cavity as showniguifes \-12b, 12d and 12e. In these
locations no effect of the depth is observed indbeer region for botlp/k. The flow in
the middle of the cavity accelerates towards thevrddream rib, causing equal
distribution betweeru? and?components. Again slightly higher values\3f/ u? are

observed for the large rib separatipfk= 18).
In Figure V-13, distributions of the correlationetficient (p,, = —uv/(u?v?)Y2) at

different depths are shown on top of the rib anthenmiddle of the cavity fqo/k =9 and

18, respectively. On top of the rib (FiguresM8a and c) a maximum ¢, is observed

at y/d < 0.2 which coincide with the maximum of tReynolds shear stress profiles
shown in Figures ¥3a and 3c. With increasing distance from the roegh y/d > 0.2),

p,, decays without apparent dependence on the flowhdelp the middle of the cavity
(Figures W13b 13d and 13e) a higher values @f, are obtained near the rib crests.

The correlation coefficient is reduced in the madétthe outer layer due to the

133



—=1/2 1/2
proportionately larger increase of thé andv®  as seen from Figures-{2b, 12d
and 12e. In Figure V-13, profiles @, do not depend on the depth of flow.

Finally, in Figure V-14 the component of the Reyl®oétress anisotropy tendgrare
documented at different flow depths fok =9 and 18, respectively. For comparison the
DNS data by Leonardi (2002) ptk = 8 are also included. In FiguresMa and 14dy;;
andb,, components are affected at the shallow depthlar§ep/k = 18, the effect of the
depth is the strongest on the top of the roughaedsaffects most of the outer layer. The
results obtained from the Reynolds stress anispttepsor are similar to the results of

the previous discussion on the stress ratios.

5.5. Summary

The chapter presents a new set of data on turbfl@mtover a long train of 2-D
rectangular ribs of varying spacing in an open alehn The roughness heightk&d <
0.15 and it is outside the limik/d = 0.025) suggested by Jimenez (2004) and tested by
other researchers (Schultz et al., 2005 and Flack €007). In hydraulic engineering,
this is equivalent to the rough open channel flowhwtermediate submergence (@A
< 10) as defined by Nikora et al., (2001). Thregptts of flow at two different rib
separations of 9 and 18, under the classificatibk-type roughness were examined.
Mean velocities and various turbulent quantitiesevmeasured using the 2-D LDV
system at normalized streamwise distance’ of 356 x 16 andx” = 340 x 16 for p/k =
9 and 18, respectively. The measurement stations provaiexf values which are

significantly greater than that used in previougl&s. The experiments reported in this
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chapter, complement previous research on open ehdlow and are particularly
important since they fall in the transitional caisg between the narrow and wide
channels with aspect ratio of 64d < 10 with large distributed bed roughness with
intermediate submergence of 6d&k <10. Information herein is particularly signifida
for modeling purposes since it presents local tiana of the turbulent quantities without
any spatial averaging.

The mean velocity distributions for the two rib aeggions shows that on the top of
the rib all profiles collapse on to a single limethe outer region. Near the bed, local
effect of the ribs result in the formation of a dimacirculation zone associated with a
separating shear layer. On top of the rib, thesmlleffects are absent at vertical
locationsy;/d > 0.3. On the section between consecutive ribsffect of the local flow
separation is noticed for bottk ratios. While on the top of the rib, the velocity
distributions in the outer layer do not depend @ptd, in the mid-cavity section, a
vertical variation is observed with no apparentdrevith depth. Inside the rib enclosure,
linear velocity profiles are obtained and theirpgle depend on the roughness spacing.
This is consistent with the observations of Coleraial., (2007).

Turbulence intensities do not conform to the wadlirity hypothesis and are found
to depend on the depth of flow aptk ratio. On the top of the rib, the highest turimtile
intensity is obtained for all cases near the rigsts in the region where the shear layer
develops. Outside the shear layer, the turbulgensities are small. Inside the cavity,
the peak of the turbulence intensity still remaiear the rib crests but it is less intensive.
While at largep/k = 18, inside the cavity, all profiles attain maxim value independent

of the flow depths, fop/k = 9 the maximum value depends on the depth of.fltwthe
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outer region, the turbulent intensities slowly de@nd near the free surface attain
constant values. The magnitude of the constanteved more dependent on the flow
depth forp/k = 9. For p/k = 9, higher turbulent intensitieg abtained at the shallow
depth in the outer region. The turbulent inteasitat large p/k ratio are less affected by
the change of the flow depth.

Inspection of the Reynolds shear stress shows @hdbwer depths, there is an
increased levels of turbulence and higher valud®eyholds shear stress are notedofér
= 9. For all rough profiles, the Reynolds stret$aim maximum inside the rib enclosure.
Further away, at the plane of the rib crests thgnBlels shear stress profiles decay and
depend on the flow depth.

Conditional quadrant analysis also reveals thecetiedepth on the flow over a train
of ribs. Based on the present data, the turbulstiocetures are affected by both the large
roughness and flow depth. The effect of the roegknon the turbulent structures
becomes less obvious in the deep-flow case wheatathe shallow depth, large
roughness control the flow. For the threshold @atu= 0, stress fractions from ejections
and sweeps contribute the most to the total Regnsihdar stress and they increase near
the free surface. At shallow depth this increasamseto depend on th&@k ratio. The
probability of occurrence show a shift from sweepegection dominated flow at H = 2.
At H = 2, the similarity between the rough and sthowall data is high at larger depths.
At shallow depth, the stress fractions and the godiy of occurrence of strong ejections
and sweeps consistently deviate from the onesrwataon the smooth bed. For the rough

shallow case the values @v),, /(uv),, are very different from those obtained on the
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smooth bed, while for the large depth this diffeediminishes in the outer region where
the turbulent structures becomes similar to thasthe smooth bed.

The components of the Reynolds stress anisotrapoteof rough wall open channel
flow at fixed depth ofd = 0.10m are in line with the previous experimerstaidy on
turbulent boundary layers of Shafi and Antonia @9Djenidi et al., (2007) and the
numerical simulations of Leonardi et al., (2006or the case of the present large,
distributed roughness, the roughness separatidk) (loes influence the turbulence
characteristics outside the roughness sublayene@ty, a lower level of anisotropy is
attained for d- and k- type roughness conditiomaared to the smooth case. Structural
differences are observed in the turbulence anipptb@tween the/k=9 and 18. Ayi/d
< 0.2, higher level of isotropic turbulence is weti forp/k = 18, than that noted fark =
9. This tendency persists not only on top of thebut also within the roughness cavity.
Inside the cavity, similar level of turbulence axtispy is observed fgp/k = 9 and 4.5,
which suggests that the flow is independent of theghness density. As the rib
separation increases, fewer ribs are present apsteand their effect is felt not only on
the top of the roughness but also above the rowghrevity. The effect of the roughness
density becomes important at largék = 18 which implies that at this roughness
conditions the mechanism of energy transfer betwienindividual components of
turbulent kinetic energy is different from thatpik = 9, 4.5 and the smooth wall.

The effect of the flow depth is more noticeabldaamye p/k =18 on the top of the
roughness where the stress ratios and the comoetite Reynolds stress tensby) (

show that turbulence tends to be more isotropghaliow depth. At largp/k= 18 and at
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shallow depth, combined effect of the roughngglg @nd the submergence/k) become

important.
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FigureV-1. Outer scaling of the mean velocity: (a) and (c) at therib crest?; (b) and
(e) in the middle of the cavity for p/k =9 and p/k = 18; (d) islocated at x = 4k from the

back edge of therib for p/k = 18.

Linall figures, reference location is taken at the mean elevation of the roughness.
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Legend
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FigureV-2. Outer scaling of the streamwise tur bulent intensity (F): (a) and (c) at therib crest;
(b) and (e) in the middle of the cavity for p/k =9 and p/k = 18; (d) islocated at x = 4k from the

trailing edge of therib for p/k = 18.
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(a) and (c) at therib crest; and

(b), (d) and (e) in the middle of the cavity for p/k=9 and p/k=18; (d) islocated at x = 4k from

thetrailing edge of therib for p/k = 18.
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0.105m for H =0 (first row) and H = 2 (second row) measured in the middle of the cavity.
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CHAPTER
VI.  CONCLUSIONS, CONTRIBUTIONS AND FURURE RECOMENDATIGN

The conclusions from the present research are eatedein detail within the
individual chapters (Chapters l1ll, IV and V). Hetbe main conclusions are briefly

reviewed and suggestions for the future researlalao presented.

6.1. Smooth open channel flow

In the present thesis, an attempt has been magharian understanding of the nature
and characteristics of the turbulent structuregpen channel flow, and in particular, the
effect of the flow depth. Open channel flows aneque because they are bounded by
side walls and by the free surface. While shalftows are entirely dominated by the
wall turbulence, deep open channel flows in mamgpeets could be similar to the
turbulent boundary layers since they are develogiran unbound domain. There is no a
clear quantitative demarcation between shallowdeep open channel flows. In general,
open channels flows are classified by inspectirgdhannel aspect ratio (= b/d) which
accounts for the effect of the side walls. Smaxgikn channels are classified as narrow
if b/d < 5 and wide ifb/d > 10 (Nezu and Nakagawa 1993). The boundary isf th
classification is rather arbitrary since shallowwl conditions can exists in narrow
channels and conversely deep flow conditions cast @xwide channels. To study the

effect of the flow depth, the approach used in thissis was to keep the Reynolds

number Re = OIUO) above 20,000 to avoid any low-Reynolds numbeeatéi. Due to
v

the limitation of the water flume, all experimemtere conducted in a channel with fixed

width (b) while the depth of flow and the flow velocitiesese adjusted by tilting the
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slope of the flume. One of the recommendationduture experiments will be to design
a flexible water flume in which it will be is pos#e to adjust the width of the channel
while keeping the depth of flow and the Reynoldsnbar constant. All smooth and
rough experiments analysed in this thesis were wtted at intermediate channel aspect
ratios 6 <b/d <10 where the link between the near-wall turbuéeand the free—surface
turbulence is particularly important.

Measurements were obtained with laser Doppler waleitey (LDV) and particle
image velocimetry (PI1V) techniques throughout tlepttd. While LDV provides a point
measurement, the PIV generates 2-D velocity mas ptane. Here, the PIV velocity
fields at the streamwise-wall normaly) plane are analysed.

Careful inspection of the velocity scaling in theter layer of smooth open channel
flow at three different flow depths revealed a camid effect of the free surface and
channel geometry. An increase of streamwise terfiuhtensities near the free surface
was observed for the deep flow cases (at smallcagpéosb/d < 7.5) and negative
values for the wake parameter were calculatedar§er depths, the free surface behaves
as a “weak wall” affecting the normal turbulent diuations and it can drive the
secondary recirculation. To correct for this effex modified length scale has been
proposed based on the region of constant turbuteensity observed near the free
surface. It was verified that the new length sgalevides a better description not only
for the mean velocity profiles but also for the hegorder turbulent statistics and
correlation coefficient. With the use of this nemgth scale, the estimation of the wake
parameter becomes positive and provides for a raoceirate estimate of the friction

velocity.
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The quadrant analysis shows that when all turbwdeents are included (H = 0), the
turbulence structure in the outer layer of opemaleaflow is similar to that of turbulent
boundary layers and two-dimensional channels. \hifgrent results are obtained at
higher threshold values where near the free sudacecrease in Q1 and Q3 events are
observed which are responsible for the negativelymoon. At the shallow depth, the
distribution of the ratio of Q2/Q4 is more spread and the turbulence kinetic energy is
more evenly distributed among the three componamnily/ing that turbulence tends to be
more isotropic. This was further confirmed frone thnalysis of the components of the
Reynolds stress anisotropy tensor. Converselgrgér depths, the turbulence conditions
become anisotropic which could affect the momentamsfer. An increase in the value
of correlation coefficient was observed at shalbepth which shows an increase of the
turbulence level that might affect the flow resnste.

More insights related to the organization of thebtlent structures in smooth open
channel atd = 0.10 m (deep flow case) and Re = 21,000 areategefrom the PIV
measurements in thg-f) plane. The techniques chosen for analysis oirtstantaneous
velocity fields include proper orthogonal decomposi (POD), swirling strength
analysis, momentum analysis and conditional quddaaalysis. POD and swirling
strength techniques revealed the existence ofcasrtof different sizes and energy levels.
In the outer layer, large-scale vortices similarthe signatures of the hairpin packets
(Adrian et al., 2000) are found. The large-scalergy containing structures obtained
from the POD reconstructed velocity fields are gkted and inclined in the streamwise
direction. These large scale structures contah®8d of the kinetic energy since they are

obtained from the inclusion of the first 12 POD resdn the velocity reconstruction.
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Only large-scale eddies that are smaller than iteecf the field-of-view ( = 0.1 m) are
identified. In some instances, close to the fradase ¢/d > 0.7), signatures of hairpin
vortices with legs possibly attached to the fredase are obtained. This implies that the
free surface behaves as a “weak walltdat 0.10 m. The presence of these large-scale
structures near the free surface caused the flaiticies to be displaced into the fluid,
creating nearly parallel flow patterns with longgagve u- fluctuations identified from
the zones of the uniform momentum. The boundaridgbe uniform momentum zones
overlap well with the locations of the heads of traerpin vortices identified from the
swirling strength. This validates the existencéheforganized aligned packets of hairpin
vortices in the outer-layer of open channel flomifarly to the one observed in boundary
layers flow. It was also observed that some ofrtieenentum zones reappeared near the
free surface. The PDF distributions of the swyglistrength show that more prograde
vortices are observed near the bed. This resuéigsn consistent with the vortex
population trends observed in the turbulent bountiarers (Wu and Christensen, 2006).
Near the free surface, an increase of the retregvadtices is observed highlighting the
influence of the free surface. This implies tHa tnteraction between the free surface
and the turbulent structures is rather weak andesoimthe turbulent structures are
returned back into the flow. Perhaps, this medraniould explain the increase of the
Q3 and Q1 events observed near the free surfaceth& deep flow case, open channel
flow near the bed in many respects can be considgmilar to the turbulent boundary
layers. Analysis of the instantaneous Reynoldarskiress revealed patterns of strong

ejection and sweep events which are common featdfir@éwall-bounded flows.
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6.2. Rough open channel flow

Nearly all flows in hydraulic engineering are rougk., roughness elements protrude
through the viscous sublayer into the turbulentiareg Vertical distributions of the
velocity and other turbulence statistics differngiigantly from those over a smooth bed
since the nature of the drag is significantly déf® when roughness elements are
present. The relationship between the roughnessngey and the effect of the
roughness on mean velocity and turbulence iststiile found.

A new set of data on turbulent flow over a longrraf 2-D rectangular ribs of
varying spacing in an open channel has been amhly$be roughness height was large
k/d< 0.15 and it is outside the limit for valid walivslarity suggested by Jimenez (2004)
and tested by other researchers (Schultz et @5 a0d Flack et al., 2007). In hydraulic
engineering, this is equivalent to the rough opdémnoel flow with intermediate
submergence (6 &/k < 10) as defined by Nikora et al., (2001). Thdegths of flow at
three different rib separations of 4.5, 9 and I®&lex the classification of d- and k-types
roughness were examined. The present results deodetailed evidence that both
roughness and flow depth can have an effect onuttiellent structures at shallow flow
conditions. While the direct effect of the rougbs@n the mean velocity is only seen
locally (in the vicinity of the roughness) turbutenintensities, Reynolds shear stress and
higher order moments do not conform to the estiadtiswall similarity hypothesis and
are affected throughout the outer layer. Compé#oeitie smooth wall data, magnitudes
of all turbulence quantities are much higher whgh direct result from the presence of
rough wall.

Based on the results from the quadrant analysisukent structures are also affected

by both the roughness and flow depth. For thelehalough bed case, the ratio of the
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shear contribution of sweep to ejection eventsiy different from that obtained on the
smooth bed. For the deep flow cases, this diftsxediminishes in the outer region.
Thus, the effect of the roughness on the turbugenictures becomes less obvious in the
deep-flow case whereas at the shallow depth, langghness control the flow.

The components of the Reynolds stress anisotromoteon rough wall open channel
flow are in line with the previous experimental dgtuon turbulent boundary layers of
Shafi and Antonia (1995), Djenidi et al., (2007)dathe numerical simulations of
Leonardi et al., (2006). Generally, a lower legklanisotropy is attained for d- and k-
type roughness conditions at the fixdd= 0.10 m compared to the smooth case.
Structural differences are observed in the Reynsiidsss anisotropy betweprk = 9 and
18. At largep/k = 18 the effect of the roughness density becomemitant which
suggests that the mechanism of energy transfereleetwthe individual components of
turbulent kinetic energy is different from thatpik = 9, 4.5 and the smooth wall.

At shallow depth, both stress ratios and componefiifse Reynolds stress tensby)(
show that turbulence tends to be more isotropithentop of the rib. While gi/k = 9,
the effect of the flow depth is localized in theirity of the roughness, at largék =18,
this effect extends to half of the flow depth.

The rough open channel flow data presented intkl@sis show that large roughness
can have a global influence on the outer layertdube wakes created by the ribs, which
can be considered as bluff bodies embedded indthedirection. Since every rib creates
a local turbulent heterogeneity, the accumulatibthese effects further downstream can
result in flow which no longer retains the charaadé the classical rough turbulent

boundary layer. This is especially important ie ttase of the sparse large roughness
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where many elements need to be considered. Thegeha the flow depth adds another
dimension to the complexity of the rough flow artug the classification of the
transverse rib roughness based only on pfie needs to be complemented with

appropriate parameter accounting for the changieeofiow depthd.

6.3. Future work

Results presented in this thesis show that rougénophannel flow is more
complicated than the smooth wall-counterpart dughto large number of parameters
associated with the roughness height, roughnesstgderoughness separation, roughness
Reynolds number, flow depth and submergenddd.( More experimental and theoretical
work is needed to better understand the shallowsfaeveloped in open channels.
Recently, Nikora et al., (2001) promoted the cohaémouble averaging (in time and in
the small volume parallel to the bed) the hydrodyicaequations. Even though this
concept appears to be useful it needs to be furttedidated against extensive
experimental data. PIV measurements seem to be appropriate choice for applying
the double averaging concept since they provide &[@city fields in the plane. In
addition, experiments needs to be performed ovieeromore realistic 3-D roughness
such as natural vegetation in order to create tbetbelels. Stereo PIV experiments that
provide information for the three velocity compotercomplemented with higher
temporal resolution will further aid in understamglithese complex flows. Particular, it
will be possible to study the interaction of thedrsurface with the large-scale vortices at
shallow flows not only in the streamwise-wall notrmpkane but also in the plane parallel

of the flow direction.
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APPENDIX A
UNCERTAINTY ESTIMATES AND VELOCITY VALIDATION

In this section, the uncertainty estimates in thleity measurements are presented
for both LDV and PIV measurements. The common csirof errors that deserve
particular considerations are quantified and presefor both techniques. Validation of

the present PIV measurements is also reported.

A.l. LDV measurements

The total uncertainty of the measured velocity eiesof a bias component and a
precision component. While the bias componenthef tincertainty in the velocity
measurements is related to the LDV instrument,pifeeision error can be caused by a
number of factors. The five most important aratistical uncertainty, data filtering,
velocity bias, velocity gradient bias and errore tlu noise. All of these errors have to be
guantified and the square root of their sum of segiavill determine the total uncertainty.

The statistical uncertainty is a random error asdrifluence on the measurements
can be reduced with increasing number of samplesGraaff and Eaton (2001) have
shown that statistical uncertainty has the largesitribution to the total uncertainty in

calculating Reynolds shear stress and other higrdssr moments in turbulent boundary
layers. They reported that up to 70% of the larabrs in the normal stressel?(,\?)

and Reynolds shear stressJV) are due to the statistical uncertainty in theadat
reduction step. In the present LDV measuremen@30D0samples are acquired at every
wall-normal location. The raw data were filteregd ddiminating all samples outside the

three standard deviations from the calculated nvadure to avoid errors due to spurious
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samples. Removing these samples generates slagphessed but more reliable higher-
order statistics. To account for this, all turmde statistics were calculated for both
filtered and unfiltered data, and the entire ddéfeze between the two data sets was
defined as the data filtering uncertainty. It vimsnd that this contributes negligibly to
the mean velocity uncertainty, but constitutes 26950% of the total uncertainty of the
higher-order moments.

Velocity bias is present for all LDV systems oparatin “burst” detection mode,
since each particle traversing the measuring volwaa trigger a measurement.
Assuming that the particles are uniformly distrdaltin the fluid, the likelihood of a
particle passing through the measurement volurpeoisortional to the fluid velocity. In
situations where the data density is high this was be minimized by equal time
sampling of the processor. Alternatively, veloditgtories can be created by re-sampling
the velocity history in equal time intervals. Whiwe data density is low, these methods
are not viable since they operate by discardingyn@nthe velocity samples. In the
present LDV measurements a bias-elimination resiektime-averaging algorithm was
used to minimize the effects of the velocity bias.

Due to the finite size of the measuring volume [tid/ data are not really a point
measurement but integrated in space over the megswlume. Finite probe size may
cause large velocity gradients and may also prediffitulty in accurately locating the
wall (y = 0). Durst et al., (1995) derived the followingrrections for the higher-order

moments:

u® meas — Uztrue +%(Z_Uj +K (Al)
y

173



0 e = P + 2 (du j[d”_zJ (o {dz?] +K (A.2)
16 \ dy | dy 32| dy?

In the above equationsl, denotes the diameter of the probe volume in thrticaé
direction andK denotes the higher-order moments. The above ssipres showed that
near the wall the higher—order moments are prapuatito the gradient of the mean
velocity. The near-wall measurements by Durst.e{#95) have shown that the effect
of the velocity gradients on the streamwise intigsiis important only in the viscous
regiony’ < 3. In the present rough and smooth wall LDV experits, the closest
vertical location where the velocities were meaduraiably was aty" = 15 and 14,
respectively. Consequently, the effect of the e#yogradient due to the finite size of the
measuring volume is negligible.

In what follows, a detailed description of the umamty methodology used for
guantifying the statistical uncertainty in higheder moments on both smooth and rough
surfaces is presented.

The first step in the uncertainty analysis is taedmine if the raw velocity
components follow normal distribution. If the nality condition is satisfied, by making
an additional approximation that the velocity saesphre independent and the number of
samples is large (N > 30), the velocity variancghhibe predicted by the chi-square
distribution §&?). The chi-square test is widely known but it &ia only for variables

with normal distributions. However, most of thebwlent quantities of interest are not

normally distributed. For example distributionsgf, v , and correlation coefficients

of arbitrary order do not follow the normal distitibon. Benedict and Gould (1996)

discussed three different statistical techniquesagsessing the uncertainty estimates for
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turbulence statistics. The most general of théstesscal techniques is the one based on
the resampling algorithm known as the bootstraghotkt The bootstrap algorithm also
requires independence between the samples andgifishintroduced by Efron (1979).
The bootstrap’s implementation consists of drawmagdomly, with replacemenB
independent bootstrap samplegeoc, Xboot2 Xooota --- Xeoote, €aCh consisting dfl values
from the original data seX. Replacement implies that each bootstrap sarsphénays

drawn from the entire raw data sét For each bootstrap sample, a bootstrap repicati

A

6,

booti 1 = 1, 2, ...,B, of the desired statistics is calculated. Thet$toap estimate of

variance is defined as

- 1 &/= _ 2
Var(@) boot — ﬁZ(eboot,i - eboot] (AS)
L=
where
~ 1E A
Hboot = EZ Hbooni (A4)
i=1

An approximate 95% confidence interval for estimatod, follows as

6+ 19 var(é)booot]m. Benedict and Gould (1996) have shown that the eunath

bootstrap replicationdB] needs to be higher than 100 to obtain satisfacsult. In the
present calculations 2000 bootstrap replicationgwsed.

Figure A-1 show an example of the estimated uncdytaior the smooth open
channel flow at shallow deptld € 0.06 m). The?, v? and-uv uncertainties within

95% confidence interval were calculated at every wallmal location and they are
normalized with their local average. The statistizacertainty at every location was

calculated by either chi-square test or bootstrathod depending upon the results of the
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initial normality test. The turbulence uncertagstivary along the flow depth as shown in
Figure A-1. However, in the center of the profiles (0.8/d < 0.7) the uncertainties are
fairly constant. The lowest uncertainty is calcethfor the wall normal stress_,2 while

the largest is estimated for theuv . In general the uncertainties in the higher-order
correlations become higher near the wall and neafréde surface since the local values
of the velocity there tend to zero. The valuetetisin Table A1 are the uncertainties
calculated in the centre of the velocity profilggd(= 0.5), where they are found to be
constant percentage of their local values. Thidetgrovides a general guideline for
examining velocity profiles, noting that near-waticgrtainties are generally higher.

A similar procedure was used to estimate the uncaytaif the LDV measurements
on the rough bed. For the rough OCF experimengshitphest estimated uncertainty in
the mean velocity at 95% confidence interval wa&% for measurement locations near
the roughness. Farther from the wall, the uncdstamthe mean velocity is reduced (<
+0.5%). In Table A1 typical estimates of the uncertainty calculateg/é= 0.5 on the
rough bed are listed. To improve the reliabilifytioe higher-order turbulent moments,
initially all velocity instantaneous records arkefied to eliminate measurements outside
the three standard deviations from the obtainedhme&ie. The highest uncertainties in
normal stresses, Reynolds shear stress and triptieigts estimated at the plane of the rib

crests are2%, +5% andt15%, respectively.
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Table A-1 Typical uncertainty estimatesfor smooth and rough OCF at y/d = 0.5.

Smooth Rough

U +0.4%  +0.5%
u? +0.8%  +1.0%
v2 +1.2% +1.5%
—uv +2.5%  +3.0%
uw +7.0% +9.0%
V3 +9.0%  +10.0%
Lo +4.0%  +6.0%
d=0.06 m
5 —
45 oou?
4 o Vv
535 1 -uv
< 3
S, .|
5 2.5
T 2 -
(@]
215
1 .
0.5 A
0 i

0.21 0.22 0.26 0.35 0.48 0.60 0.73 0.81
y/d

Figure A-1. Distribution of the uncertainties estimated along the depth of flow.
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A.2. PIV measurements

The total uncertainty in the PIV measurements i® dlee sum of a precision
component and a bias component. The bias comp@dne to the particle inability to
follow the fluid, timing precision and error involdan the algorithm used to find the
particle displacement. The error due to particiability to follow the flow was
considered negligible since the particles are wamall and their density is very close to
the fluid density. The timing error was also foutzd be negligible since the delay
generator and the laser pulse duration was cordrafiiernally by the PIV electronics.
The raw PIV images were analysed prior to calcujatirte velocity vectors. The size of
the particles in the individual PIV images was exadirusingMatrox Inspector®
software. The average particle-image size was fdonde approximately 10 pixels.
Prasad et al., (1992) showed that when the raticadfgte image diameter to the pixel
size isdpaddpix > 3 — 4, the bias uncertainty becomes negligilphals The average
velocity was calculated in every interrogation airean the particle displacements. The
particle displacements are found from the peakihi®icorrelation function of the image
grey-scale values. The sub-pixel position of thpsaks is detected using Gaussian
fitting algorithm. For the Gaussian peak-findingaithm the error in average particle
displacement is typically in the range 0.05 — Oidebp(Forliti et al., 2000). For the
displacement error of 0.1 pixel (conservative eatej and laser pulse delay of 1809
the error in mean velocity was found to be 1.4%e phecision error of the velocity was
evaluated from the standard deviation of the meakdime series, assuming normal

distribution in the velocities. For a confidencderval of 95% this error is equal to

1960/+/N ; where ¢ is the standard deviation of the velocity calcedatfrom N
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instantaneous velocity values. In our measurenthetsnaximum standard deviation of
velocity was 0.017 m/s corresponding to the relagiirer in velocity 0f+0.4%. Hence,
the combined measured uncertainty in the veloaigiumated from the bias and precision

components becomes 1.45%.

A.3. PIV validation

Since the PIV is fairly recent velocity measurentectnique which is still a subject
of active research, it is of interest to compare aalidate the turbulent statistics obtained
from PIV to those from the LDV. To enhance the cogeeace, time averaging as well as
spatial averaging has been performed along thamtkese directionX), supposing the
homogeneity of the flow at the scale of the fieledv@w. In what follows, statistics
obtained from the PIV measurements are compared twehtwo-dimensional laser-
Doppler velocimetry (LDV) measurements condudte rectangular tilting flume with
610 x 610 mm cross-section and 10 m loagwater depth (= 0.10 m). The Reynolds
number based on the total depth of floireg = 51,600.

Figure A-2 provide comparison of the mean velocibfasmed from PIV and LDV
measurements. The mean velocity profiles are coéedpoy ensemble-averaging of 2000
velocity fields followed by a line-averaging in tlsreamwise direction in a manner
similar to that described by Nakagawa and Hanratt9{P0 The friction velocitiesyr,
listed in Table A-2 were determined for both LDV an¥ Bata using the Clauser chart
method. More details for estimation of the frictieelocity are provided in Chapter IlI.
An excellent agreement is noted between the meagityefwrofiles in the log-law format

as shown in Figure A-2. The buffer layer is nototesd from the present PIV
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measurements and the closest point to the wall whergelocity was measured reliably
was aty’ = 14,

Figure A-3 shows the probability density functions of ecomputed from PIV
experiments at’y= 104 and Re = 21000 ix-f) plane. The same quantity from LDV
experiments is also shown dty 100 and Re = 51600. The two distributions argoiod
agreement and no regular oscillations are presetitel PIV data. Carlier and Stanislas
(2005) observed regular oscillations with the petiioat corresponds to the length of 1
pixel in the image plane. These oscillations are tb the ‘peak locking effect’, which
skews the evaluated displacement of particle imémeards integer values of pixels. In
the present measurements peak-locking effect doesppear, owing to the use of a
more sophisticated peak-fitting algorithm which sthes the random bias.

As the characteristics of existing turbulent struesuwill be looked in detailed in
Chapter IV, it is of interest to examine the statédtproperties of the vorticity extracted

from the PIV data. The vorticity was computed frtime instantaneous PIV maps by
using a second order central difference schemes vbhticity (JZ) was averaged over

the ensemble of the 2000 maps to compute the meditepn the wall normal direction.
The RMS profile of the corresponding vorticity wasatilated by subtracting the mean

profile. Figure A-4 shows comparison of the RMS peodf the spanwise component of

vorticity, JZ together with the data of Spalart (1988) and Klew{d€d89). The RMS

vorticity (UZUZ) is scaled with the depth of floah and maximum velocityo and it is
plotted in outer scaling. In addition, to show ttenvergence of the present PIV data,

szas computed from different number of velocity mé@sas indicated at Figure A-4.
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The obtained profiles clearly show that the accu@ahe RMS vorticity improves with

increasing number oAl

Table A-2. Experimental parameters

M easur ement d Uo Uy AXT Ay*
technique (m) (m/s) (mm/s) - -
PIV 0.10 0.19 9.5 7.8 7.8
LDV 0.10 0.49 24.3 - -
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Figure A-2. Mean velocity profiles
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Figure A-3. Probability density function of u’ at y * = 104.
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Figure A-4. Profiles of rms spanwise vorticity. For data sets by Spalart (1988) and

Klewicki et al., (1989) vertical locations (y) are scaled with the thickness of the

turbulent boundary layer (8).
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