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) ‘ ABSTRACT

CARL WELLMAN’S CHALLENGE'TO DEDUCTIVISM
by -

Bradley Eugene Bowen

Deductivism may be represented as the view that only
. ’ -
scund de4pctive‘arguments are cogent arguments. In the

"first three chapkers of Challenge and Response Car.l Wellman -

criticizes five arguments for deductivism and presents two

classes of counterexamples to deductivism. One class of
. - . - - "

cbunterexamples is that of inductiﬁe arguments and the
second is-a class that consists of arguments that Wellman

calls "conductive.'" This thesis is a critical examination

-

of the five arguments for deductivisi, Wellman’'s views on
the argumentgT and the two counterexamples to deductivism

that Wellman presents.

e

The first chapter of this thesis focuses on the five

4

arguTengs for deductivism. Eacﬁ argument is criticized and
found to be unacceptable. A weak version Sg.éeduétivism is
distingdighed from strong dvductivism, Strong deductivism
is the view that only sound aéductive arguments are cogent.
Weak deduct;vism is the view-that all cogent arguments can
be reformulatgd'as sbund deductive nguments. The second

chapter of this thesis concentrates on the problem of .

induction, which can léad to érguments for deductivism,

rd

iv



Three.sceptical arguments against the legitimacy of
indﬁctive reasoning-are.éongidered aéd found to be
unacceptable, .The third chapter deals with tgo
Eognterexamples to deductivism, one conductive‘and the other
inductive. Am-argument for the weak version of deductivism
is considered and rejected, and five strategies far
converting these ceounterexample arguménts into sound
deductive arguments are examined and found wanting." The
con&lusion arqued for"is that it is reasonaﬁle to reject

—

strong deductivism and to be sceptical of weak deductivism,
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INTRODUCTION

The topic of thi;_thesis is reascning. 1 am
interested(in this topic because I attribute a large share
of the evil in the world to stupidity, gullibility,
prejudice, rationalization, self~decep£ion and other
intellectual deficiencies, especially in relation to

political authority. There was a time in history when

.political pdwerfwas intermingled with religious authority

‘and the use of reason to question authority was anathema,

Heretics were burned at the stake. Now that politichl
authority has been largely separated from religious

authority, one would think that reason would immediately and

universally be applied in this most important area of human

activity. Sadly, this is not the case, ‘ .

However, since hereticg are no lenger being burned. at
the stake, I have hope'that reason may finally be applied in
full strength to politicaf authority., I place mj hopes in -

. e
the process and institutions of education to help bring

about this transformation. Though educational institutions

have a] long history of indoctrinating students inte the
statug quo of ifrationality, tﬁis need not be the case: 4.
needs to be done to make education serve the cause of
true democracy--the Eh?ughtfulnahd rational exercise of
power by the people--but this can be éccomplishéd. Qge-qf
my main purposes ;n'life isg to prémote‘the notion thdt;%hg

i

a
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first aim.of edhc 'on'is to helo stﬁdentS'to become
rationai and automomous thinkers, o '

That explains my interest in reasoning, but why am I
interested in thé concept of reasoning, or, the theory ofr
rgasoning? For 'one thing, any approach to teachihg étudénts
to be better reasoners will be improved b; ; clearer and

more accurate conception of the nature of reasoning. .For

N
J— -~
R

another, I am worried that the tempting view that all
réasoning is deductive forces some of our mo§t iﬁportaﬁt
thinkiné into a mold which warps and diséofté’{t. My main
‘concern in this thesis is to p;int out probiems with this
view of reasoning,'whiEh_is called “deductivism.“.

t ) i
My discussion of reasoning is heavily dependent upon

e

the early chapters of Carl Wellman's book Challenge and

'-Resgonée, especially Ch?pter One of- his book.. Wellman

1

attacgé_a miew_of;justification_ghibh asserts that tof*i
;_5ustify'a clﬁi@ is to give é éouhd deductive argument for
- the claim, Hé seeS'thig Y%ew a%-béiﬁg based on two

aééﬁmptioné._.Tﬂé fifst is thathto.justify a claim ig to

give a cogent argument for that claim, and the second is

. . L
that only sound deductive arguments are cogent arguments,

My thesis will. focus on thé §econd'asspmption. rfanhapter

One of-Challehge.&nd Response Wellman examines five

- i .
arguments for deductivism, presents two classes of

counterexamples to #Hedudtivism, and criticizes five
. * Ko ¢ )
. strategies for.reformulating his counterexamples as

>
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deductive arguments. In large part, my thesis is a re-

examination of the subject and conterit of this chapter of

Wellman’s book. ‘ .

fte purpose of this thesis is primarily negative. I
argue against two related views of ree§oning: strong
deductivism and weak deductivism. In my judgement both of

these'viewe involve an- over estimation of the scope and-
value of deductive reasoning. Strong deductivism ie the
vtew that only sound deductive arguments are cogent, agg
week deductivism is the view that all cdgent arguments can
be reformulated as sound deductive arguments In Chapter
Onej I re—examine the five arguments for deductivism that
Wellman crtt?cizes in Challenge and Response. The second
chapbe;—&oeusaa_on an importaﬁt‘aspect of'tﬁe problem of
induction, I discuss the problem ot induction-bebause'it
1ea&s to a major argument for deductifiem that Wellman does

not adequately cover in his book. finally, in the third

chapter I examine the weak version of deduct1v1sm by re-

E S

eyamining the five strategies for reformulat/ng

counterekample arguments as sound deductlve arguments; I
shall try to show that strong deductivism should be reiected

and that we should be sceptical of weak deductivism. I de

not here attempt to formulate a positive‘alternative to the

view that reasoning 'is deducing, but I hope that this thesis
will show the need for an alternative conception of

reasoning to deductivism,



CHAPTER /wrr:\

o _Arguments' for Deductivism ) ,N\\

1.0 Arggments.for Deductivisﬁ: Introduction

In this chapter T will examine five arguments for-
deductivism that Carl Wellman critiqpes.iﬁ the first chapte£
of his book Challenge and Response. I will comment on

Wellman’s criticisms and argue for my own evaluations of

“these arguments, (I disagree with many of Wellman's .

partly a matter of phiiosophical style or leaning; some

.partly a matter of the nature of the question, for a

criticisms but agree with his conclusion that neone of thesg
arguments is acéeptablg,, -
Deductiﬁism-asserts a very ggperal‘claim about "all
coéeﬁt arguments. It assgrts that‘all cogent arguments are
sound deductive arguments, that‘only sound deductive
argumeﬁts are cogent. arguments [1] .--
Ant1—deduct1v1sts like Wellman put forward
counﬁerexamples to deduct1v1§m, but deductivists liké Karl

Popper usually put forward abstract or general arguments,

such aé_the proplem of inductien.[2] This difference is’

phllosoehers prefer to argue specifics and cases, while

;fothef phllosophers love abstract arqgumentation, It is also

eneral

clalm-llke deduct1v1sm requires a general argumeht. " One can

argue cases for years without ever coming close to

establisting.such a general thesis. The probJem is that the
. [ ),f

.. h
- Fid
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clash of abstract arguments on 'the one side with
counterexamples on the other side 1eaveslthe debate in a
———;\\stalemate. Popper seems-to dismiss counterexamples mainly
‘because he thinks his abst?®act argument for deductivism
shows that something must be wrong with the counrerexamﬁles.
Wellman appears to reject deductivism because ;f“the
counterexamples, while largely igné:ring the problem of
induction. In order to move the debate further along. it 1is
necessary for each side to bend a bit and deal with the
argumgntsnof the other side, .It is necessary to argue both
specific cases and general arguments, and to integrate these
arguments as much as possible; ‘ , |
The focus of this chapteriis-on general arguments for
ndeductiﬁésm._‘However, before I :::ji attention on ﬁ%ese
arguments, two counterexamples (or classes of
cbunterex;mﬁles) to deductivism wil} be briefly presented.
It is mj contentidn that if the general arguments for
deductivism arE'found wanting.‘then we have no reason in
4 pr1nc1p1e to. reJect wellman s counterexamples to
dedQct1v1sm. .Thus, to the extent that I am able to show
that argument:\$9;_deduct§vi3m are not cogent, we should

"take Wellm;n‘s counterexamples seriously and, if they turn

out to be cogent, reject deductivism.



n )
1.1 Two Counterexamples to Deductivism .

In Challenge and Response, Wellman puts forward two

sorts of counterexamples to deductivism: inductive arguments
3

and a class of arg nts that Wellman calls 'cenductive"

argumenfs. Wellman defines induction as ''that sort of
reasoning by which a hypothesis is confirmed or disconfirmed
by establish&ng the tzxuth or Ealsit? of its
implicétioné.”[3] Un ortunately,.one of his main examples
of induction does not fit this definition:

' I have eaten at.Barney's ten‘times and have enjoyed
nine delicious meals; therefore, if I eat at Barney's
again tonight, I will enjoy another delicious meal.[4]

The‘prediction that a meal at Barney's toﬁight would be .
delicious aoes not imply that previous meals uéré delicious,
Therefore, the fact that previous ﬁeals were delicious is
not an implication of that prediction,

Wellman's argument could be repaired to fit his
a;finigjbn by-making.the conclusion a general ;tatement
about the quality of meals at Barney’s, such as ''Barney's
usually sérves delicious‘meals.” Even that generglizatian
does not ;xactly imply that previous meals were delicious.
But .this argument abo?t'Barney's r%stgﬁzant seems to be a
cogeﬁt argument that is not deductively valid. So eve;

though it does not fit Wellman's definition of induction, it

»

serves well as a counterexample to deductivism.
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Some scientific arguments fit his definition of

induction better, such as the following one that Wellman

mentions: ) —_

Suppose the theory that the world is flat is faced with
the daring hypothesis that the world is really round.

A possible test case would Be to watch a ship =sail away
into the sunset. The theory that the world is flat
implies that the ship will gradually diminish in size
as a whole, while the hypothesis that the ®arth is
round implies that the ship will sink out ‘;Qight with
the lower portion disappearing before the masts,. When
the experiment is actually tried, it turns out that the
red sails can be seen after the hull has ceased to be
visible. This result confirms the theory that the
world is round and disconfirms the hypothesis that it
is flat..{3)

This argument is also a counterexample to deductivism. Its
premises do not entail that the earth is round, but it does
seem to be a cogent argument in support of this hypothesis,
Such inductive arguments give us a good reason to reject
deductivism. .

Wellman defines conduction as “"that sort of reasoning
in which 1) a conclusion about some individual case 2) is
drawn nonconclusively 3) from one of-more premises about the
same case 4) without any appeal to other cases.''[6] I am

not sure about the- adequacy of this definition, but I like

his pxamplé argumeﬁts: "You ougﬁt to take your son to the

circus because you promised.''[7] and '"Yol ought to return my
book by Sunday because you promised to do %0.''[8] These
seem to be cogent arguments even though their conclusions’

are not entailed by their premises. So we have another
A 4 .

&

+ L]



class of cocgent arguments that do not fit into the
. deductivist theory.

But perhaps our acceptance of these counterexamp{es
is hasty. B?fore we are free to follow our intuitions in
these particular cases, Qe need to take a look at general
arguments in support of ‘deductivism. Perhaps such arguments
ean throw light on these counterexamples and show Eur
intuitions to be mistaken. With these considerations in
mind, I now turn to the five arguments for deduetivism that

Wellman critiques in Challenge and Response.

.

1.2 The Convenience Argument

Wellman presents his first argument as follows:
There are many strong arguments téjsupport deductivism
at least in one area of ethics, One is that it would
ore convenient if deductivism were true. If all
. ethisal arguments were deductive, it would be
ly easy to distinguish between valid and
~invalid owres; one could simply employ the powerful

techniques deductive logic,[9] :

This argument may beN\strong in the sense of being

psychslogically powerfu), but it is hardly strong in term;
of cogency. Realitf is often not cqnvenient.‘thué to say
that '"it woulé.be more conveni;nt if X were the case”.i;
hardly to give a relevant reason in support of the claim
that "X is the case" (If wishes were automobiles, graduate
‘students would drive Porséhes). The question at issue hare

is: Does the claim of the deductivist fit reality? not:

Would life be easier if reality conformed to deductiviam?

-



1.3 The Simpiicity Argument -
. The second argument is not much better than the
first:
Another argument in fa#or of deductivism is that it 1s
the simpler of two hypotheses. If all valid arguments
are deductive, one need recognize only one kind of
reasoning and one body of logical rules.[10]
Reality is often not simple. Thus to say that, “"reality
would be simpler if X were the case' is not to giﬁe a
weighty régson for the assertion that "X is the case'". It
- is wise to_begin-with simple.hypotheses and theories in
trying to explain or account for something, but o¢one shouid
not assume that the truth';f the matter will end up being
simple in the end. Wersfdrt with simple hypotheséslbecause
they are easier to work witﬂ and because sometimes we avoid
having to work with more complex hypotheses'iffwe are lucky
and reality turns out to be simple in the case at hand.. .The
real question here is: Does the admittedly siméle theory oé
dedpctivism_account for the facts, does it £id reality: or -
does it oversimplify the way things are? ‘Are there
instances of cogent arguments that are not deductive

arguments? The above mentioned counterexamples suggest that

deductivism oversimplifies reality.

1.4 The Containment Argument
The third argumeht for deductivism that Wellman

consi&!rs is more interesting than the first two:

.
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.the very nature of reasoning rules out the
possibility of nondeductive reasoning. Reasoning, it
is often claimed, is simply making explicit what is
contained in one or more premises. Since the
conclusion of any wvalid argument is already implicit in
the premises, it always follows necessarily, that is
deductively, from them.[1l1]

Wellman criticizes this argument by pointing out the
problematic nature of the concept of ''containment' in this
argument :

The difficulty with this conception is in explaining
just what it means to say that the premises ''contain”

the conclusion, If no adequate interpretation of this
spatial metaphor can be found, then this conception of
reasoning must be rejected.[(12] . \'

Wellman considers and rejects three possible ways of
iéterpreting the notion of ”cpntainment“ and concludes that
this -argument won’t do. But I do not think that ;ﬁis is the
strongest criticism that can be made adgainst this argument.
The threé ways of explicating ''containment" are really just
three ways of trying to explain how a s;t ‘'of premises can
entail another statement. Even if a perfectly acéeptable
explanation of how a set of statements can entaii a fugﬁher
statement was available, this would not help one whit to
establiﬁh the claim tha% all wvalid reasoning is making
explicit what is contained in the premises of the reasoning.
The problem with this third aréumentrfor deductivism is-that
it begs the question by asserting that all valid reasoning
makes explicit what is contalned in the premises.

l*-_ﬁyellman 's formulation of the argument makes this

petitio fairly clear, though he fails to notice the problem

-
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himself. One of the premises of the argument asserts that,
"the conclusion of any valid argument is. always implicit in
the premises.''[13] Thus né matter how the concept of
“containment' is unpacked, it must refer to the relation of
a conclusion being "implicit ;n” a set of premises. But
what aoe; it mean for a conclusion to be implicit in a set
of premises? It means nothing other than that those
premises imply (read "entail') that conclusion. But then in
order to know that all instaﬁces of v;lid“reasoning are
instances where the conclusion is 'contained in' the '
prémises, one must first determine that all instances d%
valid‘reasoning are instances where thelconclusion is
entailed by the premises, This, howeégr,.is.the very
question at issue. It does not realiy matter how clearly
and plausibly the metaphor of containment is spelled out,
because the notion of containment i% conceptually linked td'

the conéept of entailment. This third argument for

deductivism begs the question,

1.5 The Enthymeme A;gument

The ‘fourth argument for deductivism that Wellman
considers evolves out of the motivation suggested by the
convenience and simplicity arguments:

...nondeductive ethical arguments would be inconvenient
"to handle in practice and difficult to explain in
theory. [Butl...it is unnecessary to accept any such
troublesome arguments, Granted that many ethical
arguments are stated nondeductively, it is always
possible to interpret these as deductive but

)
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enthymematic arguments. If 1t is possible to transform
every valid ethical argument into deductive form, then

_one need not grant the existence of nondéductive
reasoning at all.(14)

I'n “some ways this seems the most interesting of the five
arguments that Wellman examines. However, I will not

‘eriticize this argument.at great length hefex Chafker Three
: L 4

"of this thesis is largely devoted to this argument in that

it deals with various attempts to reformulate
|

counterexamples to deductivism into sound deductive
. ] A Y
arguments, For now I will simply ctry to clarify the logical

relationship between the enthymeme argument above and two

-

different vérsiqns of deductivism, | .

First of all; the enthymeme.argument as Wellman has

construed it is purely defensivg. It is not a positive
argumeﬁt in support of deductivism;;rﬁther. it is an attempt
‘to defeat or neutraliée £h€'bounteréxamp1e of cogent
cénductive arguments. Defeating a counterexamﬁie is not the

same as establishing a general claim.,. Furthermore, the

L. L4

neutralization_of coriductive counterexamples to deductivism
fails to eliminate the problem of inductive counterexamples.
These objections could be avoidgd simply by

generalizing Wellman's ethymeme argument as follows:

i It is always possible to interpret cogent nondeductive
arquments as deductive but enthymematic arguments. If
it is possible to gkansform every cogent nondeductive
arqument into deductive form, then one need not grant
the existence of nondeductive reasoning at all,.




Now any argument can be reformulated as a valid

» *

deductive argument, so the reéi,question is whether éll
cogent arguments can be formul;ted‘as ggﬁgg deduyctive
argumé;ts, that is to say, as valid deductive arguments with
premises thﬁt are true or acceptable.,:  Wellman diécusses a
number of,stateéies fof converting cogent nondeductive
arguments ;nto sourid deductive érguments, and I will take a
closer look at these sﬁrategies in Chapter Three of this_
thesis. But for now it should be noted thatlsuccess-in
reformulating some counterexamples does not'prbve that all
fcountérexgmples can be reformula?ed. I shall call the claim
that all counterexamﬁles can be reformulated the "weak
versioh_of.deductivism. Another J;y of putting this claim
is to say that all cogent'nondeduqtive arguments can be
reformulated as sound deductive aFguaents. Weak deductivis%

contrasts with ‘'strong" dedﬁctiviém, yhich asserts that only
soundldeductive arguménts ar; cogent .

Wéllman.aoeé not_menﬂion'a general.pro;f for the
claim thatlall cogent nondeductive arguments can be
‘reformulated as sound dedu&tive arggmenfs,.sa the first
premise of my version of the enthymeme argumént for .o
deductivism is left ungefended. Since it is far from
_;bvious that the weak versiqa of deductivism is true, this
argqment is "unacceptable as it gtands, without further g

support being given,
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Supposg,ihogever, that the weak form of deductivism_

could be established. Would it follow-thaé the strong
version of deductivism was true? That is to say, would it
follow th ___lxhsound deducti#e arguments are cogent
avgﬁ;:::;jbga:hink not. I do not think that the weak
version of deductivism entails the strong version.

John Stuart Mill might accept.the]weak version of

Ideductivism, but al;o‘assért the cﬁqvqrs of this elaim,
namely that all sound deductive arguménts ean Ee
reformulated as cogent inductive (or nondeductive)
arguments, There seems to be no obviofis contradiction
invol&ed in holding both of thése positions. But if;ﬂilll
adopted both pbsitiqhs and turned out to be correct in both
cases, then Ehe s£rong-vé}sipq of'deductfvism;could be wrong
even while the weak veréf&ﬁwgaslgorréct. This #hows that
the étrong ver%ioﬁ does not entail the weak version.
Aﬁotbef way ;f ;utting this is to saf that the“fact that all
cogent-nondedﬁctive arguments_couid be reformuiated ;s_sound
deductive arguments does not pfove tha£ they'mggg be so |
"férmdlated, or that sound dedgétive arguments are uniguélz
qualified to count as-cogent arguments. | n
) ) An analogy mighf be useful here. It is probably tru;'
Jthat every meaningful sentence in French can be translated
_intg'or formulated as\a.meaningful sentence in English. But

this does not proée thas only sentences in English are

meaningful nor that English is uniquely'capable of
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.
expressing meaningful sentences. This can ne seen by
pointing out that it is probably true that every meaningful
sentence in English can be translated into a meaningful
sentenge in French. There may be some advantages in
expresging sentences in English and other advantages in

expresszng sentences in French., It need not'Be the case
that there is only one true language for expre351ng
sentences. Slmllar}y, cogent argument; might be forﬁulable
as deductive and as nondeductive arguments. It need not be
the case that deduction is‘the only true form of reasoning.

It might belobﬁected that translating sentences from
lFrengh to English is'very different from réformulating
nondeductive arguments as sound deductive arguments in that
translating involves replac1ng 'some words with dlfferent
words ;hi}e reformulating nondeductive arguments in;;lves‘
lrhe addition of new words (premises) to what was aiready
'there In other words, the reformulation of cogent
nondeductlve arguments should be viewed as the completlon of
an incompletely stated argument. But, as Wellman p01nts
out, the notion of ”comﬁleteness“ is eyaluative in nature
and thus preaupposes an ideal as to what constitutes a
corract argument:, . ’ -

- -

In this view arguments that seem to be both
nondeductive and valid are nondeductive, but-‘they are
not valid. They seem to be valid only because they are
fragments of deductive arguments that really are valid,
But how do we know that every nondeductive argument is
logically fhcomplete? Whether or not one must add a
‘premise to make the nondeductive argument valid is
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precisely the question at issue. The fact that one can
produce an additional premise that will transform the
argument into deductive form does not prove that one
needs to do so.[15]

That nondeductive arbﬁments are always- incomplete or
"logically defective is §omething that needs to be argued

L4
for. .Thus, establishing the weak version of deductivism is

‘not sufficient to.prove tpe strong vers{ogrof deéuctivism.
The enthyﬁ;;e"irgument might work as a defense égaénst_
counter examples to deducéiviém and a suppqrt for wedk
deductivism, but it will not do as an érgument for the
strong versio? of deducf@vism,“at least nﬁt without the

addition of a general'arguﬁent to show that al{ nondeductive

arguments are logically incomplete, h

1.6 The InferenCe Rules Argument An Overview
The fifth argument for deduct:v;sm presents a d11emma
for those who wish to claim that ethical arguments like what

Wellman' terms conductive arguments are both nondeductive and
cogent :

Either one must hold that these arguments obey
. discoverable rules of nondeductive inference or one
must hold that they do not obey any such rules. . But if
one holds that there are such rules, he can be forced
to accept deductivism; while 1if he denies that there
are such rules, he can be fo;ced to give up his claim
that these arguments are valid, [16]

Wellman argueg that neither side of the dilemma défeats the
counterexample of conductive éqgumentSu He personally opts
for the second horn of'Ehé"dilemma and holds that inference

rules are not necessary in order to establish or determine
4
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t+he validity of an érgument. But he also sees no serious

problem with proposing new ethical rules of inference for

his conductive arguments. -

The first horn of the ‘dilemma is developed from the
third chapter of R.M., Hare’s book The Language of Morals.
.The second horn.is not backed up by an argument but-rather

represents a common assumption, that an argument can be
taken to be valid only if the inf;rences in it are warranted
Qith refqrence to rules of inference, |
This fFifth argument for deductivism is defensive in

natufe, and it onl; defends déductivish against,
counterexamples in ethics, such as Wellman’s conductive
arguments. Thus the argument wWill not do, as it sgands, ass
a general proof for ‘deductivism, Nevertheless, there might
be a way té géne;alize @his'argument to cover‘all .
nondeductive #rgumeﬁts. The conéept of inference rules
might provide the basis of arM argument showing that all
knepdedu;tive argumenfs are logically défective or
:iﬁcomplete. So I will examine this argument in some det;il,
in spite of the fact that in its present_form‘it will not do
as a poéitive‘argument.for dedqctivisﬁu I ;ill reject
Wellman’'s criticisms of Hére but agree with Wellman’s
position th;t the-anti~dé&u§tiviqt can and shou1q~take on

-

the second horn of the dilemma,

—



1.7 The Infe?ence hules Argument:;The figst‘Hofn

The obvious meove of;the anti—dééuctivist is to
suggest a new kind of inference rule and thus to ‘take on the
first horn of the dilemma. One might suggest the following

inference rule to rescue Wellman's conductive arguments:

—

“from a statement asserting that someone promised to do an

act one may infer that that persén ought to do that
act.'"'[17) This would gllegedly authorize the inference from
“"You promised to return my book.by Sunday'" to '"You ought to
return my book by Sunday"
In the f;llowing passage, Hellman relates Hare's
objection to this attempt to introduce new rules of
/

inference for ethical guments ;

‘-
The marks of a genuine rule of inference are that it
can be established by analyzing the meanings of the
logical words involved and that it is empty. ... . The
alleged rule of ethical inference fails on both
accounts, . . . Therefore, it really amounts to the
moral princlple “‘one ought to keep one’s promises'' in
disguise, —Ft is not a tautological legical prlnclple,
but a substantial moral pr1nc1ple [181. .

Wellman_dlsputes the assumption that accepted rgi“".;f
inference are established by analysis of the meanings of
their logical words, and he point; out éroblems witﬁ
understanding what i;‘meant by a "lo¥ical word". He also’
gsuggests that the notlon of belng Mempty' is less than

clear, and that on one 1nterpretat1on proposed rules of

ethical inference would be empty,



‘Wellman has not, howeQer, accurately portrayed Hare's

position. "Hare does not say that—all genuine Eules of
inference ''can be established by analyzing the meanings of
the logical words involved_. . .”[19]' Rather, Hare says
that "the rules of inference of ordinary lo%?c can be shown ?
to depend on the definitions of the logical words . . .'"'[201
Here, in context, the word ”ofdinary” means “stanaa;d” or

- "traditionally acceptedﬂ{ and ''to depend on" meané “to'be
true in virtue of'', Hafe‘is saving that‘traditionally}_
accepted rules of inference are true in virtue of the
meanings of the logical words they cehtain. This dees net
imply that all new rules of inference mﬁst be exactly like
the traditional ones and that new inference rules must be

true in v&rtue ef logical words they may cbntaih. _
In the fifth section 6? Chapter Three of The Language
of Morals, where Wellman found Hare’s argument, there is no
indication.that:Hare insists that all new rules of infererice
be true 1n virtue ef the 10g1ca1 words they contain, In.
this sect1on, Hare examines and rejects the suggested new
rule of inference (for sclence) This 18 a mule.-so this is
barren, Hare never obJects to this rule as not being based
on the meaning ‘of 1ts logical words. Rather, he obJects to
it as not’ be;ng based on the meaning of its words; that 15,_
it gs‘not,ana}ytlc. Hare obJects to this suggested
inferehee euIe about,mﬁles.by stating: i

r
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If . . . we want to assimilate the laws of science to -
the rules of inference, we shall have to show that
they, likewise, follow from the meanings of the words
used; for example, we shall hfave to show that the
reason why we can pass from '""this’is a mule'” to "This
(mule) is barren' has somethind tg do with the meaning
of the words ''mule' and "barren™[21]

Note that Hare does not object to the fact that "mule' and
“"barren' are not logical words, He objects only that this

alleged inference needs to be shown to be analytic.

e n

In disbﬁésing the possibility of new ethical rules of

"inference, Hare makes the same objection as he does with the

above suggested inference rules about mules. He argues that

. - Eb‘hold that an imperative conclusion can be derived

from purely indicative premises leads to representing

v

matters. of substance as if they were verbal matters.'[22]"

And He'urges us to keep rules of conduct separate from rules
. - '

of logic: | '

We should be concerned to distinguish between on the
one hand general principles about our ceonduct which
have content, and tell us what to do, or refrain fraom,
certain positive acts in out sexternal behaviour, and on.
the other logical rules, wz(éﬁ are ., . . not about our
actions, but about the meahings of the words used,[23]

The problem is that proposed rules of inference for ethical

arguments ''have content''; that is, they are not analytic;l

s

Thus. Hare’s argument should be undersfoodaas follows:

.. 1. Alleged rules of inference for ethical
T arguments are not analytic. 3
2. Ali genuine rules of inference are.

analytic..
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Thus, )
3, Alleged rules of inference for ethical
arguments are not genuine rules of inference,
It seems fairly clear that ethical rules of
inference, or at least the one suggested by Wellman to help
his conductive pthical argument, are not apalytic. I would
argue that there is no contradiction in denying the
relevance of promising to do X to the question of whether
oné'6;§ht to do k (See Section 3.7, pages 116 and 117)._ Of
course, it might be odd or mistaken &o deny the relevance of
the one'lo the other, but. this does not imply that it is
self-contradictory or unintelligible. To deny the relevance N;.
of having three sides to being a triangle is not merely odd.
To say ''this tri#ngle does not have three sides' is to say
something.self—contradictory. We might disagree with-
someone who denied the relevance of p;omising te the
———tarrying out of the promise, Suﬁ.dﬁ understand what it is
ghat we are disagreeing with. This cannot be said of the
assertion that some& triangles do not have three sides, Hare.
_is right in his ci$im £hat ethical rules of inference make
positive judgemfnts that gb beyond simply analyzing the
-meanings of the words involved. |
Thus Wellman must defeat the second prem;se in the
above argumént in order to allow for proposed ethical rules
of inference to be considered genuine rules of inference.

Because Hare’s argument is_slightly misconsfrued by Wellman,

the objectlon that is raised against Hare is not directly

.



aimed at the claim that all genuiné rules of inference are
analytic. Wellman attacks an assumption that underlies this
claim; hé tries to show thaf standard rules of inference are
not in fact “"established by an analysis of the logical words
igvolved:“[24} If Wellman can show this much, he will have
at least cast strong doubt on Hare's assumptidn that
standard rules of inference are analytic, for it is hard to
see how standard ryles of inference could be analytic apart
from a@ analysis of the meanings of their logical words .
Here is how Wellman puts his objection to the
‘assumption that underlies the second premice of Hare's
argument ;
It is doubtful that the rules of the syllogism are
established by an analysis of the meaning of the words
involved. Boolean algebra did not depart from
traditional logic because it was discovered one day
that the words "all" and ''some’ had been previously
misunderstood; rather modern logicians have changed the
meaning of these words, to the extent—that they still
use them, in order to save certain rules of Jinference
they accepted on other grounds.[25]
This argument seems beside the point, Wellman here
addresses the ‘question of how rules of inference are
discovered, formulated, and adopted, But the issue is
'
whether or not our present standard rules of inference are
analytic. _ Perhaps these rules were not discovered or
adopted on the basis of an analysis of their logical words,
but that does not impinge on the claim that they are true in
virtue of the meanings of their lcgical words. Even if it

ig the case that logical words have been assigned new
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meanings by modern logicians, this would not arffect Hare's

claim that standard rules of inference are analytic. For
these rules could still be true in virtue of the meanings of
their logica;qrords when these words are taken in their new
senses. For example, thé-inﬁerence rule thét “"If X and Y

then X or Y is true in virtue of the meanings of the words

X

“and" and "‘or', but only when the logical word

or'" is taken
in the logibian:s new technical sense known as the inclusive
""or'', where the truth of both alternatives is permitted.

The other objection that Hare makes is that alleged
new rules of inference for ethical argumentslturn out to be
""nothing but the old rules of conduct in a new disguise,
What under the old dispensation appears as an. imperative
major pfemise reappearé under the new as a rule of
inference,?[2§].;T@at is to say,.ndt only do these alleged
rules 6f inference fail'fo count as genuine rules of
infefence, but they turn out to be simply a w;y to sneak in
a.missing premise which was needed to make the argument -
deductively valid. Unfortuéately. Wellman does not dgal
yith this argument because he mistakenly takes it to be
based upon the claim that proposed ruies of inference for
ethics are not genuin;'rules of inference, Thus i; |
;bjecting to the argument for the claim tha£ these suggested

rules of infefrence can not be genuine rules of inference,

Wellman thinks that he is thereby'un&ercutting the argument

t .
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that these inference rules are just the old rules of conduct

.

in disguise.

Suppose that Hare’s first argument was defeated and

it could be shown that the proposed rules of inference for
ethical arguments were not disallowed asAcandidates for
genuine rules of inference. It still might be the tase that
these rules played the same role as used“%o be played by the
major premise of ;‘more £radihional deductive ethical
argument. In that case, these rules of inference would make
what, at first blush, appeared to be a nondeductive argument
into an argument that really involves only deductive
inferences. Therefore, this second argument of Hare's
should be examined on its oﬁn merits, .

’,?ﬁé inference rule that Wéf&man suggesﬁs seems to me
to simply be a substitute for an evaluative major premise.
It suffers from the same problems that an evaluative 'major
premise has, LWellmaﬁ himself admits that general ethical
premises are problematic:
| For my:part, I find myself unable to formulate any

ethical generalizations that seem to me true

universally, and I can always think of exceptions to
the principles asserted by my friends. Until we can
actually formulate such principles, I do not see how we
can use them to justify our ethical conclusions,(27]

S; if Wellman’s rules of inference for ethical arguments

turn out to be analogous to general principles of ethice or

evaluative major premises in more traditional deductive
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arguments, then Wellman will be forced to give up such rules
on pain of contradiction,
The ﬁfoblem with Wellman's proposed rule of inference
“is the same'problem that he finds in etﬂical
generalizations: one can think of exceptions to it.' The
inference rule he suggests is that, '‘from a statement
aéserting that someone promised to do an act one ﬁay infer
that that person ought to_do that act,' (28] But what 1if
instead of promising to return a book on Sunday, someone
attendingra meeting of white supremacists premises to bomb a
church full of black people on Sunday? According to
Wellman's ;ule of inference, Qe would be corrgct to infer
that *‘'that person ougﬁt to do that act'! This_coﬁélusion is
absurd, Yet the premise it is based on is not the.problem.
The probL‘ﬁ lies with the rule of inferencg that allows this
- cénclusion to be derived from that‘premise: Wellman might
try to patch up his rule of inference by adding\; |
qualifiéations to allow for e;ceptional cases, but such a
move'exact%y paraliels moves made.by those interested in
trying to formulate true moral principles;,
 Either Wellman's infereﬁce ;ule allows exceptions or

LN

it does not. If it does not, then it-is just a universal
__ethical principle in disguise and it is-false, If'it.does,
then it is unclear how and when such eﬁgéptioﬁs are to be

made., The rule does not work in the neat and tidy fashion

of traditional rules of deductive reasohing.‘ The rule is
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more or less useless unless and until it is carefully _
explained how to determine whether a gi#én case is
exceptional, Otherwise, people could simply claim that
partidular cases were exceptional whenever it suited their
interests to do so.

Thus I conclude that Wellman has failed to defeat
Hare's arguments which.make the first. horn of the dilemma
unacceptable. Rules of inference for ethical arguments
would be different from'standard rules of inference in that
they are ﬁot analytic, Furthermorel tirey appear simply to
sneak back in the ﬁroblemgtic major premise of older
deductiQe ethical arguments, so ib/;s hard to see what is
gaine& or changed by cpting for such inference rules. On
the other hénd, the.prospect of finding true moral
principles to use in deductive arguments also seems poor,
It will take something more novel or sophisticated than:
Wellman's suggested rules-of infereﬁce for ethical érgument§

to resolve this difficulty.

1.8 The Inference Rules Argumenti;ﬁhe Second Horn
- '-\WhAt about the'se;ond horn of thé dilemma? = This is,
after_i}l, the horn that Wellman prefers to take on, " He
offers two'pbjeéfions to this second Eorq. The first
obiection is as folléws:

... . it is taken for granted that the only way to

. justify the claim to validity is by a rule of
. inference, but this is just not so. . . . one can show
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that an argument is valid by reformulating it or by
explaining its point.[29] -

The word ''shew' here is problematic. It is ambiguous
between the following two senses: (1) prove by argume;: or, .
(2) reveal to someone, I take it that the idea béhind,the
second horn of the dilemma is that without rules of
inference one cannot prove by‘argument that an argument is
valid. Wellman’s reply seems to be that one can reveal to
someone that an argument is valid yithout appealing to ruies
of‘inference. |

© But in the case of valid dedﬁctive arguments, at
least, reveaiing an argument to be valid may involve a tacit
"appeal to rules of inference. Iﬁ other ﬁords, in helping a’
person to see the validity of a particular argument we may
in effect be helping her té.see how that argument falls
under\a general_rule of inference. The use of Venﬁ'diagrams
ig a case in point; Suppose I present the following
somewhat confusing argument to a class of lBgic students for
evaluation:

. 1. All cow; are cars.

2. It is not the-caéé that some cars are black,

Thus, ’
3. No black things are cows,

If students had d1ff1cu1ty determ1n1ng whether thls was a
valid argument, I could reveal to them the va11d1ty of the

argument without-exp11c1tly appeallng to rules of inference

by drawing a Venn diaaram of the afgumeﬁt on the chalk
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beoard. But it seems to_me that what I am doing in revealing
the validity of the argument is tryihg to get my students to

gain an intuitive gfasp of the inference rules that make the

‘argument valid. At any rate, Wellman needs to show that an

1!

- ¥

intuitive grasp of an argument’s validity need not involve
grasping a general principle. Otherwise, his first
objection to the second horn of the dilemma seems beside the
point. Revgaling the validity of an argument is a somewhat
different task than proving the validity of that argument,
and proving an argument to be valid may demand reference to
a ruleﬂof inference,

The second objection that Wellman makes is that the
recognition of the validity of particular arguments is prior.
to the derivation or discovery of rules of inference:

Far from it being true that the claim to validity in
particular cases depends upon the existence of a rule
of valid inference, the rules are derived by induction
from particular cases. We.decide which-logical
pr1nc1ples to accept by discovering the prlnclples ‘
implicit in the arguments we find acceptable prlor to
any appeal to logic. [30]
When Wellman asserts that the rules.of log1c are ”derlved by
induction from partiqular cases” surely: he is not suggesting
that the basic rules of deduct1ve logic are merely ‘probable

hypotheses that mlght be overturned by future counter

instances, But then I am not sure what Wellman means by

. “1nduct10n here,

-

-- Wellman s position on rules of 1nference parallels

his position on ethical principles. He asserts that
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"ethical principles, fo the extent that they can bhe
formulated and justified, are inductive conclusions from

particular cases.“[31] Why does he say this? He gives his

reasoning in the following passage:

My ability to formulate such principles presupposes my
sense of relevance, for it is this that tells me what I
must include in my principle. This last point is a
crugial one. The variocus attempts to save moral
principles by building in exceptions . . . all begin
with the recognition that the principles that first
come to mind ,are false to certain actual or imaginary
cases. - . . Mere one sees mosé clearly that a
recognition of relevance is presupposed by and not a
result of adopting or discovering ethical.
generalizations. [32] '

- Perhaps Wellman’s reasoniﬁg witﬁ respedt to rules of
inference is analogous to the above reasoning. It is true
that an allegedly analytic gsseftion can be disproven by a
counterexample, but this does not show that analytic claims

are based on probable reasoning. For example, if someone =

were to claim that the statement "all triangles have five

sides'" was analyticﬁlly true, she“Fould be refugeq by

- showing her a single'three ;idedntriangle. This does no£ -
mean, howevér: that the statement that "all trianglés have
three sides' must onlf be established on the basis of
"inductive :easoning. Thaf triangles have three sides is a
;edessary truth about triangles. It is'trge simply in
.Qirtue of the meaningé of the words in that statement; One
sees the truth of this principle not by examining lots of

‘I--triangles and hypothesizing that all other triangles are

o o :
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similar, but by understandiné the meanings of the words
“triangle" énd ‘three sides'

Wellman seems to give away the-gamefwhén he says that
"‘'"We decide which logical principles to accept by discovéring
the principles implicit in the arguménts wé find aééeptabie
prior to any appeal to leogic.''[33] ‘It may be that logical
principles are dlscovered by examining particular examples
of intuitively wvalid arguments, but that does not show that
@ogical principles are'jgstified by appeal to”%Pcﬁ ‘
arguments., The claim that ''all triangles haVe'fhree‘sides”
may be discovered by'a child.by means of particular éxamples
‘and so might the claim that “'1+1=2," but tHe truth of these
claims is not based on particular examplés: The key
éuestlon appears to be begged here: Are our logical
intuitions 1ndependent of logical pr1nc1ples or are‘they
based on an intuitive grasp of logical pr1nc1ples7

Thus I conclude that Wellman has failed to establish
the acceptability of opting for the second horn of the
dilemma. He has not establishgd that an argumeqt can be
determined to be valid or cogent.independently of a rule of
inference. hBut on the gﬁher hand, there is no general .
Argument showiﬁg the oﬁposite to be true either, ,So unt;l a
cogent ééneraf argument can be made to show that reference
to a rule of inference is a necessary part of justifying an

inference, I see no reason not to take the position that

alﬁhough there are no rules of inference for conductive

—

f\_'
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ethical arguments, these arguments can be cogent just the

same.

1.9 Tgé Inference Rules Argument: Conclusion

| I‘agreé with Wellman that the anti-deductivist should
take on the second horn of this dilemma. That is, if by 'an
inferencé ruie“ is meant either an anglyticaiﬂy true
.;;inciple:--or a principle that provides a mechanical means
of making ethical judgements, then there are no special
rules of inference for ethics. At least, there ought not to
be suéh rules,

On'the other hand, Hare is right in pointing out that
ian inference from cergain facfhai prémises to a gertain
evaiua?ive‘conc}usion involves the adoption of a certain
évaluative stance. THhere is indeed a logical gap between
the prgmise of Wellman’s conductive argument and its
qonclusion._ We know tﬁis not because only deductive
arguments are ”compléte“ gr"cogent, but because we can
imagine different'pérsons with different evaluative
viewpoints drﬁwiné‘c;nflicting evaluative conclusions.from
the same set ofifﬁéls. |

- There seem to be two different probleﬁs'iﬁ ethical
reasQning that "are in tension with each other., On the one
hand there is the'problem of ekceptionai cases, This ’
_ problem sugggsts that the traditicnal deduétive approdch

will not work in ethics. The other problem is that of
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divergent ethical viewpoints, which suggests that there is a
logical gap betwéen_factual Premises and evaluatiwve
conclusions in conducti;e arguments. I suspect that the
answer to this puzzle lies in taking a closer look at how
intelligent peoplé argue abgut exceptional cases., Usually
this is done in terms of arguing for differing analogous
cases.. For example, philosophers who examine the abortion
issue argue for competing analogies. In any case, I am not
able to give an account of such reasoning yet, but this is,
where I would try to find hints to resolve the apparent

conflict between the problem of exceptioﬁs and the‘problem

of divergent ethical stanceé.
| o R
1.10 Arguments for Deductivism: Conclusion_ -

I do not find any of the‘arguments'fbr deductivism
that I have examined here convincing. The simplicity
argument and the convenience argument are hardly worth

cdnsideringL The containment argument begs the question.

The enthymeme argumenf seems to be more of a defense against

counterexamples than a‘positive argument, and a gimilar
charge can be made of Ehehinfe#ence Eules aréumgnt. These
last two arguments have potential value to the deductivist,
" but key premises need to be argued for. In the case of the
enthymeme aréument; the deductivist needs to zhow that the
addition of premisgs to-inductive argumenfs is necessary to

avoid a logical deficiency. In the case of the inference
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rules argument, the deductivist needs to argue why it is

necessary to justify an inference with reference to an

inference rule. u

There is one important argument that Wellman largely
neglects: the problem of induction, Karl Popper, for
example, appears to base his dedictiwvism sguarely on the

problem of induction. He'bélieves that deduction is the

only genuine form of reasoning just because induction is

not, in his view, a genuine form of reasoning. Popper
. . . -
thinks that induction is not a genuine form of reasoning

primarily because of the problem.of induction. Therefore, I

’

shall examine theig;oblem of induction in the next chapter:
. ;

1l
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NOTES FOR CHAPTER ONE

-

'

1."Deductivism'' might also be used to refer to the view
that all inferences are deductive in nature. But this view
‘seems to imply that all our inferences are good, for it is
"difficult to make sense of the notion of a bad deductive
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CHAPTER TWO
The Problem of Induction

2.0 The Concept of Induction
There is a view that induction is any form of
reasoning that is not deduction.[l] This view is

unacceptable for two reasons: 1.1t is not immediately

obvious that induction is a completely distinct form of

reasoning from deduction, and 2.It is not immediately

~

obvious that all non-deductive arguments are inductive. .
] .

Now, of course, if one stipulates a definition of
- 4 ".

lnductlon aé' ‘any form of reasoning that is not deduative”
. L J
then it will be true that any form of* reasoning'that is not

deductive will be ”inaubtivef. in the new'technicallsense of

the word. But this 3s cheating. The ‘word "induction' haé

-

its own history®” and usage separate ﬁrom'the word

*

"deduction', so any conceptual connection or distinction
) o= Yy - )

4

between these concepts needs to be argued for :athef_than'

.~assumed. Thus, it is best to give a po#itive and specific

‘def1n1t1on of 1nduct1on that is, 3t 1east in part, based‘on

the use of this word id the past. We should be open to the

possibility that the relationship between'induction and

.t %

_deductioh is not as neat and tidy as we might wish, .It

-
e

would also make sense to expect to discover other klnds of

——

- argument, or at 1east not to assume a priori that the

36



categories of induction and dedudtiaﬂ exhaust ail possible
3 . _
argumentg.

There are at least three different conceptions of
inductio;; Very roughly, they aré as follows: 1.Induction
is what qsiéntists do when they reason from observations to
hypotheses, theeries,-and laws, 2.Induction is génerélizing
;'pattern or regularity, 3.Induction is making an inference
from wha£ has been obser¥ed to bz 50 to something éhat is |
not entailed“by what has been observed to be =so,{2]

Briefly, induction is conceived either as the scientific
N

method or as generalization orsas an inferential leap from

what is known by observation to some new bit of knowledge.

2.1 Introduction: "The' Problem of Induction

One problem with'thé problem of induction is that it
is not clear what induction is, Another problem is that
evgn whén it is agreed what induction is, it is not cleﬁ;
what is the problem with it. The basic idea is that -
inductive inferences or;our‘c%itéria_for judging them are in
need of justification and’ that this is somehow a difficult
thing to provide, Sceptical argugents purbo:t to Ehow that
it is not possible £o justify‘our ;nd;ctive inferences and

thus that these inferences are in some'‘sense arbitfary'or
' , e B 3

1 -
a

irrational, L o -
There i§ a chain of scepticism that contains many of

the most serious and perplexing philosophical problems of
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the past few centuries. This chain is especially noticeable
in the writings’of David Hﬁme. At one end of the;ggain are
sensations, the bédrock foundation of knowledge, and at the
other end of the chain are valué judgements, the most
problemaﬁic specPes of judgements. In between these tw;
extremes are found various éortﬁ of facts:
Sensations:Present Facts:Past Facts:Future Facts:Values
The sceﬁtic seeks to break this chain at various places
along its length., She might challenge inferences from
sensations to judgements of present facts, or the inference —
from present facts to past facts, or from any kind of fact
to Q;lues. A-dilemma is always qreated between reductionism
on the one hand.(a;e values just an odd sort of fact?) and
~scepticism on the othef-ﬁand (if not, how can we know a
value judgéﬁent to be true?) In the caée_of the problem of
induction, the break is sometimés.madejggﬁggen'past facts
and future facts, The idea is that no combinatién of
. sensations, present facts, and past facts will legitimately
yield a conclusion about future facts. But tﬂa—problem can
be put more generally aé.the difficulty of justifying
inferences from observed things or events to uﬁobserved
things or events.

' There are a number of responses that h#ve been made

to 'the'" problem of induction. Some of them are as,

follows[Q]: o ': , o
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1.The problem is insurmountable; we cught not to_reason
inductively, '

2.We cannot prove that inductien will work, but we qaﬁ
prove that if anything will work, induction will work.

3.We can prove that induction will probably work,
because it has worked so well in the past.

4 Inductive ;easoning is justified because it is a .
paradigm case of what it means to think in a reasonable
way.

5.Induction is a legitimate form of reasoning because
it is simply one form of deductive reasoning.

6.The problem of induction presupposes inductive
reasoning and is thus self-defeating,

7.The problem of induction involves an impossible

demand, thus it should not be taken seriously.
My basic answer is tﬁqt differeﬁt answers are appropriate
for different sceptical arguments. I cannot realistically
hope to cover all of the various sceptical arguments here,
so T will focus on one'important_strana-of scepticism about
inductioqé the afgument thapfanj'justifibation’of induction
' must be either fallacious or circular.

—

In this chapter, I will examine three different .

-~

sceptical arguments that assert fhis charge qf circularity. .
I Aeed not defend my‘cﬁoice to examine David Hume’gq‘,
sceptical argument, but I should explain whg I have degided
to examine sceptical argumenés as formulated by Brian
Skyrms and S,F. Barker. Both of -these philosophers have
done serious work in the area of inductive reasoning, so-

they are not straw men for me to push over. .More"

-
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importastiy. each of them ﬁ;s put forward simple,
straightforward‘sceptical arguments kfhough neither. adopts a
sceptical position§ éhat make the charge of circularity
against jﬁstificafions of inductive reasoning. I chose to
start with these simple arguments because I wgnted to avoid
problems of interpretation that arise in more subtle
treatments of inducticon and because I feel that it is best
-fdr the sake of clarity to start with simple arguméhts. If
subtler versions of the probleﬁ-of induction avoid the
objections that I make against these-sceptiEal arguments,
fine. But prbblems easily seen in simple formulations ma}
be better hidden in more complex'treatménts.- So my
suggestion is that the criticisms that I develop here be
épplied to other sceptical arguments, to see if the
criticims put light 6n flaws that might otherwise be missed.
' I will not her& critique tﬁe sceptical argument
against induction put forward by Karl Popper. His a;gument
is more compl;cated and less Eiearlx stated than the
;arguments that will be examined here. I will, however,
consider aé important objection that Popper would likely

raise to my criticisms of the arguments that I do consider.

2.2 The Problem of Induction as Posed by Barker
I believe that the problem of induétion as set out by

Barker is e;éily resclvéble, and I shall‘tﬁx to defend that

view here. Perhaps some insights gained in'déaling with

TR
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Barker's problem of inductién will help me to deal with or
resol;e Bavid Hume’ s problem of induction, That 1s my hope.
The problem is set forth in the flrst chapter of - S F.
‘Barker’s book, Induction and Hypothesis. v The problem
concerns the selection of one method of reasdning or of
prediction—makiné over another method:

Suppose ." . . I have to decide whether to build my
house near a river which sometimes overflows. If I
regard as highly probable the hypothesis that this
river will not flood the building site during the next
twenty years, then I shall decide to build there,
otherwise not. Suppose that two persons present
themselves to assist me: one is an engineer who has
carefully studied the past performances of the river
and who assures me that this is a dangerous place on
which to build;: the other is an old gypsy woman who,
her palm having been crossed with silver, consults a
crystal ball and then assures me that the site 1is

, perfectly safe. [4]

<

‘The question that Barker raises is:

Why trust the engimeer more than the gypsy? What we
require is some sort of philosophical explanation of
why one method is to be regarded as more reasonable
. than other alternative methods. (5]
. o
Barker outlines a common-sense answer to this question,-and

then he attacks this answer by charging that itqis circular
and question begging., I will try to defend the common-sense
answer,
Barker nicely summarizes the position that I wish to

defend:

If your are in doubt about whether the engineer’s

method of making preditions is bétter than that of the

gypsy, then just look and se¢ which of them has had the .

better record of success.so far, . . . The
Just1f1cat10n of scientific metheod is that it works I6]
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According to Barker, this answer ''is down-to-earth and may
appear to bear the stamp of wholesome common sense,''{7] but
he argues that ''this is circular and begs the question.'"[8]
He then argues for his charge that the common-sense answer
is circular, My respoﬁse to Barker is that the common-sense
answer does not beg the question nor involve circular
reasoning and therefore is peffectly acceptabie. In order
to establish my counter-claim, I must, at the very deast,
refute the regsoning that Barker puts forward in support of
his claiﬁ‘that the common—-sense answer——usually referred to
as the inductive jusfification of indhcgion—-beg; the

gquestion and involves circular reasoning.

2.3 Question Begging and Circular Reasoning

Be.fore taking a lock at Barker'\s reasoning, it would '

be useful to clarify the concept of question begging and the
- .

concept of circular reasoning. Circular reasoning is a

partiéulér sort or way of begging a question. Circular

reasoning is more objective in nature than question begging;
it is fallacious irrespective of the beliefs of the

disputants involved in a given debate. But question begging

N L4

is, at.least in some cases, relative to the beliefs of the
disputants. -
A person reasons in a circle when she uses a premise

which'taken by itéelf impl&es or presupposes the conclusion

‘being argued for. Such a premise is quite obgiouslf
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unacceptable to anyone who would dispute the conclusioﬁ.
Thus circular reasconing is a particularlf gross formrof
begging tg; question where the conclusion is hidden .in one
of the premises. The offending‘premise:is a sort of Trojan*
Horse proposition, a seemingly innoceﬁt statement which
contains the "enemy' idea, ’ |
Begginé the question, however; need not involve such

a gross violation of the rules of fair play in
argumentation. Any premise which is clearly qqnt?oversial
in a given debate between certaiﬁ disputants can £e said to
beg the question. Thus if é &hristian tried to prove to an
atheist that‘the;end of the world was near by appéaling to
prophecies in the Bible, this would be an example of begging
the question but no£ pf'ci;cular reasoning. The Christian
wéﬁld not be using ; premise that assérted-thaﬁ the end of
thé world was near' However, this would be an instance of
guestion begglng because atheists usually do not bAMEéve in

prophecy, and they almost never belleve that Blble prophecy
is worthy of belzef Note also that the same argument would
be acceptable were' the Chrlstlan arguing with a fel&ow

Christian or anyone who viewed ‘the Blble as divine

revelation.

 If a Christian were to argue for the existenée”ﬁffGod

by quotlng passages of scrzpture that.affirm thisg. belléf
she would be reasonxng in .a cirecle, aszuming that shg

accepted the authority of the Bible ‘on the basis of her

»
A
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=1
" *belief in God and his trustworthiness, Such an argument is

”
.

illogical no matter who is giving or receiving the argument.
All circular reasoning is ‘question begging, but not all
question begging is circular reasoning, and circular

reasoning is wrong in a more cbjective and absolute way than

is question begglng, since .the latter charge i1s sometimes
relative to the v1ewk of the disputants in a ‘particular

discussion.

2.4 The.ObjecHon to the Common—sense,SoluEion\
Here is Barker’'s case against the common—sehse
position, which-I wish to defend:

The circularity 1hvolved becomes evident as soon as
we ask, how are we to find out whether the modes of
nondemonstratlve reasonlng that scientists employ do
lead to results that are'true (or at any rate useful)?
Clearly, we must conduct a scientific inquiry in order
to discover whether the people who employ -these methods
actually do obtain true or even-useful results through
their application. . . . Thus ofaly if we are willing to
presuppose the trustworthiness of the aiodes of
scientific inference that we employ, can we repose any
confidence in the information obtained through their
use . . . If o agssumes a certain kind of
nondemonstrati?reasoning to be sound, one can perhaps
show empirical that this kind of reasoning usually
leads to true or useful results. But as a proof of the
trustworthiness of the metbod this is circular and,
begs the question. [9]) e

To sum up Barker’s,reasonihg here, he is asserting
that it is circular reasoning to use the scientific method

to justify the scientific methoé. ) '

-

iy



2.5 A Brief Overview of Scientific Method
At this point it would be good for me to éay a bit
more about the scientific method, for one cannot really

justify something that is. not understood. The scientific

method encompasseiﬁideal ways of producing and testing

hypotheses, These ideals can be shown in either principles.
o .
or paradigms., Neither are followed exactly in practice,

Prinq&ples‘are too simple and abstract to dictate behaviour

a

in a mechanical fashion, and paradigms are too specific and
complex to dictate behaviour. :Somehow the messagé is 0
understood and there is general agreemeﬁt as to whether
certain investigations constitute science of not, i

Tﬁe scientific method inclﬁdes ideals with respect to
the formulation of hypbtheses.- That this is so can be seen

. \

by contrasting-the following rough characferiza}ion of some
scientific ﬁrinciples with ﬁ list of altgrnative hypdfhesis
foEﬁiﬁﬁ'ﬁthsag: A scientist should study tﬁ? available
accﬁmulation of empirical knowlédgé and reseagch'}elated to -

-

a‘specific topic or phenomena andfthen formulate a clear and

' e .

specific question to try to answer. Further'bbservatiqns of
the phenomena.should be made in an attem§£'to find
interesting and apparently re]evaﬁt rggulargties, patterns,
and'anomaliés and exceptions. When regularities énd
éatterns have been estab;ishédAﬁs more than coincidental, ,
attempts should be made by the ;esearcher'to produce an
empirically gé;tab}e explanation for thése regularities;

- ’
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with special attention being paid to any apparent
irregularities and anomalies,

A list of alternative means of producing hypotheses
shows that the scientific method is not solely concerned
with testing hypotheses but also concerned withAtheir.
production:

~1,éee what the Quija board has to say.

2.Read the Bible backwardi, looking for clues from God.

3. Smoke three joints and then write down the third
explanation that .comes to mind. -

4 .Go to India and ask a famous Guru.

4

Of course, if one did hit upon an interesting

" hypothesis by any of these methods that would not count

against the hypothesis. The point is that unless one has

read the relevant research, studied the appropriate

‘techniques, made careful observations of relevant phenomena,

and tried to reasoh out a hypothesis that is empirically.
testable, one is not in a position to reasoﬁebly°5udge what

censtitutes an intgrestinq hypothesis.

Hypotheses.can be categorized into two rough

categories. On the'one hand, there are proposed ''laws'' that

.».n
L

c1a1m to descrlbe regular1t1es 1nvnature, and on the other

hand there are proposed ”theorles“ which attempt to explain

v

such regﬁlarities.[lﬂ] Both laws.and theories are supposed

-

to be testable by observation but in different ways. Laws
L I C v .
%;e‘usually supported by generalization (every observed

% -

Y



instance fits the law), and theories are usually supported
by confirmation (significant implications of the hypothesis

4 .
have been cbserved to be so0).

'ﬂg A good example.of the difference between law -and
theory can be seen in the distinction between Boyle’s Llaw

and the explanation of this phenomena. .First there is the

regularity found in nature by observation:

Consider the cyilnder with the movable piston ., . . If
we push the piston downward so the volume is half its
original value, . . . the pressure will be

correspondlngly doubled, Decrease the volume to a
third its eriginal value and the pressure will be
increased by threefold and so forth. Notice from
these examples that the product of pressure and volume
is the same, That is, a doubled pressure multiplied by
a halved volume gives ‘the same value as a tripled )
.- ‘ pressure.multiplied by a one- third volume. 1In general,
we can say that the product of pressure and volume for
a given mass of a1r is a constant as long as the .
temperature does not change. ' So the pressure of a
quantity of air multiplied by its wvolume at one perlod
of time~is the same as any different pressure
multiplied by its correspondingly different volume at
any “other time. . . . This relationship is called
Boyle's law, after Robert Boyle, the seventeenth-—
century pny51c1st who is credited with its

discovery. [11] v

—

Thls is an observed regularlty, ‘a law of natur'e that has

been supported by careful observatzons of many 1nstances

Tr
-

It deems so nice and t1dy, too nice in fact. Why do gasses -
beha#e with Sﬁch,discipline? Surelg.gesses do not know
about multiplying and dividing and algebra. Scientific
iﬁddi:y does not end with the recording of ‘patterns and

_ fegularitiee. _Regulerities are important and interesting,
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but they make us curious, Why does this regularity exist,
rather than some other regularity, or none at all?
The explanation of the above regularity involves the

use of the atomic theory of matter:

The molecules of air behave like tiny tennis balls,
perpetually moving helter skelter and banging against

the inner walls. Their impacts on the inner surface of
the [rontainer] . . . produce a jittery force that
appears to our coarse senses as an average push.. This’

pushing force averaged over a unit of area gives us the
pressure of the enclosed air.

Suppose we have twice as many molecules in the same
i volume. Then the a1r density is doubled. If they move
- at the same average’ speed or, 'equivalently, if they.
have the same temperature, then, to a close
approximation, the number of collisions will be
doubled. So we see from this doubling of pressure due
" to the doubling of density that pressure is :
proportiocnal to den51ty (121

"A dlfferent example widl help to illustrate the

-

differedte between generalization arguments and confirmation

argﬂme s. The hypothésis that the earth is round can be
. argued for in two very different ways. One simple way of
" arguing for this theory is by a ‘'generalization argument:

1,The planet Mercury is round.

.2.The planet Venus is yound.

3.The planet Mars is round.

4.The planet Jupiter is round,

5.The planet Saturn is round. .
6.The planet Uranug,is round. N
'7.The planet Neptune is round.
8.The planet Pluto is round.
9.No pLaﬁg?\has been’ observed to be non-round.
10.The Earth is a planet, , ‘
Thus, - ’

"
-

11.The planet Earth is round

The same conclusxon can be argued for in a more

soph;stltated manner-by a conf;rmat1on argument

§ —
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—

1.If the Earth is round, and if light travels in
straight lines, then the hulls of sailing ships
will disappear behind the water before their
sails disappeared (for an observer standing ‘on
shore watching ships sail towards the horizon),

2.Light travels in straight lines,

3,The .hulls of sailing ships disappear behind the
water before their' sails disappear (for an
observer standing on shore watching ships sail
towards the horizon).

4 .No other plausible hypothesis'implies this. '

’

5.Neo implications of'this hypothesis are known‘tol
be false,

.

Thus, o
6.The Earth is round.

—_—

The basic idea behind a conf}rmation argument- is that

if a theory or hypothésis taken in combination with

previously accggted'hvpotheseé or beliefs implies that

certain observations will be made under certain conditions.

then that hypothesis is confirmed to the extent that such

observations are found to actually occur as predicted, [13]

Having given this brief exposition of the concept of the

L}

scientific method. I shall now return to Barker”s sceptical

-

argument.
-+
2.6 Response to the ?roblem of Induction as Posed by Barker
My reply :'to Barker’s objection thaé it is circular
reasoning.to use the scientificimethod to justify the’
scientific method is tha; it is not necessary to apply. the

“full blown' scientific method. The scientific method is

an



rather complex: It 'involves a number of.ass%mptions and
concepts and methods or modes of reasoning. The common=~
senSE ‘defense of the scientific method fequires. at most, an
appeal_to'a small part of what_is encompassed by the notioé q&
of the scientific method. Barker himself refers to the
“methods'" and "modes' of scientific reasoning.~By using the
plural form of these ;ords he rgcogni:es that the scientific
method contains a number of parts or aspects. To the -extent

th;t only one part or aépect of the scientific method is
used to anfirm the scientific method as a whole, no
circular reasoning is involvea here, .for it is not necessary
to assume Qs a premise that "'The scient;fic me;hbd (ag a
wholé) i; a trustworthy method." The.common-sensé answer to
Barkerﬁs question, ""Why trust the engineer more tﬁgn the
gypsy?' is based on what could be called the ‘“track ?;;ord”
method of reasoning about forms of reasoning., My claim is
that the scientific method is more complex than and
encompasse; much more than the track recora method, and thqs
that it is not circular reasoning f%.a§sﬁﬁe‘the validity of
the track. record method in order to establish the
- s

trustworthiness of the scientific methoed in general .

‘ The track record method can be used and accepted by
'lﬁengé-whé doubt the v#lidity of the scienrffic method and
by people.whd are no£ well versed in scientific reasoning.

For example, someone might be uncomfortable with the way

scientists ,propose the existence of objects and events that

-
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are not diregtly onservable1 such,as atoms and radiowaves.
But the 51mplest of mlnds cannot deny the power over nature
that the omic theory and the theory of electr&magngtid

waves hJ{iﬁéiVEn to hu%énkind. 'Clﬂb;"aﬁd kni?es are no
match for atom bombs and laser beamg. The most unécientific
thinker in the world could not deny the reality and power bf
radio and television transmission. That science d;es work
can be observed by priﬁitive or simple people who have
little coﬁception of scieride and the scientific method. The
mogt superstitious t;ibesman in the world will, when a loved
one is sick and close to death, seek out a witch doctor with
the best track record avaiiéble. We all want something that
willfbe consistently successful. That-is a‘bottom line for
both the scientist-and.the superstitious or the unscientific.
thinker._w, I- ' -

Mostr i%.nof‘all, gypsies would defend their practicé
of crystal ball gazing with testlmonlals of past successful
predictions, thus xmplylng that crystal ball gazing is

trustwofthy precisely because it has worked in the past,

because it has a good track record. Thus the track record

method is a methgd used by both gypsies and SCientists. A
Because the tréck'reeord ﬁethod is accepted by both H
scientists and gypsies, it is.not question begging for a
scientist to appeal Lo this simple.method in d?de; to prove
the superiority of the scientific method of predictiqﬁ;to‘

"the crystal ball method. Actually, if the engineer could
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present a system or method for predicting floods, then we.
need not even establish‘that the scientific method is best

~

"-in general, We can simply appeal toc the track record of
that particular method of'p;edictionAVersus the gypsy ﬁethod
of prediction. The scientific method can be viewedlas a
method fofiﬁroducing, selecting, and modifyfqg.methods of
predicéion}”rather than being a method cof prediction,itself;

An analogy m{ght help to exﬁlain how using a Rartlbf
é system of beliefs to suppért the whole is not circular

—reasoning. Baptists believe that ;hat_the Bible teaches is
true, and so do Jehovah’s Witnesses. But there are ﬁany' .
theological disag;eements be@ygén Baptists and Jehovah's
Witnesseé. fér iristance, Baptists believe that Jesus rose
from the dead in bodily form, Eut Jehovah's Witnesses
believe fhat Jecus rose from the dead-as a spirit and not -in
his body. If a Baptist were‘td debate a Jehovah's witness,
she might quote the following,tdé passages of scfipture:

The Jews . . . said to Him,”What sign d& You show
to us, seeing that You do these things?"

Jesus answered and said to them,”DQstroy thls
temple, and in three days I will raise it up.”

The Jews therefore said,"It took forty-six years to
build this temple, and will You raise it up in three

days’“
But He was speaking of the temple of His body .
When therefore He was raised from the dead, His Ly

'd1sc1p1es remembered that He said this; and they
believed the Scripture, and the word which Jesus had
spoken. (John 2:18-22»

And they aroge that very hour and returned to
Jerusalem, and found gathered together the eleven and
those who were with them,



saylng ""The Lord has really risen, and has appeaGéd'

te Simon.'' .

And while they were telllng these things, He
Himself stood in their midst.

But they were startled and frightened and thought
that they were seeing a Splrlt '

Ahd He said to them, ”Why are you troubled and why
do doubts arise in your hearts? See My hands and My
feet, that it is I Myself; touch Me and see, for a
spirit does not have flesh and bones as you see that I
have.,'" (Luke 24:33-39

B It dogs not require great interpretive skill to see
that these passéges strongly support thé Baptist position

- and undenﬁine the Jehovah’s Witness position on the issue in
question. Thus a Jehovah's Witness might be pgrsuaded by

' tgese passages to‘accept some Baptist theoiogy, at least the
part of Baptist theolog§ which concerns Jesus's

-

resurrection, . T

But someone might, K charge that this Baptist argument
is circular and gquestion begging, Belief in the Bible is
part of the Baﬁtist system of theology, so the Baptist here
- coutd be charged w{th using the Baptist system of fheology
to sgpport-the Baptist system of theology. Such a
de§cript;on, however, would be less than fully accugate. To
be precise, éur Baptist argﬁer is using ‘one uncontroversial
part of the Bapfist system of theology to support a
differentland controversial pért of the Baptist system of
‘ theology. There is neo disfute between Baptists and
-Jehovah's‘ﬂitnesges over the claim that what the Bible
teaches is true. Thus‘appéals to Biblical passages

constitute 'a neutral ground between Baptists and Jehovah's

-
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Witnesseﬁ. and it is completely'faig for a Baptist to use
quotatibns from the Bible to persuade a Jehovah’'s Witness of
; B
some theclogical claim that is controversial. The érgument
is not_circuldr because it does not involve a premise which
by itself*impiies that Jesus rose in his body.k Thg argument
is not gquestion begging because it does not invdlve a
premise which is clearly controversial between Baptists and
-Jehovah'Q.Witnesses..

The.tfack record method is to the scientifié.m;thﬁd
what the Bible is to the Baptist system of theology. Both
the engineer and the gypsy éccept the track record method of
testing methods of prediction. A mefhod of prédiction is
trustworthy only if it is usually successful; and one mefho@
‘of prediction ;s more trustworthy than another only if it is
successful-ﬁore frequently than e.oBher.methqd. .The
engineer does not need to appea@o the scientifik method as
a whole in‘order-to support the scientific method, thus the
common-sense answer fis not an.instance of cifcular

LY
reasoning. Since the track record method is accepted by
bdth éypsy and engineer, it is not question begging to use
- N

this method. Suppose that soon after the gypsy predicts
that the house would be safe, a raging flood occurs on the
land where the house was to be built, If the gypsy is -

brought close enough to the site to view the torrents of

. P -
water carrying away other houses and trees from nearby lots,

the gypsylcan hardly deny that she was wrong, at _least in

ey
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this case., The same point applie# to the engineer, If it
was'the engineer who predicted fhe house would be safe and

the gypsy who warned of impendihg floods and if severe

flooding occurred, theA the engineer, standing near the "‘\~7
submerged property, could not deny that his predicfioq was
wrong. One mistake does not prove that a method of
predicfion i;~no good, but a careful record of aow
frequently a certain method works‘or fails can be kept and
compared to a careful record of how often an alternative
method works or fails. This is, ﬁo doubt, a somewhat crude
way of assessing methods of reésoning or of prediction, but
it has the advantage of béing'simple and widely accepted.

| Barker mentions the pogsibility of the ypsy.using
crystal ball gazing as a method of supporting the ‘
.trustworthiness of crystal ball gazingy This he thinks to
b; a partial refutation of the suggestion that the
scientific method.be defended by its ''better record of
success'. There arg‘someuimportant disanalogies between
these cases though. For one thing, as 1 Have just poiﬁted
out,'ﬁhe common—sense deEense of scientific methed doeéjpot
require the use of the scientific method. So the gypsy is
using.cirgular reasoning but ‘the engineer is Aot. §u§ the;e
is.angther important disanaleogy. The eﬁgineer;probably
‘would not accept the crystal ball gazing method, whereas the

gypsy probably would accept the track record method. So the

gypsy begs the question here while the engineefaabes not.

.
»
\
>
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But suppose the gypsy was a rather unusual gypsy, and
she rejec?ed the track record method. Suppose that this
gypsy only believed ”the.messages“ that she “received' from
her crystal ball, In this case the fact that 20% ﬁf her
predictions turned out tolbe false or inaccurate wouldn't
phase her., ''My crystal ball says tha; the next prediction
will be right on targeé,“ she might say. What can be said
to persuade such a gypsy? Not mueh. She has stacked the
deck in her faveor in éuch a way that there is little hope of
qiég;ZVing her claim that her crygtal ball predictions will
be correct in the future, The-best way to deal with her is
to refuse to play her game. I£ wpould seem that a certain
’amdunt-of common-sense is required in order to estabiish the
trustworthiness of the scientific method. thhing can be
proven to %an ab;olute sceptic, and little can be proven tola

closed-minded fool.

. LY
- . »

2.7 The Problem of Induction as Posed by Brian Skyrms

In the second chapter of his bock Choice and Chance,

P

Brian Skyrmsdreformulateé Humefg sceptical argument against
induction, fSkyrms goﬁfesses: "I havg ;gken some liberties
with Hume and have givef”the traditional problemt¢E™
induetion a new Ewist . . ."[14], His version of Hume’'s
argument has encugh '"twist,'" in my estimaé\fa, te be‘)aken

as an independent argument, distinct from Hume’s. For one

thing, Hume's argumenf does not actually refer to induction,
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whereas Skyrms’s argument doées. On the whole, Skyrms’s
argument is.simpler and more compact than Hume'’'s, so perhaps
it can serve .as a warmup excercise, useful for preparing one

to take a swim in the murkier waters of Hume's reasoning.
Skyrms is not an inductive sceptic himself, but -he

. , 'y -
does a creditable job of constructing the reasoning.of such.

a sceptic. Here are the éssential parts of the sceptical

argumeht that constitutes the problem of induction according

_—
.

to Skyrms:

It would seem reasonable ., . . to requ1re that
inductively strong arguments give us true conclusion#
from true premises most of the time. If it could be
zshown that a system " of inductive loglc was such that
its inductively strong arguments give us true
conclusions from true premlses most ' .0of the time, we
would have good reason for using that system . . . This
seems to be what is required to rationally justify a
system of inductive 1og1c [15]

By what sort of reasoning, . . . could we establish
such a conclusion? If the argument that we use is to
have any force whatscever, it must be either
deductively valid or inductively strong. .
Slnce we do not know what the future will be llke (if
we did, we would have no need ‘of an inductive logic on
which to base our predictions), the premises can
contain knowledge of only the past and present. But if
the ar§ument is deductively valid, then the conclusion
* can make no factual claims that are not already made by
the premises. Thus the conclusion of the argumeﬁt can,
only refer to the past and present, not to the future,
for the premises made no factual claims abpout the
future. Such a conclusion cannot, hdwever, be adequate
to rationally justify scientific induction.[16] -
.. . if we attempt to rationally justify scientific
induction by uke of an inductively strong argument, we
are in the position of having to assume that scientific
induction is reliable in order to prove that scientific
induction is reliable; we are reduced to begging the
question., Thus we cannot use an 1nduct1vely strong

v -



38

-

argument to rationally justify scientific
induction.[17]

It might seem that Skyrms is demanding too much of _

"induction tédé require that strong inductive arguments with

true premises yield true conclusions most of the time,. TALl
that is really required, it would seem, is that induction bé

. shown to be more reliable than any other presently avail;blé

alternative. However, if the next-best method was totally
unreliable and induction was only slightly Better, I would
feel rather uneasy about some of my inductive inferences., I

prefef'to know thHat.my car’s brakes will work when I push on

»

the brake pedal. The idea that my reasoning here will be
co;rect ”hOSt of the time" ii_less than fully r;assuringl e
Nevertheless, such a position would be preferable to the'
inductive sceptic’z position that I have no feason at all
for believing that mydbrakes will hold fast and stop the

car.

Skyrms’s sceptical argument has three basic premises:

1.If Induction-can be justified, then ‘either
induction can be justified with an indudtive '
argument or induction can be justified with a
deductive argument.

2.Induction cannot be justified with a deductive ' ~
argument . .

., 3.Induction cannot be justified with an inductive
argument . : . :

Thus, . ' : _ >
o 4 . Induction cannot be justified,

. ————

TS
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2.8 Response‘zo tﬁe Problem of Induction as Posed'by Skyrmse

This argument will not work as 1t stands, for .
p}emises 1 apd 3 are questionable.l There is a serious
prﬁblem with the clarity of ghese-premises. The term
"induction'" is found in both premises and is unacceptably
vague. Because of this, 1t is not p0531ble to assess the
truth of these premises as they stand. Worse ygt.‘attempted
clarificatipns'of theﬁe ﬁremises_appear ta make oﬁe or the

other of them false or implausable. This suggests that the

aggdﬁent appegrs‘;ccep%able only by equivocating on the term
d . ! -

"inductive''. - i

.o

On the one hand, the concept of induttion can- be

broadly (and foolishly) defined inla*negative manner to

include any and every kind of-ré&sonig&,othér than dedudtivef—

inference, In this case the ‘First premise is true by

definition, but the third prémise becomes implausible or’
g;oundléss. On the other handf:we could define induction

more specifically, say as referring to generalization

»

arguments, in which case the flrst premise would be false

The agrgument for the third premise is that it would-

be c1rcular r;asoning to use an 1nduct1ve argument to
justify tnductzve argquments, This- makes sense only’ if
induction is assumed to be a certain kind of r;asoning or
inference; But if ”induction”.is siﬁplxé;'word that acts as

a grab bag for everydﬁigd of reasoning that is not

deductive, then inductipn doe: not refer - t'o a specific kind

5
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of reasoning. To say of an rgument that it.is_an
"inductive' grgument--in the overly-broad sense of the term-
—-is merely to asaert that the mode of Enference is not
deductive; this tells us :Sih;ﬁg positive about the ﬁagure‘
Sé the mode of inference in that-aféument:

Argumenbl’gould be cateéorized in an infinite number

of ways. For exXample, there are: y
- — 1)
1.Three sentence arguments . '
2 .Arguments that have been written down
3.Arguments given by communists . ‘
4 .Eloquent arguments -
S.Arguments only cynlcal old men can relate to ]
\ — 6.Arguments with "All are Bs' coffclusions _ -
O _
None of these categories r ents a logical'kind of
A\'argument Even the last category is not definitive of a

loglcal kind of argument because it only spec1f1es the

——

_napure of the conclusion. eHe need tovknow more, someihing
ic about how one goes about infggring a’cﬁﬁciuaion
remises with respect to the type of argument being
R

defined. icgl kind 4 sagnates a2 way or mode of

inference, Induction in thé& broad ;ense'may‘be a-category

]

of arguments, but it is not a ecifir kind of inference, so .
there is no obvious circularity “¥n .using an inductive
argument to justify the use of.an inductive argument..

On the other hand, if‘we try %o define'“inductive“
.more narrowly, for example as referrind to generalizatiogn
Jarguments, then.it is falrly obvzoﬂs that the first prem1se

would be false. Recall my dlscu331on ‘of the sczentlflc
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method and the distinction that was made between
generalization.and confirmation arguments. Confirmation

arguments provide a good counterexample to the claim that
all nondeductive reasoning 'is generalization. . Soa
In concluslqn the notion of an "inductive'" argument

is in. desparate need of clarification before Skyrms s

sceptical érgument can carry any weight. I do not see a way

of clarifying the term ”iﬁductive” that would pregerve both
the dichotomy of arguments asserted in the first premise and

the probleh‘éftéircu;arity,that.underlies'the third,

-

2.9 The Problem of Induction as Posed by Hume

In A Treatise of Human Nature (Book I, Part

‘III,Section Vi), Hume aﬁpegrs to -argue against thd
‘kossgbility of rationally justifying our causal inferences
(such as when we see a flame and-infer that it is hot).
Hume glves the same, or a very similar, argument in his

Abstract and in Section IV of An Engquiry Concerning Human

Understanding. Janet Broughton has argued that Hume does

not hold that our qausal-inferenbes'ﬁre "unreasonabla' but

'7 lSEé stateé that

“understandlng how a bellef 13 determ1ned does not settle “
-t

the questlon whether it is reasonable “[18)
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-

I agree that Hume’'s primary object¥ve in this section
of the Treatise is to establish the descriptive claim as to
how our beliefs arise psychologically. But 1 disagree that

Hunie ‘'says nothing here about the legitimacy of our causal

inferences. Hume’s reasoning here as well as in Section IV
of the Enquiry may be-sﬁmmed up as follows:

1 There can be no cogent arguments to support our-
causal inferences,.

_—

Thus, _ .
. 2.0ur causal inferences cannot merely be products
. of our faculty of reason.

. )
In other words, Hume's descriptive psychological conclusion

- . o

is based on an evaluative logical .premise for which he

argues. _ As far as I am concerned, the evaluative claim that

-,

. there are no'good arguments to support our causal inferences

- .—‘-I.\

~is much more lnterestlng than the descrlptlve conclu31on

that Hume draws from this claim.
. Now it is true that Hume believed our causal

inferences to be "useful to us"{19) and “necéssary to the ™/

subsistence of our species”[ZO}. But that is precisely why

Hume considered higpohn skeptical argument to be a problem

in need of some'sort of resolution:
I want to léarn .the foundation of this inference. Ng:
reading, no enquiry has yet been able to remove my
difficulty, ‘or give me satisfaction in a matter of such
importance. Can I do better than propose the
- difficulty to the public, even though, perhaps, .I have
small hopes of obtaining a solut1on7 [(21]

. On the one hand he belleved in hzs own causal 1nferences,

but on the other he could not back them up w1th sol1d
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arguments. And this, gquite understandably, bothered him.
"indeed, he.geéééd‘to héve a solid argument which proved that
no one could ever support a single causal inference with a
solid argument. . |
David‘Hume never‘attually talked‘about indqctive
arguments per se, but he did create a perpleﬁigg sceptical
argument thgt seems to eliminate the possiblility of

constructing sound inductive arguments. Hume spoke in terms

of "probable arguments' and ‘''demonstrative arguments''. The

notion of a probableJargumént should not be cpnfused with
the notion of an inductive argument. Hume created a
dichotomy of.ideas or statements, and then he used this
d?chotomy to-f;;ﬁulate a dichotomy ﬁf arguﬁents:' He d%vid;a‘
iaeas into ''relations of ideas" and ‘matters of fact'. ‘
Demonstrative arguments are arguments th;t have a_;onclusion
that is a "relation of ideas'' idea,‘thtt-is. :?conclu;ipn
that_is analytic or Qgcessgrily true. Prtbable arguments
are those which ha&e ; "matter of fact" for ; conciusion,
that ig, a conclusigh which is not analytic or'necessarily
true. Hume casts doubt on all probable arguments,,and since -

almost all 1nduct1ve arguments are also probable arguments

in Hume'’s sense, most inductive arguments are put 1nto

+
..
-

doubt ag well, ..
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2.10 The Problem of Induction as Posed by Hume: An Analysis
The basic id!) 3f Hume's sceptical argument is that

é:arguments prééubpdse something which cannot bhe

Thé clgimlfhat all probaple aréuments dre supposed
.‘ﬁo-presuppo§g is as follows: "“those inéfaﬁces. of which we
havé h&d no experience, resembie those, égrwhich we have had
experience."[22] I will refer to this claim as the
.principle of pfobability or mor® simply as P. Hume

concentrates his efforts primarily on establishing that the

principle of probability cannot be supported by a cogent

argument : . .

., . . let us consider all the arguments upon
which such. a proposition may be suppos’'d to be
founded;. . . these must be derived either from
knowledgg or probability, . . .'{23]

2., ::. there can be no demonstrative arguments

to . . . prove, that those instances,.of which
we have had no experience, resemble those, of
which we have had experience.''[24]

3.". . . 'tis impossible this presumption (the
) . ) principle of probability] can arise from
- probability." [25]

Theuconcluéion of this part of Hume's quument is not
explicitly stated, but it is clearly implied:

4 .There can be no argument to prove that those
instances, of which we have had no experience,
resemble those, of which we have had experience.

This argument needs a hit of tidying up in order to show'its

formal vAlidity more clearly:

la,There are no other arguments besides
demonstrative’ and probable arguments.
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2a.No demonstrative argument can be a cogent
¢ . argument for P.

3a.No probable argument can-be a cogent argument
for P.

Thus, ) -
4a.There can be no cogent argument. for P.

Now prem1se 4a is not, as it stands, a sceptical

\\ conclusion. To thlS premise we must add the follow1ng P
assertion made by Hume; ‘L7
S.". . . probability is founded on the presumption

- ’ of a2 resemblance betwixt those objects, of
: which we have experience, and those, of which
we have had ncone . . .'"'[26] ' '

‘Or more clearlyi .-
Sa.All probable arguments presuppose P,
Premise %4a taken in combination with premise Sa suggests a
negative evaluation abéut all probable argumént$. Hume
implies his sceﬁtical contlusion when he makes a challenge

to the defenders of common sense: .
Shou'd any one think to elude this argument; and
.without determining whether our reasoning on this

" subject be deriv’d from demonstration or probability,
pretend that all conclusions from causes and effects
are built on solid reasoning: I can only desire, that
this reasoning may be produc d .. . [27]

The sceptical conclus1on suggested here is. that

¥
6.None of our "conclusions from causes and effect
are built on solid reasoning.' . '

-

. . -— .
This sceptical conclusion follows only on the following

assumption:
A.1f a presuppostion of an inference cannot be
proven, then that 1nference does not rest on

. solid reasoning.
)
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Since Hume belie;es,that causal inference is involved
in all probible arghments[28], we can revise these premises
to refer to cogent probable arguments. In this way I can
side step the complex issues surrounding Hume's -causal:
scepticism and focus exclusively on his circularit} charge
against probable reasoning. fhus I take the following
argﬁment t; be an important scepticai argument that 1is
suggested by what Hume says in the Treatise:

4a .There can be no cegenf*argument for P,
5a.All probgble arguments presuppose P,
Al ,If there can be no cogent argument for

presupposition of an argumant, then
that argument is not a cogent argument.

Thus,
fa.There are no cogent probable arguments

2.11 The Problem of Inductlon as Posed by Hume: A Critique

Assumptlon Al seems problematzc There are a number

of presuppositions made by all arguments If it is question'

begg;ng for an argument that presupposes X to be used to
support X, then it would_follow; assuming Al, that no
argument would be cogeet This implicatiqn‘is absurd, so
either it is acteptable in some cases'for an argument that
presupposes X to be, used to‘support X, or else-sume,
p;gsuppositions‘ére to be §ccepted in spite of the fect that

H d
-any argument for them would beg the quest1on

One example of such a presupp031t10n is suggested by

Brian Skyrms:
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Suppose some unredeemable sceptic were to ask why it 'is
rational. to accept any argument at all. One could not
advance any argument to convince him without begging
the question, for he has called into doubt the
acceptability of all arguments.[29]

We might say that all arguments presuppose that ''there is at
least one cogent'argument” or.thaﬁ “argumentation can help
éne to'make rétional judgements“:' These presuppositions are
so basic that it geems to be impossible tg support them.
without using circular reasoning. Ancother such
presup%osition ie that ''some statements have meaning''.
Since it is abéurd to conclude that no arguments are cogent,
the notion that all presuppd&itidns of argumeqts must be
Frovablé by argupents that 40 néf presuppéQEItheir
conclusions seems implausable at best.
‘ The arguﬁent for 4a is not cogegt. The best way to
refute 4a would be to produce a solid argg@ent to justify P.
I will not attempt to do that here, though. Instead, I
shali point out prgblems in.the argument that is given in
support of ga. ' _ - =
The argﬁment that Hume gives for 4a suffers from the
game aifficzéiy that I pointed out in than\?kyrm’s
sceptical argumen-.. There appears to be an equivocation or
ambiguity with respedt to ﬁhe kéy term ''probable argument' ./
On the one- hand we could interpret this term wvery broadly as
a negative caﬁegory.that eﬁcoﬁpasses any misceleaneous

-~

arguments that do not fit into the category of
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“demonstrative' . By doing this we would insure the truth of\/

4

Préﬁise'la but sacrifice the plausibility of premise 3a.'
Premise 3a is based on the ideé that all probable argument§
presuppose P and thus that using a probableée argument to
support P would be quéétion begging: "To endeavour,
therefore, the pfoof of this last supposition by probable
arguments . . . must evidently be going in a circle.! and

ES , . 7
takiﬁQchat for granted, which is the very peoint in

question.”[30]‘ But if the term ''probable arguﬁent“ does nét

_ :efer to a specific type cof argﬁméqt and is merely a géab-

bag category, then it is far from obvioﬁs that all such Cﬂ(:;;
arguments presuppose P.  When I criticize premise Sa; we |
shall see that this generalization is in ‘fact false. On the

other hand, if the term '“probable argument' is restricted to

a specific type of inference, then, though premise 3a might

be rescued, this would mean sacrificing éremise'la. Premise

‘}a asserts that the categories of demonstrative and probable

arguments exhaust all possible types of arggmént, but it is

rather implausable that all of the various sorts of non- -

demonstrative arguments could be shown to redﬁce to one

specific‘tyﬁe of inference, such as generalization. So it

"would appear that either la or 3a must be rejected, !

depending on how we interpret'the term "probable a;gument”.
But it is not necesﬁary to Ease aﬁ argument for 4a on

an exhaustive dichotomy of arguments., If there is something

about ﬁrobable arguménts that makes them uniquely capable of'

-



supporting P, then a somewhat different argument could:be
given for 4a:

7. Only a probable argument can be a cogent

argument for P,
]

. 3a. No probable argument can be a cogent
argument for P.

Thus, _ .
4a.There can be no cogent argument for P.

I suspect that this a;gument is what Hume actuall; had in
mind. At any rate, it expresses in a straigﬁzforward way ,
the logic behind Hume’s.aréument, without becoming entangled
in the probiem of constructing an exhaustive categorizétion
of arguments. T shali use the above reforﬁulation of Hume’'s
reasoning when I suggest a r;vised version af Hume's
sceptical argume?t 1at§r in this chapter. Now I will move
on’to_examine premise Sa of Hume’ s érgument.

Premise 5a is false, ‘Consider the following
. counterexample aréument: “"There is a white cow in that
field, and cows:are dnimals, so there'is a white animal in
that field." This is a probable argume;t ("probable" in
Hume’s sense) that does nof presuppose P,  The conclusion is
not a relation of ideas; it is not a necessary truth. To.
get around fhis counter example it is necessary to revise
Hume’'s fifth premise e%ther by &ualifying the Qubject of the
gsentence (“All(probable arguments!') to exclude this ;xample,

"or by broadening the pfedicate of the premise (''presuppose

E”)wto.covef the example. Because this argument does not

_..
y
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seem to be”the sert of irgument that Hume intended to
attack, and because any broadening of the predicate to cover
this example would have stretch it so far as to require an
entirely different argument f£0m Hume, an attempt should be
made to modify the subjegg of the premise so as to exclude

the counterexample.

2.12 A Revision of the Humean Sceptical Argument

yﬁ(%he only way 'that I can see to qualify the ;ubject_df
prenfise Sa is simply to define the arguments referfed to in
terms of the presupposition that Hume refers to. I Qbuld
define a class of "predictive" argumgyts[}l] th;t use onlyl
premises about instances of whf%h we have had experience in
order to establish conclusions‘about-instances of which we .
hdave had no experience. The revised premise that results
"from this qualification seems more plausible tgan the
original premise:

Sb.All predictive arguments presuppose P.

This premise, howeveé, ig also false. tonsider the

following countérexample afgument; ""My car’'s gas milage has )
always been good in--the past; therefbre, my car’'s gas

t

mileage will probably be pod} tomorrow.," " This is a

predictive argument that does not presﬁbpcae P. 1If
> - - ' :
anything, it presupposes that instances of which we have had

no experience will not resemble instances.of which we have

had experience. To get around this counterexample it is 4
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necessary to révise this premise either by qualifying tle
subject of tﬁe sentence ("All predictive arguments') to

exclude this example, or by broadéning the—predicate of the
. ‘ 7

L

premise (''presuppose P'') to cover the éxamplé. The obvious
way to get around this counterexample is to qualify the

subje&t so that it refers only to a sub-class of?prgdictive

~arguments:
Sc.All cogent predictive arguments presuppose P,

This claim seems plausible so long as we have in mind

T

generalization arguments, such as the example argument that
I gave about the round earth hypothesis:

.The planet Mercury is round.

.The planet 'Venus is round.

.The planet Mars is round. ~

.The planet Jupiter is round.

.The planet Saturn is round.

.The planet Uranus is round,.

.The planet Neptune is round.

.The planet Pluta is round.

.No planet has been observed to be non- round
10.The Earth is a planet,

\DCD\IO\U‘-DLOI\)!—‘

Thus,
11.The planet Earth is round.

—

But the cqnclusion\that the Earth is ,round can be argued for

in a more sophisticated manner by the confirmation argumenf

-

mentioned earlier:
T

'1,If the Earth.is round, and if light .travels in

— ~gtraight lines, then the hulls of sailing ships
: would dissappear behind the water before their
sails disappeared (for an observer standing on

shore watching ships sail towards the horizon).

2.Light travels in straight lines,

3.The hulls of sailing ships dissappear behind the
water before their sails disappear (for an
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observer standing on shore watching ships sail.
towards the horizon),
4 .No othér plausable hypothesis implies this.

S.No implications of this hypothesis are known to
be false, : ‘ -

Thus, -
6.The Earth is round.

Now this confirmation argument 4045 not appear to
preguppose P. .Recall that  Hume's Prinbiple'states that-
instances of;which we have had no expefience ;éggmglg
instah&es of which we 'have had experiénce; The’glncept of
résemb}ance (or similarity) seems tgo limiting, too
resérictife. My definit%on of a predictive argument
describes only the naty?e of the premises_dnd the
conclusion; it doeé'not.directly'épeqify'the:nature of the

w*"inference. But P refers only to those inferences that

involve the relation of resemblance'(or similarity). There
.is nothing espgcially.similafkbetween the-saiié of a ship
and the shape of the Earth. The sails may be Ssquare and
flat, but that doesn’t mean that the Earth is square and
" flat, :56 the above confirﬁation argument iz a,
éounterexample tolpfem#se Sc.
Premise 5 must agaia be revijsed in order to make
'rHume's.argument~cogent. fither t subigét must be furthgr
qualified to exclude the above terexample or the

pfedicate must be modified so’as to cover this case. It may

be that the most accurate interpretation of Hume’s scepticalh
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argument is one that takes Hume to be focused almost

~exclusively on generalization arguments. The examples that

Hume gives seem to all be generalization arguments. Thus we

migﬁt qualify the subject of premise 5 to refer to cogent

generalization arguments. If this was done, we could also

clarify Hume’s principle so that it could truly operdte.as

premise in generalization arguments:

If many "instances ®f which we have had experience';

a certain category have been observed to possess a
certain property and no instance of that category has
been observed to lack that property, then any given
“"instance of which we have had no experience' belonging
to the same category will probably ''resemble' the other
instances in peossessing the same property. ’

H

r

I shall call this the principle of generalization, or G,

Premise 5 might thus be reformulated as follows:
) © _

5d. All cogent generalization arguments presuppose G.

_ . . .
This premise seems more or less acceptabple to me.

\
But it creates other problems for Hume and inductive

sceptics. For‘one thing, it is far from obvicus that only a
‘generalization argdment'couldhﬁe used to support the
principle of geheralizatioh, or G, Just as I suggested
earlier when criticizing Barker’s.problem of induction that
generalization could be used to suPport scientifi;' 5

reasoning, or confirmation, so perhaps confirmation could be

used to support the principie of generalizatfon. Once

--;nductibn is narrowed to a specific type of inference such

.as generalization, the door is opened for other types of

nondeductive reasanng to come tp the rescue of induction,

. .
-]
¥ Mo
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A second problem with using premise 3d is of a
similar nature. P;esumably, inductive sceptics wantuto do
more thag show that one particular sort of nondeductive‘ T
reasoning is problewatic. fn so-faF as in@uctive;scepticism
is a means to the eud_of deductivism, the indugtive"sceptic
wishes to discredit.euery kind. of argumeAt that.is non-
deductive. Should premise Sd be used in the Humean versioen
of the proBlem‘of induction, confiruation'arguments'would be
left intact. Since confirmatien arguments reptesent a la;ge
class of impo;ian£ n;nﬂdeauctive arguments, eueh a sd
argument would fall far short of the aims of inductive
sceptics wao were interested in-supporting deductivism.

Therefore, I shall try a differene approach to saving
preﬁise S, Instead of further qualifying the premisgse to

excludg the counterexample of the above confirmation

argumegE, I wiil revise the predicate so that it covers

both generalizatioﬁ arguments and confirmation arguments,

This can be easily accomplished by revising'P‘so as to drop
the restr1ct1on on the type of inference to those that
1nvolve the relat1on of resemblance (or szm11ar1ty)

An argument w1th premises exclugively about ""instances
of which we have had exper1ence“ can be a cogént '
argument for a conclusion that 13 about an ''instance of
which we have had no experience,

I'11l call thls the pr1nc1p1e of 1nduct1on, Qr N for short.
1 - L 4
Now I can reformulate premlse L )
. Se, AII cégent predictive arguments presupﬁpse N.




This premise seems acceptable to me, although there
may be some problem as to what is meaft by ''presuppose"

But it does seem that cogent predictive arguments presuppese
* .
N in some sense of the word.''presuppose'. Now I can revise

the Humean sceptical argument to see if it can be
_strengthened enough to stand up under further criticism.

Premise 4 and the conclusion must be revised to correspond

- Pl

with the changes that 'I have made to premlse 5, and the

'-

argument supporting premlse 4 must .M rev1sed as well
D ! \ ‘ . X ' q ' 4
7a.)0n1y a predlctlve argument can be a cogent
argument for N.° - "4 ‘ -

i, : . o

1 Doy
; 3b No predlctlve argument can be a cogent .
Lo -argument f&r N T E L

o : o ! .

. : * W 1 . Wy
-. Thus, - ) ' . . \
v . . 4b. There. can be no cogent argument for N, -
1 | Se. Ahl cogent predzct1Ve arguments presuppose N
v ‘ s
Al If there’EZ;‘be no togent argument for a’
. presupp051t10n oi an argument,rthen that
argument is not a cogent argument. '
~ o v .‘.' ) L ., ‘
Thus : '

4 *6b.: There are no cogent pred1ct1ve arguments ]

2 13 A Cr1t1que of the Revised Sceptlcal Argument

I have already pointed out problems wrth prem;ﬁe Al.

’

I am not sure how Al mxght be repa;red Thls 13 4 problem I

3, i -

., must leave, for now, to 1nduct1ve sceptlcs.‘ o 1
s, hd N
Premise Se seems more or less acceptable as it

L
»

standk.: The only problem that I have with Se is that the

term '"'presuppose' requires some clarification. ~“It is clear

- T

’ - . . Ly . n
S : : R 1 . .
. . . . - e . " . .
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that predictive arguments do hot presuppose N in the sense
that'N-ieia premise found in all predictive arguments. Nor

does N function as an inference rule in predictive
\

arguments, as principle G does in relation to generalization

arguments, Nor is N presupposed by some premise in any
given predictive argument. In what sefse dp'a-ll‘l:'vredictive|

arguments fpresuRBose” N? o . :j;'f
! ?nis preaupposition is an assertion which Qirtually
;any:sane and serious arguer is committed/in putting forward |
- a predietiye;argumenr. "If someone believed'that‘no‘

.

Predictive argumenf were cogent, it would be silly., or

pointless or &eceptive to put forward a_predictive‘argumenfk'
. A T D T ' o '
in a debate or.discussion. SOmeone could, I suppose, put

forward a predzct:ve argument and not realize that the
F

argument was-a predlctlue argument Even sa., though she may

not believe or avow that predlctlve arguments can be cogent,

i

her cla1m that the argumeut was cogent taken in congunctzon
with the fact tH\£ the argument was a predictive argument

makes her committed to, or llable for, the claim that a
'a)_ 0 . LN
p ed1ét1ve argument can be a cogent argument If someone

. po‘nted to a flea in a flea.circus and proclaimed that'her

" pet '"Samuel" could 1lift two pounds, then she would be’

-t

commltflng herself to the assert1on that “at least one flea
can lift two. pounds"' or'“1t is posszble for % flea to 11ft
two pounqs. . This wourﬁ be the case even if she was Gunaware

that her pet'“Samuel” was a.flea.

/’- r
v . - L
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’ Thus the nature of the presupposition of N in
predictive argumente is that:pne is entitled to infer that
an arguer'is committed to N when she puts forward a

+

predictive argument- as a cogent ergumentq It is the arguer,

.rather than the argument, that presupposes N, It is thd;

giving of the argument that commits one to the.
presupposition.

[

What about premise 4b? All that would seem to be

required to refute.4b would be an example of an'argument

~that is both a predictive argument and is a&ogent argumentn.

Consider, for example the confirmation argument that I Heye
mentloned in support of the hypothe31s that the earth is
round Call thls argument R.- We ‘can now argue that 4b is
false as follows: Argument R is a predictive argument and
argument,R is a cegent argument, thus argument R is |
predictive argument that is cpgent, thus thére.is a
predictive.argument that is eogent, thus a predictime
argument can he a cogent argument, thus N is true.. Giving

an actual case of a cogent predictive argument establishes-

" that such a thlng is possible,

But this is too easy, an . inductive sceptlc might say.
What about the argument gzven in sopport of 4b? Thls is a
fair objectlon, for although the counterexample to 4b may

serve as a Erlma fac1e argument against 4b, it would not be

afaxr to ignore, the argument gzven in support of 4b, Perhaps

something in that argument-wlll show that ‘our intuitions
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with respect to afgument‘R a;é faulty in some way. Thus it
is important to take a closer look at thé“hg#ument for 4b:

7a. Only a predictive argument can be a cogent
‘argument for N.

3b. No predictive argument can be a cogent

- argument for N. ‘

Thus,

4b. There can be no cogent argument for N. '

Premise 7a is questionablé"at best. I see no reason
to actept 7a, and.I‘have at least one goddlreason to reject
th%s premise.' My argument R in support of N is not ;
predictivé argument., bu£ it_does seem to be a cogent

‘argumentﬂ The.premises of my.arguﬁent are about an.instance..
of wgich we have had experience Sthe confirmat;on a;éument'
for the round earth hypothesis) but the eonclusidn is aot
.éﬁoﬁt'an:insfance of which we.have had no experiénce. The
cpnclﬁsiéh'doés not go beyand‘the premisés, but, rather,
) 'fol}ows dédﬁctively‘from the premises. If the'inductive
scéptic rejects this cbunterexample and dogmatically asserts
_premise 7a, then it. would appear that it i; thg sceptic who
ségslﬁhe.Questionz The only way around this would be’fdr
the sceptie to éive an ihdepeﬁdent argument in support of
premise 7a. lI have mo idea whdt such an argument ;ight‘be,
"so I Ean-only éudée this premise-on the.basis éf the
evidence tﬂat I have:iwhich goes against it.

Premise 3b seems plausible initially, but it also has

. N ¥ ' . ! o . . :
problems, The reasoning behind 3b is, of course, that using



b

79

“»

a predictive argument in supﬁort‘of.N would amount to

circular reasoning or question begging. Now there are two

\

slightly different aréuments that may be givgn in support of

premise 3b: o

Se, All cogent predictive arguments presuppose N.

8. No argumenj that presupposes an idea can be a
cogent argument for that idea.

Thus, R
o 3b. No predictive argument ¢dn be a cogent
.o argumen® for N,

™~
-

9. A predictive argument can be a cogent argument
for N only if a predictive argument can be a
cogent argument for the claim that a predictive
argument''can be a cogent argument .

10. No argument of a given category can be ‘a
cogent argument for the claim that an argument
; of that category san be a cogent argument .,
Thus, . _
- 3b., No predictive argument can-.be a cogent
‘ argument for N, ‘-

. The ‘vulnerable premiées here are- premise 8. in the

-

first argument and premise 10 in the second, Premise 8°
. S _

- would.be true if the term '"presuppose'' were qualified s

that it. only applied to assumed premises or rules of
. inference or to the.prééﬁppos}fions of individug&;premises;

But as I pointed out earlier in my discussion of premise Se,

predictive arduments'dé hot.presg@pose N “in any of these

ways. Thus the intuitive pféusability of premise 8 is

damaged. -
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Furthermore, the following argument shows that-bothA
prémise 8 and premise 10 ére false: !

Some arguments are modus ponens arguments with
two premises both of which are true.

N - . L _ .
If.some arguments are modus,ponens arguments
with two premises both of which are true, then
a two-premise argument can be a cogent argument.

Thus, ®
A two-premise argument can be a cogent argument.

4

Note that the above ﬁrgumgnt'“preéupposes“ that\a,two—
#femise argumenF can be'égcogent argument and that ig\is_a
two-premise argument givén in support of the claim that a
two-premise a;gument can be ; cogenf aréumént.” Also notg
that the aégﬁment is cogent. Thus it is false, to say that”

an a;gument that presupposes an idea cannot be a cogent

argument fot that. idea, and it is false to say tbat an
3 L . T 4 : ~ -

. aréument 6f-a given categbry cannot be a cogent argument for

+

the claim that an argument of that category can be a c%?pnt
argument . But why are premises & and 10 false? How is it
that this exception or éounferéxample is poésible?

The basic;problem with these pgfmises is one that{Ij
have,élready touched upon: the category of-pfediétive
arguments is not a legical cétegory.of_argument, just as the

categbry of ‘twn-premise_arguments is not a'Logical_category’

of argument... AfgumentsAmay be categorized in a number of ®

ways. Onlxgsomé of the many possible ways- of categorizing .

arguments include criteria concerning the type of-inference

involved in the argument, .Recall that the category of

AR W te . LY
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“predictive" arguments is defined in terms of the nature of
‘the premises and the nature of the conclusion of the

argument, rather than in terms of the nature of the

L]
-

inference. Just as thefe can be more than.one route from
one city to another city, so there can be more than one

inferential process that leads from a get of premises to a

[N

given coné%u51on Because the definition of a predictive

[
e

. argument does not specify the nature of the thfgrence in a
predictive argument, it will be'difficult if not impossible

to support the objection that using a predictive argument in

support of N amounts to circular reasoning,

" In view of the difficulties with premise 4b and the

L4

probiematic nature of assumption Al, I qonclude that the
revised v%rsron of Hume’s sceptical argument fails to "
establish its conclusion. It has not been shown;that.it is

impossible te jusfify,induetion. - \

2 14 Conclus1on to The Problem of Inductlon

In: this chapter 1 have tried to show that the
cfreularlty charge agalnst induction #oes not hold up.
Barker s argument fa;ls because only.the track record

method not the whole of sc1ent1f1c method, is necessary to
w

Just:.fy the sc1ent1f1c method Skyrms s argument fails g

because it is based on a false dachotomy between deductio

T

and induction, The sceptical argument deriwéd from Hume’s

-

Treatise failed because “prebable“'arguments and

-
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""predictive’ arguments do not define specific kinds of
inferénce and because the word ''presuppose' can be used in
terms of actions as well as statements. I have not Aefeated
all sceptical arguments against induction, nor have I

just/ified induction. I have shown that there are serious
fficulties with sceptical argumengg that agsert that it is
impossible to justify induction apart from using circular
reasoﬁing. ié’yr | . -
7 . There ‘is an important'objection that I . need t;‘;

briefly mention.. Karl Popper sees a problem of infinite

regress in trying to justify induction. He might concede

that one kind of nondeductive reasonlng could bé used to

Justlfy another type of nondeductlve reasonlna,.but I /)"

-

imagine that he would object that such atmove is merely a
stalling tactic. He might object that we must either accept

some form of nondeductive reasoning without justificébion or

that we must continually discave;,new‘forms of nendeductive

. reasoning in order to justify the older nondeductive

2,

reasening pfeviously used to justify still olderjforﬁs of
nondeduqtive reasoning., This objection seems. to amount to a
demand that any ﬁﬁndeduétive reasoning be ultimately
3u§tified by a deductive proof, This demand appears to‘beg'
the question. To the exteﬁt that it ig lTogically impéssible

to provide a"dedubtive justification'of a. nondeductive form
. ’ ' -

. of reasoninq, this demand prealudes the posszb1l1ty of.

. o
o
v

nondeductlve reasoning from the start,
N . . ~e T -
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CHAPTER THREE

Weak Deductivism

3 0 Weak Deduct1v1sm in ?ecent Textbocks on Reasonlgg

In the flrst chapter of Challenge and Resgonse Carl
Wellman examines what\I.have called the enthymematic
argument for deduceivis;. IAs f\have already pointed out (in
section 1.6), this argument is best construed ee a defense

against counterexamples to the strong form of deductivisnm,

or as an argument for the weak version of deductivism, .

. Remember that the wedak version asserfe thet all cogent

nondeductlve arguments can be reformulated into sound

deductzve arguments. This version of deductivism ‘is perhaps

the most'eighificant'in terms of education in the area of
reasoning and logic, for @t_appears'that a number of recert
textbooks in this area advocate or presuppose or gpggest

that the weak version of deductivism is true.

The clearest advocate of this thesis is.Thomas

]

Schwartz. In the first chapter of his textbook The Art of

Logical Reascnin , Schwartz makes the following=statement:

. any argument can be construed as deductive
wlthout impairment . . . For this reason, although I
expect you to understand the spécial contention that
makes an argument deductive (truth of the premises
would necessitate truthk of conclusion), I do not expect

“you-teo be able to sort garden-variety arguments into
deductive and nondeductive display cases.

We shall study deductive’ arguments for the most
part. Or, rather, we shall construe the arguments we
study as deductive for the most part, not much caring

-
-
.

8s . '
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. commit himself to this yet'

86

, '

-~

(because it does not much matter) whether thelr authors-

1ntended this jconstruction. [1] —

If a cogent nondeductive argument cannot be y

reformulated as'a Tbund‘(of cogeht) déductive argument, then '

., construing that argument as- deductlve would impair the

arqument So cleaély,Schwartz is by 1mp11cat10n asserting
I

what I have calledlthe weak version of deductivism,

Perry Weddlg, author of another recent textboék[2j in

"

the field of reasoning, advocates a position that comes very

close to weak deductivism:

Now of course poor arguments called inductive, based on
- insufficient evidence,'will give only some grounds for
their conclusions. But is the same true of the careful .
orfes? .
When an arguer properly hedges the conclu51on of a
traditionally inductive argument, the result assumes
“the role held to belong exclusively to deduction.

In other words, ''it is absolutely impossible for the »
premises to be true unless the conclus1on is true
also, “E3] -

’

X with the premises leled out and/or the-
conclusion appropriately .hedged, a good traditionally

.inductive argument becomes deductively tight.[4]
e .

Weddle does not explicitly.ééy‘that such a happy conversion

LY

interpret thls as an lndlcatzon that Weddle is sympathe

to such a unlversal clalm but that he is not willing to

Mlchael Scriven, author of Reasonlng may not be

committed to weak deduct1v1sm, but what he 'says in an

- . @
v
'
.
.
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introductory chapter of his text suggests or borders on this
idea:

You don't need to memorize the terms "inductive' and
"deduttive'; we mention them only because you may run
across them in some of your background reading. A
slight juggling of the premises (by adding some
unstated ones) and the conclusions can-always convert
' an_ inductive argument into a deductive one without any

‘essentlal loss of the ''point of the argument', so the

distinction isn’t one you would want to build very much

en; ., . . [3] .
. I'm not sure wHethér'turning a cogent inductive

argument into an unsound deductive argument would involve an

. ZeSSential loss of the point of’the.argument but if Scriven
. saw this as a 90551ble consequence of convertlng some
. -~ |
. 1nduct1ve,argument$’ I deoubt thQ;\ti’zPuld take the

inductive/deductive .distinction so lightly,

~:Finally, two other recent textbooks are worth
mentiqning in this respect. Gerald Nosich and Vincent Barry

. both have textbooks on reasoning.[6] Both authors advocate:

reconstructihg argumehts in such a way that the reformulated
argumént_beches deductively valid. Aside from the problem

that this may_hihgef students ﬁrom judging an argument'to
» .
P have commltted a formal fallacy (such as afflrmlng the

"-consequent), this in effect teaches students that any’
]

arguménf;'includlng 1nduct1ve and coqductlve arguments, Ean
be properly and accuratel& intérpreted as etﬁymemes! afd’
incompleté deductive arguméntsz yindeﬁt‘Barfy'does point
out the'existencé of coggﬁt.indhctive argﬁments,'bﬁt he

advocates that “In general, you should fill-in missing L

. - ) . . . ’ '
R - . -
- Y . . - - ) N - g 0
'- 1 ’ N ! .
. L . * ' - . ' r
. ' T . ' . .
.



1nduct1ve argument do [sic] not guarantee the truth of 1ts

.this chapter I will examine ene argument‘forﬂthe weak

deductivism.

3.1 An Argument for Weak Deductivism g S

‘briefly critiqize an argument .that Thomas SchWartz-gives for

v

; .

premises whenever an argument is incomplet& and its missing
. - :

-

premises are not obvious. In an incomplete argument the

stated premisé does not entail the argument’s ?

conclusion." (7] If students are supposed td'always turn

inductive arguments into deductive agbuments. why bothler

mentibn%ng the idea of induction® especially when it iz - -

asserted that the "truth of the-premises-of a valid‘

corclusion T‘. “9[8] Gerald Nosigh is at least

consistent; I do not .think the'word'”lnductlve ever occurs

x

in his three hundred _page text. v

In view of the presence of weak deductiviém 1n's;EE$!1_d)

recent textbooks on reasonlng, 1t seems worthwhzle to take a

‘closer look at the pro;ect of reformulatlng cogent 1nduct1ve

-~

and conductlve arguments as sound deductlve arguments., In

versxon of deductltzsm and f1ve dlfferent strategles for
convertlng such arguments into deductlve form. These-five

strategles and some crlt;glsms ofrthem are taken from Cafl

Wellmah's.critique of the énthkmeme argument for ) ' 4

Before I begin examininghthe five strategies, I will ) .

. ‘. v

* . = ¢ ‘o"'.
weak deductivism. Schwartz considers the idea of . e
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reformulating a particular inductive argument, but his

1 . . .
argument can De generalized to cover all nendeductive

arguments, both inductive and conductive. The example
argument that he considers is as follows: A thousand balls
" have been drawn from an urn and all are blue, so the next

ball drawn from the =2arn will be blue. Schwartz arcues in

the first cha?ﬁer of his textbook that this arqument can be

reformulated as a sound deductive argument:

\“’Suppose welQSi/?&low it {this grgument]'thié tacit
premise:

If a thouszand balls have been drawn froﬁ the urn and
all are blue, then the next ball drawn from the urn .
willebe blue. . '

Then we can reasonably construe [this arqument}

as a pretty good deductive argument. For the truth of

its two premises would not merely support but
necessitate th of its conclusion, What is more, to

assert or accept the original argument is to assert or
accept, among other things and without further defense,

that the conclusion is true if the premises are true.

So it is perforce to assert or accept, without further

defense, the Hew premise, Therefore, even if the new

premise it false or otherwise objectionable, adding it
to the premises cannot impair the argument: although
not a premise, it already was an undefended part of the

argument .

As -this 111ustrates any argument can be construed

as deductive w1thou§ 1mgalrment N -

h L
or accept the original argument is to assert or accept .

that the conclusiun is true if the premises are true." It

is important to be clear about what" is referred fo by the
. . -

the expression ''the premises." Maybe this expression refers.

The key. premise here is the statement that "to assert
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.

to both stated and unstated premises. In that case the key

premise would.be egquivalent to the fcliowing:

To ascert or-accept the original argument is to assert
or accept that the conclusion is true if the original
premise and any tacit premises are true.

This statement might be acceptable, but it will not do the

T R . . —- . .
job that Schwartz needs it to do. The question at issue

here might be put asz "'When can we say éhat an argument has
tacit premises?' One aq;wer.is to say that an argument Pas
tacit premises whenever the premise or gremises given do not
entail the conclusion. }his, or something like this, 1is
what Schwartz is arguing for. Thus., the key premise in his
argument would beg the gquestion, since it refers to the
problematic and controversial concept qf ““tacit premises' as
if all parties could agree when an argument contains tacit
premises.
Thus we should take Schwartz to be referring only.}o

the explicitly stated premises:

fo assert or accept the original argument is to assert

or accept that the conclusion is true if the stated
premise or premises are true, : o '

This interpretation gets Schwartz around my initial

criticisms.. Since he intends his argument to be
generalized, this pfemise also.needs to be generalized
beyond the example that he discusses. I would suggest the
following revision for that purpose: .

To assert‘or accept an argunient is to assert or accept

that the conclusion of that argument is true if the
- stated premise or premises of that argument are true.

’,
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On this assumption, if I assert the argument A, so

it

c, théﬁ_l am committing myself tc the conditionai statement
NIE A is true, then C is true" or "If A, then C"

Similiarly, if'I assert the argument '"A and B, so.C“. then I
am committing myself to the conditional statement "If A and
B are both true, then C is true'" or JIf-A and B, then C'.
Thus this step of Schwartz's arggmeni can be summarized acs

follows:

To assert "A, so B'" commits one to the assertions ""A"
and "If A, then B".  «w )

There are two basic parts to Schwartz's argument’

—

The second step or premise seems so obviouély'true that 1t
seems silly to write it oﬁt. but for the sake of clarity
this must be done. Schwartz clearly holds that the addition
of the assertion "If A, then B" to the original premise "A"
will yield a deductive argument. So the second main part of
Schwértz's argument is that: N

“A' and "If A, then B conjointiy entail'”B“. -

‘The two ma1n parts of Schwartz's argument both appear

to be true . and appear to establlsh his conclusion that all

arguments ''can be construed as deductive without .

impairment.” What ¢an I say against his argument?"

4.

My objection is that there is an equivocation between
the twélpaiﬁ premises of his argument. The problem lies in
an ambiguity'in the meaning of conditional (or IF/THEN)

statements. Statements of the form '“If A, then B'" have a
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zpecific uses in the field of deductive logic. They are
often defined in terms of truth functions or legical
necessity. But the ordinary use of such statements does not

neatly correspond to the technical meanings given to such 3

statements by deductive logicians. It mdy well be that

asserting "A, so B commits cne to the assertion "If A, then

: b
B in accordance with some ordinary use of such statements,

but it is not true that the resulting IF/THENUFtateme t
.taken in accordance with its ordinary use will.entailfits
consequent when taken in co;gination with the assertipn of
its antecedent.
" An example should help here., Suppose someone gives
the following argument: | .
Dark clouds fill the-sky, so it will rain today.
Since this 'asserti'on_ﬁgts the form "A; so B, Schwartz"s
.
first premise asserts that such an arguer 1is committed sto
tHe agsertion tha£.”If ﬁ?”fhen B, In othe% words, the
person who asserted the above argument would be committed to
this assertion: . , .
If dark clouds fill the sky, then it will rain today.
Now this seems acceptable at_first glance, but we
ﬁeed to be careful as to what exactly this .IF/THEN statemgnt
means. It does not mean apy of the things that deductive
'logic;ans usually mean by IF/THEN‘sEatements. For example,

'S

it does not mean any of the following:



93 .

1, "Dark clouds
will rain today.

th

ill the sky" materially implies "It

2. "Dark clouds fill the sky'" strictly implies "It will
rain today."

3. "Dark clouds fill the sky" entails "It will rain
today."

It does not mean the same as either statement 2 or 3 because
the ordinary use of the IF/THEN statemeﬁt in this case dées
not involve the criteria of logical necessity: That 1s to
say, showing that it is logically possible for dafk clouds
to occur and not be followed by rain dispr;ves 2 and 3 but
does not disprove .the ordinary_language use.of the_IF/THEN
statement about the relation between clouds and rain.

Furthermore, showing that there were in fact dark clouds and

that it did not in fact.rain that day would disprove 1 but

not the ordinary language IF/THEN claim.,

In other words, 'the IF/THEN claim that one is
‘committed to~byasserting the argumént about rain is one
that alloQS'er éxCeptions. whereas no IF/THEN statement
that allows for exceptions can 'be used by Schwartz to.yield
an entailmeﬁt or a déductive argument . Schwartz has
confused the ordinary use of IF/THEN statements with'the
technical use of such statéments by deductive logicians, and
this leads him to construct an afgument for weak deductivisn ,
that involves an equiroation as to the meaning,of
" statements of the form “If A, then B"'. On the deductive

-

-logician’s meaning of IF/THEN'statements, the second premise

. /



uould”be acceptable But the first premise would be filse. .
Onfthe oag%g?ry language interpretation of IF/THEN
staiements; the first premise would be plausable but the
second premise woula Be false. I con&lude that this

'argument for weak deductivism is not cogent.

+

3.2 Five Strategies for Deductivizing Counterexamples

For fhe.rest of this chapter I will be taking a look
at five strategies for converting cogent nondeductive
arguments inté sound deductive arguments, I will focus my
\Eritique a}ound the following two counterexample'arguments:

1. Sheri promised to return the book by Sunday, so‘she
should return the book by Sunday. - -

l'2. Dark clouds fill the sky, so it will rain today.
The first argument is a slightly modified version of a
conauctive argumeqf that Carl Wellman examines in the first
chapter of Challenge and Response.[10] The idea for the
second argument is from an example of an inducﬁive argument
that Petry Weddle considers i__n_._ﬁis article L‘Inductioﬁ‘,
Deduction.“Lll] but my argument is simpler than Weddle’'s and
significantly different in other respects.

These ar?uments appear to be cogent; but neither is a

3 -

deductively valid argument as it stands. In order for these
grguﬁents to be transformed into deductive aréuments it is
necessary, at the very ieast. to add at least one more

premise to each of the arguments., Carl Wellman suggests and

criticizes the following five strategies for turning such
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arguments into sound deductive arguments, each of uh%ch
involves the addition of a certain sort of principle or
premise{12]: -

&. A Universal Principle (''One should always do what
one has promised'" or "It will always rain on the days
that dark clouds fill the sky™

2. A Qualified Principle (""One should always do what
one had promised,- unless-a life can be saved by
breaking the promtse' or "It will always rain on the
days that dark clouds fill the sky. unless high winds
occur that day') .
" S
3. A Probabilistic Principle ("'One should usually do
what one, has promised to do' or "It usually rains' on

the days that dark clouds Fill| the sky')

4, A Specific Conditional Claim ("'If Sheri promised to
return the book by Sunday, then Sheri should return the
book by Sunday'" or "If dark c¢louds flll the sky today,
then it will rain today'"

5. A‘Prov1s1onal Principle ("Other things being equal,
one should do what one has promised to do" or "Other:
things being equal, it will'rain on the days that dark
clouds fill* the sky')

I shall examine what Wellman has to say about these

‘strategies and 1 wxll make some po;nts of my own about them.

It iz my alm to show that each of these strategles

encounters serious difficulties. If‘I am sucpessfui; I will.

not have proven that the project of deductivizing all cogent
nondeductive arguments-is an impossible task, but I will

have provided reasons to be sceptical about tﬁie'project.

3.3 Strategy One: Adding -2 Uniwversal Principle
"*One traditional wa;‘ef converting nondeductive

Arguments into deductive form is tg ,add a universal

....-... ' . . ‘
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princible ta the stated premise or premises, According to
this strategy my two nondeductive arguments would be revised

as follows: .

la. Sher:i promited to return the ?ook by Sunday.
One should always do what one has promised.

Therefore,
Sheri should return the book by Sunday.

2a. Dark clouds fill the sky.

It always rains on days when dark clouds fill the
sky. .

Therefore,
It will rain today.

Before I criticize these reformulated arguments it is

["E.

worth pointing out the general objection that Wellman makes
to each ofthe propoéed five strategies for converting .
arguments into deductive form:

Is it true that one can always find one or more
premises to transform a nondeductive argument into a
deductive one? If one is allowed to‘’pull any old
: .- premise out of his hat, there is no doubt that the
—_— trick can be done. . . . The trouble with adding
premises to an argument "is that a false or doubtful
premise ig of no help in EStab1i§hing a conclusion, If
ethical arguments are to be of 'dny use in justifying =
ethical conclusions, the arjuer must be able to justify
his.premises as well as the lagic of his argument, To
save ‘the validity of the argument by adding
.unjustifiable premises is to make the argument useless
for. Justzfylng ethical statements. This is too high a
price to pay. '
Unfortunately, I can think of no way of
. transforming conductive ethical arguments into
deductive ones that does not pay this price.([13]

.

In other words the goal is not simply to transform cogent

nondeductive arguments into valid deductive arguments but
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rather to transform them into sound deductive arguments,

This requires that every pfemisg:that is added to the
original premises be truer(of';écepgable). To the extent
that it is not possible ‘to find premises that both make gheh
original-arguﬁent deductively valid and are true, i£ will
not be possible to transform_cogent. :;;;Dctivé'afguﬁentF:A
{into deductive form. The same on;ectioﬁ holdéc I Belb%ngﬁz‘
with_respect to inductive arguments. )
The problem with the strategy of adding a'dniversal
principle is that, at légst in the cases in question, the
univegéal prirnciple is false. It simply is nst the ca;ei
that '""One shoulq always do what one has promised.”_ Such a
general principie ig easy to counterexamgle: For instance,
if it were necessary for Sheri to break her promise in order
to ”save‘a drowning man or give first aid to the victim of a
hif?an&—run drive;,“[14] then we would nqt hof&'ﬁgr to
keeping her promise. As I pointed out ih.Ty diséussion of
alleged ethical rules of inference (sée section 1.8),
soméﬁne motivated .by racism coyld promi#e to bomb a charch
full oftﬁlack.péopie. But ;e wauld'not hold this person‘to
1';their prbmise in 'such a cése.‘.It is simply absurd to think
. \F

t be kept. no matter what the

~that any and every promise mus
. )

.consequences or circumstances.
~. A gimilar problem occurs in the case of the inductive

argument about rain. If high winds come up, then the clouds

.migh; be pushed away before it rains (I take it that in
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context the conclusion of this argument means something

like, "It will rain here in this town today.'). It is not

true that rain will always follow the presence of dark

-

"clouds filling the sky.

374 Strategy Two: Adding a Qualified Principle

. Since the problem seems to be that there are
exceptions, a natural response is to try to build the
exceptions into the rule. Given the aﬁbve objections, the
two nondedectiye arguments would be reformulated'qgifellows:

.1b. .Sheri'promised to return the book by. Sunday.

One should adeys'do what one promised, u \ §5 a
life can be saved by breaking the promise.
Sheri cannot save a life by breaking the promise.
Therefore
Sher1 should return the book by Sunday
2b, Dark clouds £iT1 the sky.

It always rains on days when dark clouds £fill the
sky, unless high w1nds come up that day.
‘ .
?

High winds w111 not come up today.. --

Therefore, .
It will rain today.

This second stategy is hdrdly any better than the
first., For one thing, there are many other actual
exceptions to these-rules. Saving a person from terrible

‘pain seems a sufflczent reason for Sheri to break her

S
p;omzse .even Af the cause of the paln was not a 11fe—

threaten1ng injury. _The same is true in the case of .the
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1nducijxe argument ., There are many other~ways‘;n5yhich rain

may fail to occur. For one thing, if the temberatﬁre'arcps
- . oo

below freezing, it may 5snow or hafl rather than-rain Even

1f we could assemble a finite list of ‘all the exceptlons to’
these rules that have ever occurred this would not do. For

we can always think up other pcss1b1e exceptlons that have
< . " . . ™

‘not yet occurred, ) ‘ S I
. ] \

There is another serious difficulty with this’
c | ‘
strategy, at least with-¥&spect to ethical arguments . Even E
if-all of the possible “exceptions could be bu11t 1nto ra
- qualified eth1c£1 principle about prcm131ng. there remalns
% - '
\‘.'the following further dlff1culty

. each of the con31derat10ns that define such.’
situations is a matter of degree, It would be
necessary to spgeify in the rule- what degree :of-danger
to life outwe1ghs what degree of solemn1ty in
promising, . . . [13] N

In other words, some way of determining the weight of

particular promtsesobligations and of determining .the

relative opposihg:wegcht of other considerations must‘be

bu?lt into the ﬁrinciple.‘ Otherwise, no judgement about the

-particular case at hand is entailed by the application;of;.
y_ihe principle, or worse, significantly differang instances

will be treated in exactly the same way-

.1t is not clear that such a formwla could ever be

developeiteven in the 51mp1e case of welghlna a prom1se-
obligation agarnst-degrees of danger to'life. But there are

many other possible exceptions to this rule.' In a true

4
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rhxcal principle, all of the possxble except1ons would have.

to be understood in relatlon to each other and to .other
\‘?"“' T
positive reasons for keeping the promise, Thus the task of

‘developing. a qualif*ed ethical princible that banndt be

counterexampled is so complex that'it could never be carrled
out in practice, éven 1f 1t we;e p0651L1e in theory And
even 1f surh a principle were developed (say byla super
.computer).it would £ill many vblumes‘and could hardly.be'the

kind of thing that a person could Just1f1ably belleve or, use’

in everyday-reasonlng. So we must reject thlS strategy fdr

'trying'to deductivize nondeductlve arguments,

3.5 étrategy'Three; Adding a Probabilistic Principlef

The ‘third strategy for deductiviting arguments is'tb.
add a ﬁrobabilﬁbtic'pr}nciplé to the originailpréﬁigé(s).
This by itself will not maké the argument_déductiyely.valid,
for a probabilistic premise can, at,beét, support-a |
probabilistic cqnclusion.. Thus it is also necessary to
modify the conclusion, to ”Hedgé” the conqlusion-zas Pérry:
Weddle puts it). In aécordance-with this stratEEY.‘my

counterexample arguments would be reformulated with the word

"probably' in their conclusions:

- lc. Sheri promised to return the book by Sunday..

One should usually do what one has promisédl

Therefore,

o - Sheri should probabiy return the book by Sunday
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2c. Dark ¢louds £ill the sky.

It usually rains on days when é;>k‘glogds-fill the
sky o 7 T

'Therefore .
It w111 probably rain today

It is clear that the word "probably” in bhe

conclusion cannot refer to the strength of the inference in

this arguﬁent. The inference is supposed to be deductive,
not probable, in noture - As Wellman p01nts out the word.
probably” in the conc1u51on here means somethlng like ”in
most/casesr”[16] 'Because the conclusion refers to a

. '
specific instance, we should modify this interpretation of

. the word 'probably" to: .''chances. are tbié is a case in

thch;” .If“the conclusion'is to follow neéessafil}lf;om the

A}

-probablllstlc prlnc1ple then thé conclusion cannot assgrt

L]

anythlng deflnlte about the partlcular case at hand. Since

_a con51derab1e proportlon of promlses are Just1f1ab1y broken

. or left unfulfllled there ‘would always be the chance thaf

the.present case was one of ‘the exceptlogs.

[

If we interpret the conclusion that ''Chances are this

E is a case in which Sheri should do what she promised, namely

'return the book by Sunday as implyiqg that it is best that
.Sherl return the book by Sunday, then this amounts to

-practlcally the same. th1ng as conclud1ng dogmat1cally that

" Sheri should return the book by Sunday In the case of

ethical decisions there is no room for halfway conclusions,

thdugh theré is room for doubt; one either keeps a'pfomise

:,
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or does not keep it. Because our propabilistic premise

tells us in every case that ''Chances‘-are this is a case in

which you should .do what you promised.” we could always draw
the same concl@sion without. using any discretion or
jﬁdgement. In this cése,Jwe_uould fail to allow for
legitim;te,exceﬁtions. Sﬁch"feagoning would lead Sheri to
.refuse to save a drowning man for.féar of breéking a.triv;al
promise. just becauFe most promises should be-kept.V Shé'

, as in all other cases, conclude:that she ''should
probably return the book by Sunday,'" in spite .of the fact

that doing so would qost some poor soul his life,

R.M. Hare érghes in his book. The Language of Morals.

-

that éthical'principles are not usually qualified purely in
quantitative terms. His-criticisms of this ide; point to an
ethical.egroé very différent from the short-sighted -
dogmatism that.l att;ibutebto probabilisgic principles. He

is more concerned with the possibility of an overly lax and

hit-or-miss. attitude towards ethical decisions.

i

Probabilistic ethical principles are to be rejected not only

because they lend themsegives to wooden dogmatism, but also
, . N

because they lend themselves to wanton arbitrariness:

We have therefore to inquire what can be meant by
saying that a ryle is 'in general’ valid, but not
universally. _Iﬁ\saunds sensible to say that the rule
‘Never say what is false’ is a rule of this sort; for
in fact we do think it right to observe it in the ‘
ma:orxty of cases. but we,also think it right to break
it in- except1ona1 cases in the interests, for example,

o =~ of tact, the winning of wars, or the preservatlon of
innoccent people fF?m homicidal maniacs. Now I can

o
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think of at least. two ways in which a rule or.princirple
can be incompletely rigorous. The first way is when
the rule lays down that a certain kind of action is in
certain circumstances to be done, but it is understood"
that it is sufficient if it 1= dene in the great
majority of instances: exgeptions are allowed if they
are not too numerous-in proportion to the total number
of cases. An example of such a principle would be the
principle that undergraduates must not take a week off
work during term; clearly if once or twice during his
career an undergraduate, whose industry is. otherwise
exemplary, takes some time off, even a week, we think
no harm of it; but if he takes every week off, or even
the majority, he prcbably gets intec serious trouble.

It is clear that the principle about net saying what iz
false 1s not of this character, because we do not say
*It doesn’'t matter volr saying what is false
occasionally, so long as you don’'t do 1t too

often’ . [17]

The problem with probabilistic ethical principles is
that, even 1if we kpew them to be true, they give usz no help
whaﬁsoeverfin deciding whether a given casé is a standard
case or an exceptional‘case. They only point out £he fact
that Eherélqre such thinés‘as exceptional cé;gs..
Furthermore, if:we can recognize exceptional cases, théﬁ we
can agree with the premisés of the reformulated ethical
argument but disagree with the cénclusion. If Sheri can
save a drowning man only by breakiné her promise to return
the book, then it is just false to say that ”Sheri probabﬁy
gbould return the book,'" even theugh it is true that )
promises should usually, or in most cases be kept. This
reformulated argument is not ;eally deductively wvalid, for
it is.poésible to dccept the premises and yet reject the

conclusion.
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. What - about the rain argument? It does not involve
ethics or ethical principles, so perhaps it. and cther
inductive arguments, can be'reformuléﬁed.with the addition
of a probabilistic principle. Perry We@dle argues that an
argument very similar to my rain argument (as reformulated
with a probabilistic principle) becomes a’squn@ deductive
argument when the conclusion is hedged with the.word_
“probably'".{18] This simply is not so. There is no
contradiction ;n saying that ''Dark clouds fii} the sky.\lzg
it usually rains on days when dark clouds fill the sky, but
it probably will not rain today.' This is not sélf'
contradictory because there are known exceptioﬁs-to the
principle of prediction that relates rain to days when dark
clouds fill the sky.

Consideration of other relevant information may lead

.

to an opposite prediction. For example, one ﬁight predict

that it will not rain because high winds have come up and

'will more than likely push the clouds out of town before the

rain starts. Or one might predict that it will not rain
because it is too cold to rain and that any precipitation
would occur in the form of, snow or gail. Because there is

no contradiction in as;ertihg both the premises of the

reformulated rain argument and denying the argument’s

conclusion, the premises do not -entail the conclugion.

Thus, despite Perry Weddle’'s claim to the contrary, this isg

not a deductively wvalid argument.

-
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David Hitchcock makes this same criticism of Weddle's
rain.argument in an article written' in response Weddle's
article "Inductive, Deductive's

Weddle claims that with premises thus filled out and
the conclusion hedged, it 1is impossible for the
premises to be true and the conclusiomn false. But
suppose some facts not mentioned in the premises
make it highly unlikely that it will rain tomorreow.
Then, decspite the truth of the premises, the conclusion
is false.[19] :

‘A

.-

.If ney information or new premises are added to the
argument, we can continue to accept the old premises while
rejecting the conclusien as false or wnacceptable. If high
winds c;;; up,'or the temperature dxops below freezingf then
it is étil} true that it usdally rains.uﬂen dark clouds fill
the sky, and it is still true that dark clouds filléd‘the'
sky, but it is no longer obvious‘%hét "It will proba?ly rdin
today.'" This shows that it is possible to accept the
p;emiSes of the original argument and yet reject the
conclusion. Thus the argument is not a deductively valid
argument, .
Weddle makes a couple of interesting responses‘to
Hitchcock in a- follow-up a;;icye. The first response
suggests that Hitchcock has.misunderstood the meaning of thg
conclusioh-
‘Most hedged forecasts are no more than &eneral .
probability statements applied to an impending case,
Such applications do not exactly predict occurances
but merely unfold the probabilities implicit 1n

the data. So when an alleged "predicted occurrence'
fails to happen.because of uncited counter evidence,

-
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.
the argument’'s conclusion can seem false, even though
its premjses be true,. {20}

Weddle is saying in effect that the conclusion that "It will
probably rain today'" can be true even if it does not end up
raining as predicted. But that much is obvious, and was
most ‘likely obvious to Hitchcock. Weddle has missed the
. point of Hitchcock’s objection; it is not 3just that the

predigtion that is hedged by the word 'probably' can fail,

but that we can have reasons for believing the very Qpposite
afftﬁat prediction even ahead of time. Additicnal
information can lead one to make the prediction that "It
prctably'will not rain today' while ote still fully accepts
the original information that igitially,'taken by itself,
suggested the very oppasite.

In 2 second response Weddle shifts the issue somewhat
by talking about an argument that makes reference to
quantified probability:

From data, plus an assessment- of conditions teday,
meteqrologists forecast "about a 70% chance of rain
tomorrow.'' . That 70% figure incorporates. already the
potential for uncited counter evidence, such as
competlng high pressure ridges. The data is only ‘true
in the aggregate; .. . . For all these meteorologists
know, in many of the.cases reflected in the data rain
may in reality have been highly unlikely. So when they
apply the data as a probability to tomorrow’s case,
they do not exclude that other things may happen. The
conclusion is not falsified by whatever happens
tomorrow. Neither is the "likely" conclusion in my
argument. Looking back on a record in which, at the
70% forecast level, it had rained on 140 of 200
occasions, these meteorologlsts could congratulate
themselves on a perfect record.[21]

L | | ‘
N _
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Weddle admits that in a given case '‘rain may in reality have
been highly unlikely", even when a forecast for a "70%
chance of rain' was appropriately deduced. Yet he wants to

equate his notion of rain being ”iikgly” to the notion éf
tﬁefé bei;g a sizeable probability, in terms of p;rcentage,
tﬂat it will rain. This seems to imply thaf rain may be
likely even when it is unlikely to rain. Weddle'appears to
be making a distinction between likelihood in relation to 71
speéific events and likelihood in relation to events in an
aggregate. This distinction will not help him, théugh.
because what we are interested in is the specific c;se at

' L
hand. '

If the conclusion "It will probably rain today" oply
means_that "Today is a day which falls into a ca£egory.of
days such that most such days have measu;abﬁﬁ_rainfall.”
then this conclusion is of little use, for there may be
.other categories thaththis day also falls under ‘in which

virtually none of those days has measurable rainfall. Today
Y ) T

“may, be a day in-which dark clouds fill the sky, but it can

also be a .day in which'there are high winds or in which the

temperature is below freezing.‘ No day has measurable

rainfall when the temperature is ten below zero all day

-
-

long. - o ' . .
Wesley Salmon gives a nice example of such
conflidting categorizations in his text, Logic. He points

out that a man who is only thirty-five fearg old will likely

£
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iive ”for three more years',6 but that a man with an advanced

case.of lung cancer will likely '‘not survive fﬁr three more
#

vears.'"[22] The problem is that one and the same man can be

thirty-five and have an advanced case of lung cancér.t It

would hardly be a comfort to such a man, to teil him that {t

was ''likely"” that he would survive for three more years in

— -

the technical sense that he belonged to.the class of persons
who are thirty-five years of age and that people who are
that old usually live at least three years more. He 1is npt
interested in whether thirty-five ye&r’olds usgally live
three years more, but whether he--a man with an advanced
case of lung cancer--could expect this much more time.
Siﬁilarly, when dark clouds £ill the sk? and high
winds have come up, one does not merely want to know whether
rain usualiy occurs on days in which dark clouds filI the

sky; one wants to knoy if rain usually occurs on days when

it is the case both t;at dark clouds fill the sky.and that
high winds have come-up. Thus the ‘initial conciusioﬁ that
rain is "likely" today.because dark clouds fill the sky 3
parallels the initial stumptiop.of our unsuspecting cancer
victim that he will be alive three years hence because he is_
only thirFy—five. It would be just as foolish to cont;nué
believing that rain was ''likely' in the face of new counter
evidenéeﬁ as for our poor victim of cancer to delude himself
into believiné that he would "likely' be alive three years

. hence, even after findiﬂg cut that he had an advanced case
// - ’

A
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of lung cancer. Weddle's %echnical use of the word "Yikely"
allows him to keep the {ain argument deductively valid only
at the expense of making the conclusion absurdl; weak. The
regultipg argumeht is*" not the kind of argument that normal,
sane B?ople'give-and consider in deciding how.to live and
act.ﬁﬁbeddle has shifted the meéning of the word "likely"
land.is no longer dealing ;itﬁ the sa%e argument that he.
first put forward. I conclude that the strategy of adding a
prébﬁbilistic,principle iz a failure,

3.6 Strategy Four: Adding a Specific'Conditioﬁal~Claim

. LY
The fourth strategy for deductivizing counterexample

f

arguments is to add-a conditional claim that refers only'to

‘the specific case at hand. This strategy represents an

attempt to circumnavigate the difficulties. involved in
trying ' to find true general .principles (either efﬁicgl or
predictive). If my arguments are revised in accordance with

this strategy, no qualification of the conclusions would

*

seem to be necessary:

1d. Sheri promised to return the book by Sunday.

'If Sheri promised to return the book by Sunday,
‘then Sheri shquld return the book by Sunday._

Therefore, ;
Sheri should return the book by Sunday.

[

2d. Dark clouds fill. the sky today. . T

If dark clouds fill the sky today, then it will
rain today. /

-
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Therefore,
It will rain tocay

The specific conditional claims that have been added to

these arguments only apply in these speéific'aasés. Theyido
not ma;e the broad sort of claim usualijJaaserted in the
major premise of tradigaonal syllogistic arguments, and thus
they'appéar t; avoid the vulnerability of general principles
to exceptions.and counterexamples, | ‘

The specific ethical claim that "If Sheri promised to

return the book,jthen Sheri'should_return the book' simply

links the facts of this partiéular.case to-an ethical

conclusion about only this particular case, . Wellman objects

that 1t -'is, 1mp0531b1e to Justlfy the premlse, wlthout

-
]

justifying the conc1u51on 1t is advanced to. Justlfy “[23]

In other words,'though this added premise av01ds the problem,
of facing the counterexamples and unforseen exceptlons that
ethlcal principles must face, its truth is solely a functlon

of the variables involved in the partlcular case at hand.
It does not assert thét Sheri shoul&.retgrﬁgthe book by
Sunday just because she proﬁisad to do sa but, rather, that

under the circumstances of this case Sheri’s having promised
to raturn the bock Sunday makes'har oSliged to reéurn.the
baok by Sunday. But in order to decide whether tﬁis.pfemise'
is true oae mus? rlunge into;the perhaps complex pros and

cons of this case and come to an overall decision as to

which considerations outweigh the others..

-
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Wellman is not gquite correct in saying that it 1is

impossible.éo‘decide oﬁkthe truth oflthis premise withoﬁév
5ustifying thé conclusion, for'one could agree iﬁat under
thé specific conditions of this‘case Sheri should return the
book by Sunday if she had_promised to do so, but ;tiil b;
uncertainjas tolwﬁether éhé had in fact made this promise,
Thus o;e could éccep£ th; conditional premise, but be
uncertain about the conclusioﬁ. H;wever, the basic point is
that for someone who is sure that Sheri made the promise but
who was unsure as to whether other'considerations would ﬁgke
it permissible for Sheri to break the promise, this
additional premise would be of little use. For in order to
decide the truth of this premise it would be necessary to
weigh éll of the pros and cons of this case and come to an
ovérall conclusion about what Sheri should do. To the

-extent that someone in this position is doubtful about’
P .

whether Sheri should keep the promise, he will also be

doubtful about the truth of the condltlonal premlse -

- Furthermore, it is prec1sely the weighing of pros and cons

Ehgt lies at the heart of this counterexample, thus the

addltzon of a speczflc conditional claim merely moves this

nondeductlve reasoning back one step. "This reformulatlon
v o

fails to show how deductive reasonlﬁg can encompass all of

-

- the kinds of vreasoning involved ip deciding complex cases.

It'is also important to note that the conditional

-

claim here is not the sort of claim that deductive logicians
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intend by their-conditional statements. Whgn a deductive
logician writes "If A, then B," she means by this either "A
hagerially implies B" or "A strictly implies B" or A

. entails B.'' But the specific conditional claim that "If
Sheri promised-to return the book by Supday, then Sheri
should reigrn the book by éunday” does not assert that the
statgmggs “"Sheri promised Eo return the book by Sund;y“
materially implies {dor strictly implies or entaiys) the .
statement ll'Sheri should return. the book py Sgndgf.“ Thé"&'
specific conditional claim allows for th; possibility, even
the_acfuality, of Fxceptional‘cases.f It 'allows that in
other cases the formér statement could be.trué ;hile the
later statement was not true. The bfoblem here is.fhat the
statements‘which conséitute the argument may not giye all of
the relevant informaﬁion. What is important gs not the -
logical relations betwéen the statements that are preﬁ{ses
and the statemén£ that ié the concluﬁion. What is igpé%iénf
Jié the whole collection.of relevant informat}gn and the‘
judgement of the reasoner in the light'of those
consideratigns. The IF/THEN statement does .not assert a
iogical'connection between Sheri’s promise in this case to
Sheri’s obligation in.this case; rather, it asserts a
judgement aBput this_specific césé. In vigew of these
considerations, itliQAno 19nger obvious ‘that the

L
reformulated argument is deductively valid.

i -
"

b
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~

On the otheé hand, if we decide te reformulate.this
argument by using a conditional claim as it is used in

deductive logic. then the-additional premisé will ne longer

3

be true or acceptable.
. ~ e

As I argued in my discussion of
P o - '
Thomas Schwartz’s argument for weak deductivism (Section

3.1), sucﬁ a statement wguld not allow for éxceﬁtion; to the
rule, Since we know fhere are rehi exceptions, such a
statement cgnnot be accepted as true, Tt Eppears.that
rescuing the validity of the argument involves gacrificing
the truth of the ﬁremises.

Can this “strategy be used £o reformulate the rain
-argument? I have alfeady argued that‘thi§ strategy does not
work if we take the conditional to-mean what deductive
lggicians mean.By IF/THEN statements (Section 3.1). All of
‘the above criticisms seem to apply equally well to this
ar?ument. Since the meaning of the specific conditional

claim cannot ‘be identified with the meaning of the

‘conditional statements found in deductive logic, it is not

»

clear that this. argument is deductively wvalid. And since it

is necessary in some instances to infer the consequences of

¢

a complex synthesis of factors in order to predict rain, it
Qould seem that important kinds, of nondeductive reasoning

are buried in the additional premise. Thé spec;fic.

-

conditional premise pushes the nondeductive reasoning back-’

-

one step in order to avoid dealing with it. Thus I conclude

. »
. rl ’
Y z - .
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that there are sighifiﬁant problems with this strategy for

’

B W
deductivizing counterexamples to deductivism.

3.7 Strateéy Five: Adding a Pro#isional'Principle

The fifth strategy represents an attempt to bulld

-1nto the 'ethical or pred1ct1ve pr1nc1ples a sort of

Y

“lgoseness“ that is different f;om that of probabilistic

principles. The key .idea here is found in the phrase, ''other

.

things being equal.” In accordance with this strategy, my
counterexample arguments would be reformulated with the

addition of two mor e premises: .
le, Other things bezng equal éne should do what one
promised to do.

Sheri promised to return-the book by Sunday.

In this case;.pther things are equalf A
Therefore, '
Sheri should return the book by Sunday.

_ 2e. Dark clouds fill the sky. : S

Other things being equal, it will rain on days
that: dark clouds fill the sky .

. In this case, other things are equal.

Therefore,
It will rain today.

It is not clear what it means to say that 'other

things are equal.' Before I attempt to clarify this idea,

. it would be useful to 1ook-at_Wellman’s two objections to

\

this.strategy. His first objection is that provisional

-
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turn to an essay by John-Searle where he propos

115 : '

ethical principles can only be judged by judging .the case at

hand: . S

one must explicitly decide what one ought to .do
-in this case in order to know that in this case other
things are equal or that in this case no stronger prima
. facie obligation exists.[24])

-

Hig second objection is that the provisional principle and
the other premise that asserts that othef'things are equal

both presuppose a concept of relevancelsﬁch_that-“fécts.are.

_réasons for eEhical.conclusions.h{251 Here is how hé pufs

this objection:

the kind of relevance required by these ethical
.pxinciples cannot be interpreted. as deductive, for it
is presupposed in statlng the very principles needed to
make the ethical reasoning deductive:._ What this appeal
to obligations other things being equal or prima facie
obligations has really dons\ls to bhild the
nondedictive reasoning into the premises needed to make
the original argument deductive in form. To do this is
not to save deductmvxsm but to abandon it.[26] -

#
Are these objectioﬁs valid? This quesﬁion can be

answered only after the. notaon of ''"other things are equal“
has been clarlfled. In order to clar1fy this idea, I shall

an ethical

essay ''"How to Derive an "Ought’ from an 'Is',"l Seatlé:”'
explains the concept this way:

The force of the expressidn‘ other thin being ‘equal’

, in the present instance is roughly this. Unless we
have some reagson . . . for supposing the obllgatlon
void . . . or tHé& agent ought not Lo keep his promise

then the obligation holds and he ought to keep
his promise. It is not part of the force of the phrase
‘other things being equal’ that in order to satisfy it
we need to establish a universal:negative proposition
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te the effect that no reason could ever be given by

anyone for supposing the agent 1s not under an
~obligation or ought not to keep the promis%. That

would be impossible and would render the phrase '

useless, It ‘ic sufficient to satisfy the condition
that no reason to the contrary can in fact be
given.[27] '

It has been pointed out by critics of Searle’s important

essay that this definition of ''other things are equal' is
: a
too subjective.{28] That is to say, just because ''we have'

]
. -

no ''reason to the contrary' does not mean that there iz no

reason to the contrary. Reality does not always confofm to
_ | . .
pur expectations and conceptions, Sometimes we find out "new

infgrmation that 1leads us to reject earligr egﬁ}gatioﬁg and
predictions. I see aérk clouds above and iny later realize
that hggh winds were pushing th‘ clouds out"ofltown.l I hear
Sheri make a promise to reéurn my gook by Sqnday. but news
of her efforts to save a drownind man o;_Sunday afternoon
does not reach me until after I havé alre;dy bégéﬁ mentally e

scolding her for breaking her promise. .'I talk excitedly |,

with ; man in:his thirties abodt:l;ng ranée plans and my
high hopes for-the future, then I am told by s;meone else,
too 1$te, that'thét man has an advance& case of lung cancer.
On Searle’s sJBBectiye intefpretétion 6f ”stﬁef‘thinés are
equal,' the premises of my counterexample argumé@ts fq}l to
entail their conclusions bécaﬁse they leaQe open Ehe

possibility tHat. new information could lead to‘é rejection

of the conclusions.

-
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A more objective interpretation of this key phrase
is, however, suggested by another passage 1n Searle’s essay:

We rely on definitional connections between “promise’,
“obligate’, and “ought’', and the only prcblem which .
arises is that obligations can be overridden or removed
in a variety of ways and we need to take account of
that fact. We solve our difficulty by adding further
premises to the effect that there are no contrary
considerations, that other things are equal.{29]

On this interpretation of '"cther things are equal', this

assertion would deny the existence of contrary

considerations in the case at hand. Thus the third premise

n

of my ethical argument would mean:

No considerations exist which are relavant reasons-in
support of the claim that "It is not the case that
Sheri should return the book by Sund?y.”
Wellman’s first objection seems to fit this premise,
To asseyt this premise is to.assert the conclusion of the
argument.| Assuming that a statement must have reasons in

support of it in order for it to be trpé (whether the

reasons are known or not is irrelevant), to claim that no

LY

[

reason whatsoever exists in support of a given claiffia’fo
deny the trath of that claim. Té deny the claim that ”i£ is.
not the case that Sheri should feturwffﬁ; Eook by Sunday."

is to assert the claim that ”Sheri should return the book by
Sunday.' Thus, to assert the:“other thihgs are equal'
premise is, on this interpretation, to assert the conclusion

of the argument. Wellman’'s first objection is correct here;

this premise begs the question,
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There is a way to interpret the'“a;; things are
equal'' premise that corresponcs mere closely to what I
believe Searle intended:

In this instance, other considerations--besides the
fact that Sheri promiced to return the book by
Sunday--are npt relevant to the claim that Sheri should
return the book by Sunday.
This premise does not entirely beg the gquestion. It leaves-
open the possibility that the conclusion of the argument 1is
false. How can it do this? It leaves the question open

because it leaves open the possibility that the fact that

. ¥
Sheri promiséﬁ to return the book is also irrelevany or
negatively reletgnt. A sﬁcial'anarchist might feel that the
whole business of promising'was an evil iqstitution that
'uﬁnecessarily entanglked people and restricted the natural
freedom of action that people have at birth. Such an
anarchist might think it his dut} to make and break as many
promises as he could in order to do his part to destroy this
‘evil institution (an inversion of Kant’s notion of willing a
universal lgwa. Thus, the above premise leaves oﬁeﬁ the
possibility that preqisely because Sheri made a promise to
return the book, Shi:i_should not return the book.

. Unfortunatelf? such a premicse would in every case, or
almost every case, be fplse. 'FOr example, in order for »
Sheri to keep her promise‘she will probably have to spend °*

some of her time locating and transportiﬁg;the book back to

its owner. She may even have to use a few cents worth of
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gas in ordgr to tfansport the book from one place teo
anothef: If one looks hard enough, cne can always find some
sert of negative consideratien. And even 1% there were
occaisions when no such.negative considerations existed, it
would be very difficult to establish or determine that this
waz the case, ‘It would seem to-require a god—likguawareness
of the universe as a whole in order to know this premise to
. "

be true. N

Again, ali of the above objections apply equallyﬂtp
the use of an ;other things are equal' premise in the rain
argument. The subjective interpretation neglects the
possibility of unkno;n factors. Dark clﬁuds suggest rain,
but I may be unaware of other r;levant factors such as the
existence of high windsl. Thn? #trong objective
interpretation of ''other thihgs are equal'' begs the qﬁestidn
just the same as it does in ethical reasoning béq;usé all
true claims requirF the existence of some reason, even if a
reason that is not yet known.  ,Finally, the weaker version
of the objective interpretation will not &o. It is Hevgr
the case that the presence of dark clouds is the only
relevant existing factor in determining whether it is going
to rain. Humidity, temperature, and air pressure are always
.playing some rolé in relation to what the weather will be
like. So if we take this last interpretation, the “other
things are equal'' premise will definitgly be false.

°



120 .

What is needed here iz a conception of "other things

. . -3 ‘
are equal' which allows for more than cne consideration, a
conception that recognizes the need to weigh pros and cons.

Such a conception can be gleaned from Sir William Ross's

notion of prima facie duty. In the second chapter of his

book The Right and the Good, Ross outlines his theory of -

ethical reasoning and puts forward the concept of a prima

T

ie duty:
When I am in a situation, as perhaps I always am, in
which more than one of these prima facie duties is
incumbent on me, what I have to deo is to study the
situation as fully as I can until I form the considered
opinion (it is never more) that in the circumstances
one of them is more incumbent than any other:; then I am
bound to think ®hat to do this prima facie quty is my -
" duty sans Ehrase in the situation..
' I suggest "prima facie duty’. or ‘conditional duty’
as'a brief way of referring to the characteristic
(quite distinct from that of being a duty proper) whlch
an act has, in virtue of being of a certain kind (e.gqg.
the keeping of a promise), -of being an act which'would
be a duty proper if it were not at the same time of
. .another kind which is morally significant. Whether an
act is a duty proper or actual duty depends on all the
morally significant kinds it is an instance of. [3@]

Given the above notion of prima facie duty, one might be

tempted to refbrmulate'my argument about promising as
foklows{
1f. Sheri promlsed to return the book by Sunday.
One should do what one promlsed unless a stronger
‘duty conflicts, with the duty to keep cne’s
promises, .
In this case there is no duty that both coenflicts"

+with Sheri’s duty to.keep her promise’and is
stronger than her duty to keep her promise.
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Therefore,

Sheri should return the book by Sunday.

This argument does not guite work, because Sheri may

be totally unable to return the book by Sunday. She might,.

—— - for example, be involved in an autocmobile accident and go

@into a coma over the weekend, It would not be right to say

that she was qpliged to return the book even 1f there was no

stronger conflicting duty ii/}his.case. But such an

objection can be easily overcome bQ adding a further

<

condition to the principle. A more serious problem is that

the provisional ethical principle here is false. It may be

the case that no single duty outweighs her duty to keep her

promise and yet that a combination of lesser duties, when

taken together, overrides the duty to keep her promise..

The pfovisional ethical principle needs to be revised

in order to avoid the problem of a combination of duties

outweighing another duty or combination of duties. To avoid

this problem I would fevise the argument as follows:

lg.

‘Sheri promised to return the book by Sunday.

One should do what one promised if one is able to
do so and if the combined strength of the duty to
keep that promise and any other duties that would
be fulfilled by the action required to keep the
promise is greater than the combined strength of
any other set of duties that would be fulfilled by
_taking an alternative course of action that
conflicts with the action required to keep the
promise, o

In this case, Sheri is able to return the book by
Sunday, and the combined. strength of the duty to
keep her promise and any other duties that would
be fulfilled by the action required-to keep the -~
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promise is greater than the combined strength of
any other set of duties that would be fulfilled by
taking an alternative course of action that
conflicts with the action required to keep the
promise.

Therefore, . .
Sheri should return the book by Sunday.

Now that is an argument! This argument avoids the
problem that it was created to avoid, but it runs into oth;r'
difficulties. Both of Weilman's objections work against
this argﬁment. it seems to me that to assert the ‘other
things are equal" premiéé (the third premise) is to assert
the conclusioen. Thus this premise.appears to beg the
guestion. I am not positivé on this point, but I have
d;fficulty seeing howlto avoid the conclusion while
accepting this premise. At any rate, there is no doubt.that
Wellman’'s second objection finds its mark here. In order .to
judge the truth of the_third premisé one must éngage in the
complex reasoning that isiinvolved Qhenévef one weighs pros

-

and cons. But the point bf-uSing conductive argumeﬁts as

- [

counterexamples to deductivism is that they involve such
kKl » .
reasoning. This argument converts the counterexample

argument into deductive form only by burying the-inféresting

~and complicated reasoning in the third premise. "In this way

the deductivist fails to show how deductive arguments can

adequately represent the feasonin§ involved when one weighs

pros and cons.

L]
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. I am not sure as to how to relate the discussion of

prima facie duty to the rain argument, Put I suspect that

this can be done by generalizing Ross’'s notion to the idea

of a good reason. The revised rain arqument would thus

speak of stronger and weaker reasons:

Ll

lg. Dark clouds fill the sky.

If there is a good reason to believe that it will
rain (such as that dark clouds £fill the sky) and
there is no better reason to believe that

something else will occur instead, then it will
rain,

There is no belter reason to believe that
something else will occur instead,

Therefore, '
It will rain today.

-

I believe that a line of criticism afhilar to the
-
criticism leveled against the Rossian version of the promise
argument can be developed with respect to this argument.

The provisional predictive principle here would not work as

“it stands but would need to be reformulated along the lines

of my revisién of the provisional ethical principle above.
The argument using this.revised predictive principle would
then be subject to the;criticism that its 'other ﬁhings are
equal' premise begs thé question and buri?s the complicated
reasoning thaE the deductivist was supposed to éranslate '

info deductive reasoning. Thus I conclude that the method

of adding a provisiocnal principle is unsuccessful.
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1.8 Wealk Deductivism: Conclusion

As I pointed out in the opening section of this

chapter, weak.deductivism is a view that is suggesteq and
even promoéed by some recent textbooks on reasoning. In
this chapter 1 have tried to show that there ;;e some
serious difficulties with this view. I have criticized an
argument by Thomas Sthwartz for weak deductivism, and I have
pointed out various problems with five differegnt strategies
fgr converting counterexample arguments into deductive form.

'

I have not proven or established that weak deductivism is

false, but 'I have given sufficient reasons to be sceptical

about weak deductivism.
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Is-Ought Question, ed. W. D. Hudson (Bristwol: Macmillan,
1966, p. 124. .

28,See other essays in The Is-Ought Question, especiallé
Pp. 157-67, .
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29.8earle, p. 125, . .

.30.William Ross.<The Right and the Good (Oxford: The
Clareéndon Press, 1930); pp. 176 & 177,




CONCLUSION

In this thesis I have shown that ane\of the five

arguments for deductivism that Wellman considers are cogent

_arguments. The first three arguments are no gogq, and the *
last two'were fou;a to be problematic‘as thefhst;nd. I have
-argued that the alleged problem-of circularity in trying tbd
Justify induction rests on.an ambiguity or lack of clarity
in the use of the terﬂ ”inductionf (or it's analogue in the
~Hﬁmean sceptical argument). Finally, I have pointed out

some seragus difficulties with various attempts to defeat

counterexamples to deductivism by trying to reformulate the

.

counterexample arguments as sound deductive argymentsf'

I have not presented any general arguments which show

either that strong deductivism or that weak deductivism is

"false, but to the extent that confirmation arguments,

I Y

generalization.arguments,_ahd conductive arguments appear to

be cogent arguments, they provide good reason to reject

-

strong deductivism. Insofar as there are no coééﬁt

arguments in Suﬁgi;t of strong deductivism, we cshould accept
] s PR

these arguments for what they appear to be, cogent arguments
that are not sound deductlve arquments. -To the axtent that

“there are no cogent arquments for. weak deductzvxsm and neo

acceptable strategles for converting cogent nondeduct1ve

’

arguments into sound deductlve arguments, we‘should be

. sceptical of weak deductivism,

Co 127

-



ta®* -

128

I do not claim that my review of the relevant

arguments has been exhaustive. In fact, I am aware of at

léast_one important argument for deductivism in Wellman’'s

bogk which I have not canvassed in this thesis. However, I

have tried to cover enough .angles on this topic so that one
could predict my criti¢isms of other arguments that might be
put forward on this issue, Furthermore, I sense that in

some of my criticisms there are the ;eedé_of'a general,

argument or critigue of deductivism. But that is a project

»

for ahoéhe; day.

The ‘implications ;f this thesis for the teaching of
reasoning are very simple: 1. An alternagive to the
deduétivisfltéeory of reasoniné :;eds to be de;eloped and
integrated into textbooks on reasoning, and 2. Instrué%ors
need to be very cautious about reformulating-arguments intq7
deductive form. It may be tha£ puttihg.arguments into

¥

deductive FTorm distorts the.meaning of many arguments and

et that doing so is a useful and practical'techniéﬂe in

argument criticism, This is a topic for a whole‘thesis in

itself, Howeve}; until weakuer strony deductivism is

LT

established or until the practical advantages can be showﬁ~:yu,f

to outweigh any disadvan%agéb, I think it would be best to

use caution and restraint in reformulating arguments. If an
[ ' *

argument does not naturally fit into the mold of deductive,

'reﬁsoning. it should not be forced to fit that mold.
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