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A spatial domain procedure for restoring images blurred
either by computer simulation (simulated blur), or by an
image forming system (out-of-focus blur), by utilizing 2-D

recursive (IIR> digital filters is presented.

Several cases are considered.

A -

For thz first case, two similar iméégé are provided. 2-D
IIR filter transfer functions ™ are - derived by the:

- minimization of the total squared error (least-squares).

For the ;lbqnd case only the blurred image is available.
An. est.imate of the spatial ‘constant ’o0’ of the Gaussian
point-spread function (PSF> is obtained. |

4
Inverse filterihg iS'?SEd in the restoration process.

a—
»

‘Restoration is achieved by using both globai and local

gperators in the form of 2-D IiR filters.

Examples of restoration on simulatedxgklﬁr, s well as
camera blurred images wusing the proposed algorithms are

provided. e B . .
. 1
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chapter'I
INTRODUCTION.

[

1.1 OVERVIEYW OF DIGITAL IMAGE PROCESSING.

The field of digital image- processing can be divided into

two principal categories:

s

a) Image Enhancement and Resgofation: which consist in
the Emproveméht of pictoriél information for human
interpretation . ) ) .

b> Pattefn Recognition:‘which consists in processihg of

scene data for autonomous machine perception. N

. S
One of the first applications of image processing

teqhniques in the first category, in the early 1920 =, was
in improving digitized newspaper pictures sent by submarine
cable between London and New York {1]. Initial problems in
improving the visual qhality of these earfy digit-al pictdres
were related to ithe selection of printing procedu;es, and
the distributiop of brightness levels. The field of image
restoration ip the modern sensehaf the term began in the
early 1950 s with thé work of Marechal and his co-workers
£21. It was Marechal who first recognized its potential for

— . \
restoring blurred photographs. Although improvements

continued to be made, it- took the combined advents of
large-scale digital ccaputers and the space program to bring

into focus the possibilities of image processing concepts.

. i
Digital computer +techniques in image restoration and

enhancement. had their appiications at the Jet Propulsion
Laboratory (JPL) of the California Institute of Technology
in 1964, when pictures of the Moon transmitted by Ranger 7

-1 - —
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were processed by a computer to remove, as well as possible,

the degradaticn from the received Moon images [31].

’

_quay digital image restOrétion and enhancemegt\is being
applied in a number of areas: in medicine ( diagnostic
Xrays, cellbiology, anatomy, ‘physiology?, physics (high
energy plasmas), astronomy R biology, defénse; and;

industrial applications.

The second major apblicaticn area of digital image
processing techniﬁues ment.ioned at the beginning is in
problems dealing with machine percegtidn like autuwatic
character recognition, military recognizance, autohatic
procéssing of fingerprints, screening of Xrays .and Elood
samﬁies, and machine processing of aerial and satellite

imagery for weather prediction.
r

132 DIGITAL IMAGE RESTORATION.

' This work concerns an area of digital image .processing'~

termed image restoration.
Image restoration is the process which attempts to recover
an image that has been degraded. A generalhglgzﬁ diagram of

the gituation is shown in Fig.{(1.1).

o
Igeal oo Degraded - Re?tored
mnage grading - Image : mage

‘ > Restoration . .
FCx,vo System gCx,yo f(x,y2
\, .
FIG. 1.1 IMAGE RESTORATION. - 7
/

The purpose of image restoration is’ to work ’Eﬁégihe
degraded image g{(x,yd> to get. an image %(x,y) which is as
close to tﬁe ideal image f(x,y> as possible according to,

e.g., least-squares, or mean—-squared error criterion.

-2 -
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1.2.1 Pegrading systen.

)

The ultimate goal of image restoration is to @anipulaté a

given image in such a way as to improve its quality d(i.e.’

remove tbhe degradation). There are many sources of
degradation including the problems of motion blur, out-of

focus, and atmospheric turbulence.
. A

— .
The first step in the restoration process is - the

identification of the kind of degradation the imgge has
suffered. In general, the degrading system qoﬁld‘ be very
complex. However, in many cases of practical importance,
such as camera motion, atmospheric turbulence, and blqrrihg
due to the optical = transfer func@ioﬂé of lenses, -the
degrading system can be modeled by the block diagram shown

in Fig.(1.2>.

- L
Jdeal Image Linear SysZém
>
FCx, v ] h(x,v,ct, (30

"Noise n(x,y2

FIG. 1.2.pMODEL OF THE IMAGE DEGRADATION PROCESS.

The ideal ‘image f(x,y) is first acted on by 'a linear
system with impulse response hix,y,a, 3. The degradation

>

process can be described by:

+m .

8,(x,y> = J];, hCx, v, 0, BOfCa, Bdadp3 [1.13
= 1

[ -
Y

Eqn.<(1.1)> is called the superposition or Fredholm integral
of the first kind. .

L2
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i

A noise n(x.y)> is added to ’g,’ to yield the degraded image

~ - -
gCx,yD> o g,(x,y2 + nlx,y2 ' ¢
or
. +oo )
g(x,y> = f hCx,v,a,32fCa,32ded3 + nCx,vo . [1.21
—_— ,, ) / o
' 2
In some cases, the linear.system in Fig.<1.2> is shift Ty

invariant i.e. hix,y,q,3) = hi(x-a,y=3{(V¥e will explain %his
later in chapter III.32. : .-

Then Egn.(1.2) can be written as a convolution

+m )
gCx,y> = I RCx—-0a, y=BOfCa, Bodadp + nCx,y) [1.31
¢ e ;
or ' k
g(x,y2 = h ® f +n ~ [1.41
and

E,(X,y> = h » f - - :

1.2.2 Different approaches.

Early techniques for digital image restoratlon were
derived mcstly frnn the frequency domain concepts d51ng the

Fast Fourier Transform (FFTD.

i/_The_ Fourier_ transform_approach.

The foundation of the frequency technique is the
convolution integral. The real task of image restoration is%
to recover the ideal 1m§§é £ from & degraded version

’g’.This can be done easily, if the linear system is shift

;nvariant C(LSID, b



S

because from Egn.(1.4) we have:

- G,CU, V> NCU, VD

FCU V) = + [1.51
HCU,V) HCO, V)

Ve can estimate FCU,VD from Eqn.<1.5)>. This method _has
‘been described in several papers [4-61. Thé previous
téchnique known as Inverse Filtering gives good results
providing that HCU,V> does not vanish at some sﬁatial
frequencies. A modified inverse filter to take.care of this
hqs_b;en suggested in (51,71, where the right hand side of
Eé;.(i.s).has_been modified in such a way to replace i-H by
Zzero in the range of (U,VD over which the noise is larger
than the signal. Ihe' method is known as Pseudo-Inverse
filtering. I - . - -

.In the presence of noise,“iinear least—squares error ‘
filter (Wiener- filter) are more effective E6k,[8]

t

iis The Spat.ial domain_approach.

i o e e i et et e e s e e i e s

In the linear model, the image restoration is
described by the Fredholm integral equation of the first
kind given by Eqn.<(1.2>. The discretization of this equation

gives a system of linear equations of the form [9]:
g = [HIf + n ] _ R [1.6]

¥Yhere g .: is the known or éiven degraded image.
¥ : is the unknown or undegraded image.
n : is the noise term.
LHI :Vis‘the real matrix resulting from the

'aiscretization of' the Point-Spread EFunction

(PSF). !

T ~ -
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The difficulty of solving Eqn. (1.6 directly is evident

. o]
_in the extremely large size of the - linear system.

image of size 128%128, the system, of

is of order 16384.

A clasgical

appraach for

N

salving Eqn.{(1.6)

For an

equations in 'Eqn.(l.é)

is to

calculate its least-squares solution. However, Eqn.(1.6) " in,

general is ill-conditioned,

i.e. small changes in ’g’ may cause

hecause

H

large

is near

changes

singular,

in the

solution ’f’. A successful technique fo® overcoming the

- ill-posedness of’Eqn.(i.G) has been suggested in [101]°

1.3 FOCUSING OF IMAGES USING SPATIAL OPERATORS.

As referred to in the title, this work is aimed at

developing an image processing scheme that can be

used f

the purpose of the restoration of images blurred either

computer simulation <({simulated blur>, or by an ima

or
by
ge

‘_fcrming system (out—p? focus blurd, with a minimum priori

knowledge about. the point-saread function, by utilizing 2-D

- -recursive (IIR> filters. The proposed scheme can be outlined

with the help of the block diagram shown in Fig.(1;3).

F{x,y2

aatd

Imaging
System

eCx,v)

2-D IIR
Filter

FCx,y2
s s 4

Display

FI1G. 1.3. DIGITAL IHMAGE RESTORATION SYSTEM.

*
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In the past two decades, extensive efforts have been
devoted to the prcblem of image deblurring under +the
assumption that the f;;qlse response of the blurring system
is known {(11-12]. In contrast, in many practical situations
one would not have_knowledge of the. point-spread function
(PSF>. Efforts at solving the image deblurfing problem when

s - -
the blur is random have been limited.

Early in 1967, Slepian solved the least mean—-square:

estimation problem (Wiener filter), for the case where the
L =

degrading impulée respofise, h(x,y>, is random [81].

Stockham et al [131, and Cannon [14] have found first the

nature of the blur by the use of the power cepstrum of, the

blurred iﬁage, then carried out the restoration process by a

power spectrum equalization filter. The Optical Transfer
‘ /
Function (OTF) was estimated by dividing the given (blurred)
|

image into sub-images, and then takinggaverages.,
' \
Heide [15] developed restoration schemes allowing for

random parameters in the system’s impulse response function,

by assuming that all randomness obeys Gaussian statistics.

Morton and Andrews [161 attempted to remove degradation:

from an image using a minimum knowledge about the transfer
function of the imaging system. The method was similar tao
that of Cannon with some mo?ifications in the OTF phase
’estimation.‘fhe only necessary assumptions made were: (i) the
PSF is spatially invariant.,(ii) the exteﬁt of the PSF is
small compared to the extent of the image, and (iii) the

blurred image'is noise free.

The akove techniques utilized the frequency domain approach.

\

P , -7 -
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¥Ward and Saleh [17] used the well known techniqﬁg of
rEStoration'by éuperposition of images. The éssﬁﬁﬁ%ions made
in this method were:ﬁﬁ) the impulse-response ﬁ(x,y) and the
noise n(x,y> are assumed to be statistically independent
rg?dom functions,(ii> the random function n(x,yd is

stationary and has zero mean EC(n(x,y)>>=0.

This thesis develoﬁs spatial domain procedures for
restoring images, blurred either by computer simulation or
by an image forming system <(camerad, hy utilizihg 2-D
recursive filters designed to meet the PSF gpecifications in

a least—squares sense [18]. The only blur considered is the

out—-of* f'ocus blur.

Several cases are considered:

1- L& (2) similar images are given, one in ,focus and
./
the other out—-of focus;

2- when only the blurred image is given.

For the first case, 2-D IIR filter transfer functions are

determined by using the two given images. -

For the second case, where- only the blurred - image. is.
given, an estimate for the sﬁatial congtant (o) of the
Gaussian PSF is determined from a degraded edge [191. Then
the corresponding 2-D IIR filtgr caefficients are found ' via

Shanks method [2C].

¥

—

The restoration is achieved  either by applying the
ipverse filter to the total image (globally) or if the blur
is'mqre severe applicétion of the filter to sections of the

image (local 6berapdrs) is utilized.

¥ -8 -
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1.4 THESIS ORGANIZATION. Ve

Chapter II gives a detailed account on digital image
processing in general.. It can be considered just as a

tutorial for readers with limited knowledge about digital.

gig{‘discussion on some of the

b
\rd‘
degradation process that . can be introduced by an image

image processing.

Chapter III contains a

forming system. We will describe shortly the three major
sources of degradation namely: motion'biﬁf, 3ﬁt, of focus,
" and atmospheric turbulence. Hogpver we will emphasize on
t.he out-of focus blur since we want to restore image
degraded by this kind of blur. We will consider our images
as relétively noise free so  we will not discuss the
restoration of noisy images, whiéh is, by itself, a large
-

different field in image restoration, an7 it wutilizes

statistical approaches.

Chapter IV gives us a detailed view on the different
approaches used in our work. Also the results of applying
the proposed'algorithms on simulated bBlur (by computer), as

well as, on camera blurred images are provided.

T‘j

Chapter V finally summariges the work done and discusses

n -

the derived conclusions.
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Chapter II
DIGITAL IMAGE PROCESSING
2.1 INTRODUCTION. e
The notion of processing an image, involvég¥ ﬁhe

transformation of that ;ﬁa from one form inteo another.
Generally, twé distinct kinds of processing are possible.
One, kind involves a form of transformation for whicl the
result appears a=z a néw_image which 'is different "from the
'original image in some desirable way. The inﬁﬁi and . output
are both imagesf”?tth the output an imprpved version off the
input. The other kind involves a result which is not an
image, but may £ake the form of a decision, an abstractian
or a parameterization. The input is %n image, but the ou@pug

is a description of the content. of that\iﬁage.

Techniques for digital image proceésing ma§ . be divided

into four principal. categories:

' }— Image Digitizaltion. |
2—- Image Enhancement and Restoration.
3~ Image Encoding.
4— Image Segmentation and Description.

——r—

Since the first two topics relate ﬁo the theéis  work,.
they will be describéd in the followirg sections: éor tthe
remaining topics ( wviz., Image’ Encoding ;§n¢- ‘IMage
Segmentation and Description) refer to the bibliography

cited at the end of this work.

-10 -



2\2 PIGITAL IMAGE FUNDAMENTAL : THE STRUCTHURE OF. IMAGES
i :

The images -we perceive in our every dh} vigsuals act.ivities

. : ' /
g normally congist of light reflected from objects. As an
energy, signal light, £(x,y) must be positive and nunzefnﬂ‘

This situation is expressed in Edn.(z.i)

0 < fCx,¥) < o [2.11

where f(x,y) refers-to a two-d}hénsional light intensity
function, and x and y represent. the spatial domain of the
image. Furthermore, since images are commonly formed from
light. reflected from bbjegts, the striacture of iﬁages

divides physically into two basic parts.

One part is the amount of light available f'or
illuminating the objects; the‘other is the abiTity of +those
objects to reflect light. These image‘ parts afe called,

Jrespecti#ély, the illumination ahd reflectance cnmpnhents,
and are denoted by i(x,y> and r(x,y>. Like the image itself,
~ these basic parts must Be.positive and nonzero as indicated

in Eqns. (2.2%and (2. 3).
W, 0 <itx, ¥ ¢ . [2.21
0 <rlx,y> <1  [2.3]

The functions i(x,y> and r{(x,y> combine, according to the
law of reflection, to form the image f(x,y). Since that law

~ is a product law, Eqns.(2.2)'and €2.3> combine as Eqn.(2.45

-0 £ fCx,v2 = iCx,yIrCx,y) < o - [2.41

—

which is in égreement with Eqn.(2.1>.

/ . _11_'
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It follows from Eqn.C2.4> that . two basic kinds of
information arg'sibpéd by an image. The first is carried by

i(x,y>, -and has to do primarily with the lighting of the

scene. The sédohd is carried by r(x,y> and is concerned with

the nature of the objects in the scene (r(x,y)=0, means

total absorption like black objects, and 1r(x,yd>=1, 'means

" total reflectance like white objectsD.

2.3 IMAGE DIGITIZATION.. ' -

To process any given image by a digital computer, it is

necessary to sample and discretize the given image.

Tﬁe image function f£{(x,y> must be _digitized hoth
spatially and in amplitude. Digitization of the spatial
coordinates (x,y) will be referred to as image sampling,
while amﬁlitude digitization will be called gray-levels
quantization. The image is then represented as a
two—dimensional méirix, ﬁhose __elements represent the
gbaf—;evels and their relative position in the image. Each
element of the array is referred to as an image element,

picture element, pixel or pel.

——

The fundamenial components of an image processing system

are shown in Fig.(2.1).

— -
oy
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| camera -—-—i——b-Digitizer--———bq :
N i i
Cb ject H Frame i
i \ i 184
; ;-1 pC
; L Memory ﬁ;
i ‘Display i
o i e .
EXternal ' Logic o !
Honitor : j_

—— FRAME GRABER ==

FIG. 2:1 COMPONENTS BF A DIGITAL IM@GF PROCESSING SYSTEM.

The image originates at a video.sburce, b& means of a
vidicon E;Tera. The analog signal produced by the camera is
then transformed to a digital format ‘through a process

called ~digitf§étion Canalag to digital _cbnverter). The

digitization précess involves taking samples of the analog

signal at discrete time intervals, and converting each

individual sample, or pixel, to a digital value; The digitgl.
data is then stored in the framef memory. Display 'logic
transfqrms the pixels stored in the frame memory back into
an‘analog format. (digital-io analog converter), so that

the image may be viewed on a monitor.

Thé next step in the digitization process requires that a
vaiué for N, the number of samples (dimension of the
matrix), as wellhﬂas, on G, the number of’ discrete
gray—levels for each pixel, -has to be selectgd. In practice
in digital image processing these quantities are chosen to

be integer of two; that is.

and

G = 2@ [2.61

- 13 -
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The digitizat.ion of an image is usually arranged in the

form of a square array of dimension N*N.

The resolution (i.e., the degree of discernable details)

of an image is strongly dependent on both N and m.. ¥hen

- these parameters are increased the resolution increases . and

vice-vérsa. As a basis for comparison, the requirements to
obtain a quélity comparable to that of monochrome TV
plctures N should be equal te 512 and m to 7 211 ° Ci.e.

—

512512 plxels with 128 gray—levels)

2.4 IMAGE ENHANCEMENT AND.'RESTORATION. T

Since chapter IV will be devoted to image restoration, we
are going, in the fulloﬁing, to déécribe; first the
difference between image enhancement and restoration, and
then we ‘will give ocutlines for the diffe?ent techniques for

digital image enhancement..

Both enhancement and restoration techniques deal with the

improvement of .a given image - faor human or machine

_perception. Enhancement  techniques are ddsigned to

manipulate an image to take advantage of the psychological
aspect.s of the human visual system, "while restoration
t.echniques are orient.ed toward\modeliﬁg the degradation and

applying the inverse process in order to recover the

original image,

3‘\‘,

- 14 -



2.4.1 Enhancement approach.

Digital image enhancement techniques may be divided into

two principal categories [21]: -
: B 5
1- Spatial~-domain methodsi

% 2= Freguency-domain methods.

r

Spatial~domain enhancentent techmigues consist of
procedures that operate directly on the pixels of the image
in question. Examples of spatial—-domain enhancemént.
techniques inclgde_ smoothing by neighborhood averaging,
sharpening by using gradient type operators, and global
enhancement by means of histogram modifica&%?n techniqueﬁlI
[22-261.

Approaches based on thesecond category consist basically
of computing a two—dimensional transform (generally Fourier
transform) of the image to be enhanced, modifying the
-transform, and computing the inverse yield an image that ﬁ%s
- been enhanced -in- some manner. Examples of frequency;domain
techniques include low and high«pass filtering for image
smoothing and sharpening, respectively, and homomorphic
filtéring for manipulating the effects of illumination and

reflectance in an image [22-231].



>

%
2.4.1r. 1. SPATIAL-DOMAIN METHODS,.

A- HTSTOGR{ﬁ MODIFICATION TECHNIQUES.

»
The methods discussed in this sub—-section géhieve
enhancement. by modifyiﬁg the histogram of a given image in a

. : £ . . . .
specified manner. é;?ugz proqeg@1 with a discussion of the
different techﬂiques, w \haVe\£o aéf e * what is meant by

~

histogram. The istogram is the probability\densitf function
of the gray—levels, or in other words, it is ‘the plot of
Pxka) versus\xk for k = 0,1,...,L~i; whereuL is the number
of levels, P (x,> is the probability of the kP gray level.
N . (j\\
The histogram-is of fundamental importance in “describing

the visual characteristics of an image.

——

o
N

— — —— ————
-

Histbgram equalization is the technigue which consist on .

transforming the his&ugram Px(x) off the original image in
such a way for obtaiﬁing a uniform histogram Py(y). The
problem can be stated as to determine the transformation
function TCx) which will yield the desired P,Cy> from P, Cx).
The transformation T is determined erm the desgsired Py(y);

the transformation function y = T(x) and its inverse x =

T_i(y), are guaranteed to be strictly monot.onically

%pcreasing in the interval 0,11 if the function T(x) is
étrictly monotonic in the same interval and 0 < T(x> < 1 for

x € [0,1]1. Under these conditions, P_(y) can be. written in

y
terms of PX(x) and T(x> as follows [211:

: P.Cy> = [PCx> g

. _ - 16 -
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A density equalization technique (23-26] is obtained from

A
Egn.(2.7) by using the transformation function

8 @ o S
y = TCx> = J P _Csdds 0 ¢ x <1 {2.8]
o

The most right.—hand side of Eqn.(2}B§’ is known as&flhe

 cumulative distribution function CCDFY of x.

.‘ N -

From Eqn. (2.8) we have that dx - of ol 1 ,- and Eqn.<{2.73
. dy P (xD
reduces to: -
PyCy) = 1 0 <y<1 £2.91
& which is a unifiorm density. -
&/ﬂéﬁ - 2=_Histogram specification.
.
J Although histogram equalization can be quite useful in

some apélications, but. this method is not appropriate for
interactive image enhancement since all it can do is to

produce a density function P_(y> that is’uniform. As it will

y .
be seen below , however, this approachrcan be used as an

intermediate step in a transformation which will yield a

- specified P _(y>. This transformation procedure is referred

_ y
to as histogram specification [211, [26].

Fqr the prev&ﬁﬁgfzggﬁhique (histogram equalization), fphe

gray—levels x of an imagé are transformed using Egn.(2.8) to

o lyield a new uniform set of levels z; that is

x - "
z = HCx) = I P Cs)ds [2.101
} . o T

w/~"”// ‘

-7 -
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(ﬁ\\ Ve. know from the above discussion that Pz(z) is a uniform
: Qdensity function. It is noted, _ hﬁ@ﬂver if 'we  specify a
. I 7 3.
density function Py(y) and apply Egn.(2.8> we will obtain:

-

z @ GCy) = JiPy(s)ds Cr2.11)

A
If the original image is first density equalized and the
new (uniform? levels are inverse mapped usirg the function
8"1¢z)>, the result would be an image whose gray—levels have
the desired Py(y). In terms 'ofu a transformation fun?ZTBn
T{(x> from x to y, by using Egns.(2.10) and <(2.11) we [ will

end up with

-

v = TC(x> = G [ H(xD ] ' £(2.12]

b

ES

It %is noted thaﬂ, when G'i[-H(x) T = Hx), this
expreséion reduces to histogram equalization. It is also~
noted that, the development have been carried out in
continuous matheﬁatics to simplify explanation. The rdiscrete
equivalents are theﬁ obtained by Stg;ightﬂorward extensions
A

of these results and are given below.

\ _ .
The discrete form of Eqn.(2.82> faor histogram =gualization

is given hy: "

. k n.
Vg = Tka) =3 "EL 0 = x5, 51 [2.131]
J=0 kR=0,1,...,L-1
where L is the number of levels, ny is the number of times
this level appears in the digital image, and n is the total

-

number of pixels in the image.

- 18 - ) . 4
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The discrete form of Ean. (2.12> f'or .. histogram .

. .
specification is given by: .

Vp = TCxp> = G™1[ HCxpD ] O s x5,y =1 [2.14]
R=0,1,...,L-1

‘?

e,

s



B= IMAGE SMOOTHING.

Imégé'smoothing is used for removing noise present- in a
digital image as a result of a poor sampling system or
transmission channel. In this sub—-section we will discuss

methods of noisg‘removal by the use of averaging schemes in

the spatial—-domain. »

§
I_Neighborhood_averaging.
N

If the noise can be distinguished from the gignal, it

becomes relatively easy to remove it, while leaving the

signal more or less intact (this exprebsion more or less.>

intact will be explained by the following>. For example if
the noise consists of isolated dots ("salt and pepper”);
while the ideal,imége does not. contain such dots, we can

detect the dots as pixels that differ greatly in gray-level

from nearly all of their neighbors; such a pixel can then be

replaced by the average of its neighhors. xis techni?ﬁé is
known as neighborhood averaging. »The smoothed image - is

abtained by using the relation:

gCx,y) = 2o 2 2 fCm,n> [2.151'
M Cm ,nleS )
for x,y = 0,1,...,N-1

where
fCx,v): is the original image.

&Cx,v): is the smoothed image.

S5: is the set of coordinates of. pointg in the
neighborhood of (but not including> the point (x,y).

M: is the total number of points in S.

N: is the size of thelimage.

L~

8 - 20 -
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Fig.(2.2) shows one approach for extracting neighborhoods

AN
from an image array
Nl -
T T K B S R e
+ + A+ o+ o+ F :
+ +[F F Fi+ + + + + 1 2 3
+_+ + ++ + + + + + + +
+ +]+ + +|+ + + + +
Cx,y2 + +FTFTFTF o+ + + + B + x0y> + 4
+ 4+ 4+ b+ o+ _ + -+ + 5
+ + + + + + + + + + 7 6
+ + 4 + + + + + + . o
.- M Neighborhood of point o
Picture E
¢

FIG. 2.2 EXTRACTION -OF NEIGHBORHOODS FROM AN INAGE ARRAY.

-

-

From Fig.(é.2) we have | Tj

S a {Cx=1,y=12;Cx,y~12;Cx+1,y~12;Cx+1,y0;(x+l,y+10;
Cx,y+ld ; Cx=1, y+13;Cx=1 y)}

and M = 8

-

J . .
The principal;problem with the previous discussed method

——,

is that, in removing the noise it. also blurs ﬂhe edges. Ve

. »
will next discuss how to avoid averaging across edges.

s

{ s > g V
2 Jelective averaging. -

To avoid blurring edges when locally averaging an imaée,
we ca& use a thresholding procedure (the word thresholding
will be explained i? the image segm‘ent.at.ion1 section see
appendix (H>). Instead of using Eqn.(2.15), we form g(x,y>

according to the following criterion:

- 21 -



. 1 z z o
‘ tf |fCx, v - —  fCm,n>»] > T
_ 1 3 3 femnd P M Cm,ndeS I
M Cm,nleS -- \
g(x!y)= ’
fCx, vy ot herwige . : , [2.16]

-

¥here T is a specified nonnegative threshold value.

3_Médian filtering.

+

The other method of local smoothing which removes noise,
but. does not blur edges is meaian filtering, where we
replace eéﬁh-pixel_by the median of the ”gfay—level in its
neighborhood. As an example to illustratéﬁ the method,

consider the sample image shown in Fig.€2.3)>.

30 | 4o 20 10 | 4o ) 30 | 40 20

Io |zoo qo So 70 10 200 40

4o 50 Qo 70 4o 40 50 20
i 20 30 40 50 So - Vindow'

Io {0 |Too 30 q0o

FIG. 2.3 A SAMPLE IMAGE TO ILLUSTRATE MEDIAN FILTERING.

—l
.

‘Median filter consist oh classifying the gray-levels
value of the pixels, in the window, in an ascendant (og @Q
descendant.) order. From the example ‘given in Fié:CZ.S)'we’ll
have the following classification:

10 20 30 40 [I0] 40 50 90 200
median Eray level

The central pixel in the windqw with gray-level value of
200 is reg;aced by the value of the median gray~level, i.e.,
40- : et



I8}

Note -that all the distussed procedures treat thin curves,

and round sharp corners as noise [27]. B

\\' 4_Averaging of multiple_ images.

There exist other techniques for smoothing operation, one

of them is based on tﬁe averaging of multiple images..

Wéihave
v gCx,yd = fCx,y) + nCx,y> [2.171
M .
grx,y) = L 2 g ocx,y0 [2.181]
L=0
same transmittéd

where M: is the total number of thsﬂ
image. ‘
fCx,y): is the noise free image.
Cx,v): is a 2-D noise process.
&Cx,vl): 1is the original (givenl> image. .
&Cx,y>: is the averaged image.
y -
The. assumption made in this method is that the 2-D noise

process ni(x,y) is additive,'and has zero average.

¥e’ll have [281:
. E { ZCx, v }= FCx, v 3 £2.191

where E{g(x,y>) is the expected value of g.

+

N | ' Y,

' '§23_
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C. IMAGE SHARPENING. ' IR

Since averaging pixels locally tends.to blur 'edges, we-
can expect. . that differentiation can sharpen an image
(averaging is equivalent. to integration)

%

z_Sharpering by differentiation.

The most commonly dsed method of differentiating in image
processing is the gradient. "[211.
The gradient of a function fix,y2 is defined

mathematically by: «

~

' T 3fCx,v) o
G { FCx, v } = | £2.20)
afCx.y) )
- ay

The vector G pointes in the direction of maximum rate of
increase of the function f(x,y>. -

‘The magnitude of G is given by:

V .' ‘ . . . 2 2l‘
Hag[ GEfCx,y3) ] = |G| = 1// 27 i () 28 [2.21]
¥l > 2y
for discrete images

’ 1.2
: .2 2
|G| :@{[ FCX,¥) = fCx+l,yI] + [ fCx,y) = fCx,y+1)] } [2.22]

ar
[G] = |fCx,¥D = fCx+1,y2| + |fCx,yo~~ fCx,y#12>|  [2.23]
The other useful approximaticn for the gradient; called

Roberts gradient is given by:
Gl ® [FCx,¥0 = fCx+1,y41d | + [FCx+L,y) = fOx,y#d|  [2.24)



The relationship between pixels in Eqns. <2.23> and

(2.24> is shown in Fig. (2.4> (ad> and (b>, respectively.
. .

FCx,v2 & fCx,y+12 FCx,v2 ,f(x,y+1§
fCxtr,yd T _ f(x+r,y)xf(x+1,y+:)
a)Gradient ~ L bIRoberts gradient

U FIG. 2.4. DISCRETE GRADIEN{ﬁ.

3.4-1.2. FREQUENCY-DOMAIN METHODS.

-

~ The foundation of frequency domain techniques is  the

convolution theorem.

gCx,y> = hCx,y? * f(x,yd | [2.25]
where g(x,y> is én image formed by +the conveolution of an
“image f(x,y), and a pasitiéﬁ-invariant opé}ator h(x,y> .(the
meaning of position invariant will be given in\chaﬁter III>.

The Fourier transform of Egn.(2.25> is given by:

GCu,v2 =& HCu,vI).FCu,v) : [2.261

G, H, and F are the Fourier transforms of >g, h ,and ¢
W respectively
' N . :
- A~ IMAGE SMOOTHING BY LOWPASS FILTERING.

Noise, as well as, edges in an image: are in the
ﬁighwfrequency content "of its Fourier transform. Thus
removing noise via frequency-domain can be \achievéd by

5 ‘ attenuating those high-frequency components in the transform

of the given imzgze.-
- *

- 25 -



Image smoothing in the frequency-domain can be stated as
a éroblem of selecting a specified function HCu,v)> which
yields GCu,v> by attenﬁating the high-frequency 'comhonents
of FCu,v>. The inverse transform of 8Cu,v) will then yiéid
the desired smoothed image g(x,y>. This technique is known
as lowpass filtering since all high-frequency cnmponents of
FCa,v> will be removed.

Several lowpass filtering approaches can Bé found in the
literature £211, {291, [3dj, here wé ére going -to shortly
describe the ideal lowpass filter CILPF).

I~ Ideal lowpass filter CILPFJ.

A two-dimensional ideal lowpass filter has its transfer
function given by: -
for DCu,v) < Do

K ' HCu,v) =

. .. £2,.271
& 0 for DCu,v2 > Do

where Do is a specified nonnegative quantity ',

and1‘D(d,v}=7 u?+ v¥ (i.e, the distance from point Cu,v)

to the origind.

A 3-D perspective plot of HCu,v) is shown in Fig.(2.5)
(ad>, while the filter cross section is shagn in Fig.(z.S?

Cho.

~

~
b



o " Du,v)
\ - {a) . : ] \qud :

FIG. 2.5 aY PERPECTIVE PLOT OF AN IDEAL LOVPASS FILTER
TRANSFER FUNCTION. b> FILTER CROSS SECTION.-

All the frequencies, inside the circle of " radius Do are

passed without attenuation ¢ HCu,v>=1 ), while all the other

frequencies are completely attenuated ( H(u,v);b b
'S : .

i »

B— IMAGE SHARPENING BY HIGHPASS FILTERING.

o

—

It was shown?in the‘previous subsection CA>, that edges
and other sharp transitions (such és noise) of _an image are
associated with the high-frequency components of its Fourier
transform. Thus image sharpening via frequeney;ggggin can be
échieved by ’‘attenuat.ing the  low—-frequency domponents
without disturbing high—-frequency _information of the
Fourier transform. The problem now is‘to select. a function
HCu,v)> which yields iG(u,v) by attenuating low—frequency
components of FCu,v). The inverse transform of G(u,és will

¢ .

then yield the deéifed sharpén image‘g(x,y). ”\\\

J
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This technique is &nown as highpass filtering, since all
iow—frequency components of Fcﬁlb) will be remaved. Similar
to the lowpass filter, sé#eqal approaches can be found in
the literature (211, [291], f30], we are going to describe
the ideal highpass filter C(IHPF> following the same

. procedure as in subsection CAD.

1. _Ideal highpass_filter CIHPFD. - 4

Its transfer function is given by:

0 for DCu,v2 5 Do - f
3 ‘ [2.287
for DCu,vd> > Do 0

where Do i% the cut—-off distance (radius), and D=7 u%+ v* .

*

A 3-D plot of HCu,v), aﬁ& its radial crqés section are

‘fhown by Figs.(2.62> (a>, and (b)), regpectively.

H{u,v4 - | Hw

1] —

\ | . D° D@Hﬁ
<o (ai (b}

FIG. 2.6 @) PERPECTIVE PLOT OF AN IDEAL HIGHPASS FILTER

e . e -TRA#SFER FUNCTION. b2 FILTER CROSS SECTION.

——

All the frequencies inside the circle of radius Do are

complet.ely attenuated € HCu,v> = 0 D>, while all other
frequégi;es are passed without attenuation ( HCu,v> = 1 2,
- s '



G~ ENHANCEMENT BASED ON AN IMAGE MODEL: HOMOMORPHIC
e FILTERING. '

<

From section (2.1>, we showed that the structure of
images divides physically into two parts <(illuminance, and
reflectance), which combined according to the law of

reflection form the image f(x,y> given byf

o

FfCx,vD = iCx,v).r(x,yD ' [2.29]
Homnmorhhic filtering is a frequency—domain procedure
.which operates on the frequency components of illumination
\and reflectance separately. The separation of the two

previougly named components of the image is achieved by

taking the logarithm of the image, because +Lhe Fourier

-—

Transform of the prdduct of two functions” is not separable

i.e., R

F { FCx, v } = F { iCx,y) } F { FCx, v } [2.30]

but if we let

SCx,y)> = Ln { f(x,y)} @ Ln { iCx, v } + Ln { rCx, v } [2.31]
" Hence _ . '

F { SCx, v } = F { La ( iCx, v ) } +F { Ln ( rCx,y0 ) }
or ;K\

F { sCx,y> } @ ICu,v) + RCu,v) = SCu,vd) [2.321]

Af' :



If we process SC(u,v) by means of a filter with transfer

function HCu,v>, it follows from Egqn.(2.26) ' -
ZCu,vd) = HCu,v2.5Cu, v f g
ar |

ZCu,v) = HCu,v).ICu,v> + HCu,v).RCu,v) [2.331]

'Back to the spatigl domain we have the relation

&

2Cx,y> = F~1 { 2Cu,vd }-

or

2Cx,y> = F1 { HCu,v).ICu,v) } + F°t { HCu o). RCu, v }
: . ~

/4

2Cx,yv2 =& {°Cx,y2) + v’ (x,y2 [2.34]
Since s(x,y) was obtained by taking the logarithm of the
. 'S -
original image f(x,y>, we have to perform the inverse

operation to obtain the enhanced image g(x;?); that is

8(x,y2 = exp (2(x,y2 ) =exp (1°(x,y0 + r’(x,y> )

ar ‘ s

8Cx,y) = exp(i’°Cx, vy .exp(r’Cx,y>) = io(x,y).ro(x,y) £2.351

The methcd described above is —sgfﬂiyized by the  block

diagram shown in Fig:52.7)

\l -
sCx,y) SCu,v) Z2Cu,v) zZ(x,v)
FCx, y3 - —— 8%, ¥3
—+4 Lo }—» FFT |— Hu,v) |—w| FFT ——e EXp }——o
Spatia efrecy Cepstrum Spatial
Domain Domain . Domain . ° Domain

FIG.2.7 HOMOMORPHIC FILTERING APPROACH FOR IMAGE ENHANCEMENT
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The main problem now is how to select HCu,v> +the filter
transfer function. V¥hat is known only is ;hat the
low~frequencies of the Fourier transform in the Quefrecy
domain, are asgsociated with +the illumination components;
while reflectance content high—-frequency dompnnents. '

£

A cross section of a filter function HCu,v> which will
affect low and high-fregquency components of the Fourier

transform in different ways is shown in Fig.(2.8).

H(u ,V) 4 ' N
T e - e m
P
'6',_ i '
v
-
D{uyv)
FIG. 2.8 FILTER CROSS SECTION.

e

A filter witlr a transfer function HCu,vd> 1like the one
shown in Fig.(2.8> will decrease the low-frequencies and
amplify the high ones. The result of a such filter is a
simultanepus dynamic range compression in the brightness,

N
together with an increase in contrast.



3

\
- '\ ;

2.4.2 Conclusion.

. / i
In conclusion a block diagram which is shown in Fig.(2.9)

summarizes, and classifies the image enhancement techniques

jheveloped in this sect.ion.

IMAGE ENHANCEMENT

| = . §

Spatial domain r-Frequéncy domain
Equalization 7
*Histogrem modification *Enhancement based on
technigues an image model-— Homo—
& Specification -morphic filter

'Neighborhood averaging

Selective averaging _
*Image smoothing *Image smoathing by
Median filtering lowpass filtering
Averaging of multiple

[=]

images .
.,
*Imagersharpening—-a.Sharpening by »Image sharpening by
differentiation highpass fiiltering

~

FIG. 2.9 BLOCK DIAGRAM OF IMAGE ENHANCEMENT TECHNIQUES.



chapier III <£:1~'

DEGRADATION PROCESS.

3.1 INTRODUCTION.

In order effectively to design a digital J“image
restoration system, it is necessary quantitativély to
characterize the image degradation effects before attempting
to perform the inverse operation té obtain a restored image.
It should be _emphasized that. ihe degree of restoration
success is dependent on the degradation model. Since the
restoration procedure is highly dependent. on the
apprapriatness of:médeling the degradat.ion pfocess, it is,
logic to start this chapter by explaining the ‘' different
sources of degradétioh. However, since 5; are dealing in
this work with. an image forming system, we will embhasize on

the three major sources of degradation namely:

N
b

—~motion blur.
—out.—of focus.

—atmospheric turbulence.

- We will devote a large amount on the lens abherration

(out-of focus) degradation.

- 33 -



372 DIFFERENT SOURCES OF DEGRADATION.
/

There are many sources of *gfgradation including the

problem of motion blur, atmdspheric turbulence, and out-of

focus.

3.2.1 Motion bluxr.

Motion blur occurs when there is a relative motion
between the object to be taken and the imaging systém
during exposure. The object appears at each instant. as a
translated, rotated version of what is termed the object
plane. Thus the -motion may be interpreted as relative
rotation and translation of two constant—distance parallel
plane. Hﬁ;n the motion is merely along one spatial
coordinate, the degraded image can be viewed as a family df

identically degraded line images.

- The pnint-sp{;ad function résulting from a unif'orm camera
motion can be approximated by a rectanéle whose orientation
and lenght. are indicative of the direction and extent of
blur. In the case of a horizontal motion of lenght 2d the

PSF function is given by [141:

, I
. 0 v 0 -0 5 X S +m
h(x,y) = 1 (3.%]
e~ v=0 .- -d s x s +d ‘
2d ‘

- 34 - .



&
Y
\

The Fourier transform of the PSF for a motion blur of

F3

lenght d whose direction is © degrees off ihe horizontal is

given by [311, [32]:

sinrlldf '
HCu,v) & e [3.21
R ndyf

rl

where f = u cos@ + v sin@

3.2.2 Atmospheric turbulence.

Of all the sources of degradation which ultimately limit
the resolut{gp in astronomicél photography with large earth
telesc0pés, turbulence in the atmosphere causes the greatest
'degradation. Most of the dggradatibn is due  to thermally
-induced refractive inhdex variations in the incoming
electromagnet.ic waves which is due to random variation in
the refractive index of phe mediuw between the object and
the .imaging system. Thedritical analysis of this problem
shows that the effect. of such turbulence is to reduce image
contrast. at the higher spatial frequencies of the ohjedt =Ju]
that:ﬂhe aﬁmosphere resembles a low-pass filter [33]1. The
turbulénce prbduces a relatively constant attenuation beyond
a certain spatial frequency. The amount Lgf attenuation
produced by the atmosphere depends uﬁon the iﬁtegration time

of the expasure. i

'"\)//.. -
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One of the methods to restore such degraded images is by
means of high-pass filtering (if the attenuation is not so
severe that' the higher frequendies are lost in the detector
noise) in the Fourier domain. The short. time exposure
results in an averaging of the random phase variations in
the Fourier tranéfcnm of the scene - blurred % by the
atmospheric turbulence so that a simple amplitude ;:Ifén\ is
adequaté to reétore the higher frequenqies. More_ complex
filtering and averaging pfncesses have been investigated.
All of these are applied to individual photographs
sequencies of short time exposures taken with large
telescopes in an effort to achieve substantially better
resolution with these instruments than has been possible up

unt.il now.

- 36 -



<

' 3.2.3 Oul-of focus blur.

Most léas systems are exact;y focgsed at only one
distance along each radius from the lens into the scene. The
" locus of exactly focused points forms a doubly éurved,
approx1mately spherical surface in-three-= ensional space.
Only when obgects/;n the scene intersect this surface is
‘their image exactly 1n focus; nbgect distant from this
surface of exact focus are blurred The amount of defocus or
blurring depends solely on the distance to the surface “of
exact. focus, as the distance between ﬁhe imaged point and .
the surface of' exact focus increases, the imaged objects
become brgfressively more‘defocused. '

Fig.(3.1)'shows the situation in which a lens of radius r
is used to project a poin# at. distance u onto an imaée plane
‘at. distance v, behind the lens. Given this. configuration,
the point would be focused at distance v behind‘ the lens,
but in front of the dmage plané. Thus a blur circle is--
formed on the image plane. In other words, when a polnt at
distance u > u, (or u < u ) is projected through the lens,
it focuses at a distance v > volor v< v > so that a blur

circle is formed [193. Q@
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Lens _ ' Image plane

to

Blur
circle

'S
-

w

FJ
~

- |—] s

‘Point \ _— Blur circle

r

. " 'FIG. 3.1 GEOMETRY IMAGING.

%
From Fig.(3.1> we have:

u

€~  u: is the distance between a point in the scene and the
lens. A
v: is the distance between the lens and the plane one
which the imége iz in perfect focus.
" v _: is the distance between ﬂhe imége'pulse and the lens.

(o

) e
u,: is the distance between the lens and the locys of

perfect focus. , -



3.3 IMAGING SYSTEM. L

-Every visual scene is an image. The eye is the. first
image formation system,(and ofJEourse, is not the only one.
Imaging devices consisting of lenées, mirrors, prisms, and
S0 ©On can e considered w0 provide a determiniétic
transformaézgﬁﬁgzjﬁn input‘ spatial 1light to some out.put
- gpatial light distA‘bution. The formulation of a complete

theory of optical imaging from the basic electrnmagnetié
principles of diffrattion theorf is a complex and 1lenghty
task; details may bel\ found in reference {341. In the
followi?g , only the important points of the formulation are
. presented, Most optical image formation systems are
considered as to respond as é lineap system in terms of the
fﬁtensity of its input and output. In optical systems, the
radiant light7intensity reflected or em;tted by the ﬁbject
is transformed by a set of ienses and apertures. The most
common optical image formatinn‘éystem is a circular thin

lens.
A

The relationship Between the image intensity and’ the’
object intensity for the optical system can then be

represénted by the superpositibh integral eduation

+m ’ . 0
ECx,y2 = II ?‘f(a,ﬁ)h(x,y;a,ﬁ)dddﬁ [3.31
-.:‘ _‘.m . .
'Wﬁer$ h{x,y,a,3> réprésents the image intensity response to
a point source qfllight and is known as the point—spread

.Qunction(PSF).
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wa’will have

hCx,v,q,3> = h(x-a,y-ﬁ)_

Eqn. {3.3) reduces in this case to

+x t

gCx,y) = JI FCa, BIRCx=cx, y=32dad3
B v o]

which is recognized as the convolution integral.
] o
®

¥e can outline the principal elements of

formation system into a diagram such as the one

Fig.(3.2).

i

The Fourier transform of Eun.(3.5) is given by

p ‘
GCu,v? = HCu,voFCu, vl

an‘ B

If ’h’ is pbsition invariant., we will explain this later.

[3.4]

image

given in

4

[3.6]

HC(u,vd is called the optical Lranéfé; function COTF> of the

imdaging system (the OTF i% the Fourier transform of the

-

PSF>. . | N

s

'\wﬁ ‘ y



. . Image formation
- ' system

Image plane

- o .

4

FIG. 3.2 SCHEMATIC OF IMAGE FORMATION SYSTEM.

3.4 SYPSF AND SIPSF. ¥

\ — v
P . ; 3

¥e introduced in subsection 3;3,‘the_notion, of position

»~
o

invariance, here in the following we are ¢going to define.

what ié éggﬂ by space - variant and space invariant for

lineayf;:stems. If as the point source explores the object
plahe{ the form of the impulse or point-spread function

. changes shape as well as position, then a gpatially variant
paint spread fuhction (SVPSF)'results. If; hoﬁevg;j— as the
paint source expibres the object plane, the point—spread
function changes only position ‘but maintains the same
functionnal shape then a spatially invariant  point-spread
function (SIPSF> is said to exist [7].

\ |



3.5 THE POINT-SPREAD FUNCTION OF IMAGING SYSTEM. o

S

Before QEveloﬁing restoration ﬁrocedures the ﬁoint—spread
function for the imaging system is first studied .by

- performing the following test experimeat. .

The Foufier transform of two blurped and in focus ihagés

shown in Figs.(3.3> and (3.4) are calculated.

k]

It follows from Egn. (3.6> that

" GCu,v? m HCu,v) FCu,vd [3.7]

" where G(u,@): Fourier transform of blurred imége.
FCu,v>: Fourieratransform‘of in focus image.
H(u,g}: Fourier transfofm of the -imaging system
proipt~sprégd function.
‘Hence ' , -
GCu,v)

FCu,vo

HCu,v) = ' [3.8]

- )

JE—-

The plots of thaemaé£;£ude and phase of the optical
transf'er function HC(u,v) are shown in ngs. (3.5> and (3.6>

for both cases.

-

Because of the clear dissimilarities of the transfer
- functions for the two cases, it. can be concluded +that. the
degradation introduced by the camera is not unique and has

to be determined for evef} case.
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FIG 3.3 b)Y IN FOCUS THAGE.
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FIG 3.4 b)> IN FOCUS IMAGE.
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'3.6 CONCLUSION.

The material.develnped in the previous sections is just
an introduction. We considered only +the problem from the
point. where a degraded'digital image is given; thus topics
dealing with sensor, digitizer and display were not,
considered in this chapter. These subjécts, although of-
importance are outside the mainstream of our present.

ﬂiscussioﬁ&_Far more details refer to the bibliography cited

at the end of this thesis.



4.1 INTRODUCTION.

s ‘ \ Chapter IV

]
i”/ ' RESTORATION.

o

Millions of images are created every day. Most of them
are of Qery fine quality. Some of them are of lesser
quality; and for these which are-of lesser 'quality it. is
feasible to consider the techniques by which the degrading

phenomena may be removed. This is digitair image restoration,

Thg problem of imaée restoration is the determination of
the original object distribution ’f’ given thel recorded
image ’g’, and a knowledge about. the point—spread function.’
The problem of the transformation or aperator ’T’ that mapé

’f? into g’ can be posed as

T { f }-—-———-—-+ & [4.1]
where for images we have

. -
ad gV = V. Q, , (2.2
T 1 f } II,m rCx,v,a,32fCa ﬁ?éadﬁ \ ¢.21]

The problem of image restoration is then to find the

inverse transformation T~! such that

i

T"“{ g } — f &3



—

is
L2

In a mathematical sense, the problem of image restoration
. . v
corresponds to the existence and uniqueness off an inverse

transformation.

By the end kof tQis chapter a detailed view on fhe
different approaches utilized in our work will be given.
Also the resulté-of applying the proposed algorithms, on
simulated blur (by computer simul&tion), as well as, on real

blurred images (by camera) will be provided.

We will start by giving an overview of some spatial image
pestoraﬁioﬂ techniques, and precisely invebsg filtering,

and Wiener filter.

4.2 ALGEBRAIC SPATIAL IMAGE RESTORATION TECHNIQUES.

\

One of the most common image restoration tasks is that of
spatial image restoration to remove distortion introduced by
an imaging system. Algebraic methods of spatial image

restoration are analyzed in this section.

There are two ways of going about image restoration. The
first way is called priori reétoraﬂion,.the assumption made
is that the impulse response function of the buééfigg system
is known. However in many ﬁractical situations one would not
Have knowledge of the PSF, hence the second way in image
resteoration which is. called posteriori  restoration.
References [5-171,[35-41] 'contain surveys of image

restoration methods. ‘31

=
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¢
4.2.1 Spatial filtering methods.

For the class of imaging systems in which the spatial
degradatlon can %}e modeled by a linear-shift-invariant
impulse response and where the noiée is additive, +the
restoration can be performed by linear filtering techniques.

-

These methods are deScri%ed in the following sections.

4.2.1.1 INVERSE FILTERING.
P

The earliest attempts towarquaage restoration were based
on the concept of inverse filte}ing in which the degradin=z
transfer function is inverted to vyield a restored image.
Fig. (4.1) -2ontains a block diagram for +the analysis of

inverse filtering.

e
. 0 A .
Linear  degrading
system

S-S
Flxyn2 . hCx,vD

Inverse
filter

R Cx, ¥ fix,y2

‘ . nCx,y

‘ | -
FIG. 4.1 INVERSE FILTERINGVIMHGEiﬂESTORATION.

g

s N

-
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An ideal image f(x,y> passes through a linear degrading

-

system with impulse response hg;,y), a noise nlx,y) is

) -k
- added. The degraded image g(x,y> can be represented - by the

convolution operation as ¢ refer to thapter IIID éa\.
- | .‘/ :
. +m // )
8Cx,y) = II f(x,yjﬁgx-a,ygﬂ)dadﬁ + nCx,yd f4.4al
or .
\
- / . .
gCx,¥2 = fCx,y> * RCx,y> + alx,y [4.4Db]
I ‘{\ !
Q~\7 The restoration system consists 'of a linear-shift
“) ' invariant filter described by the impulse response hr(x,y5.
¥ith this filter the restored-imége becomes
FCx,y> = [ fCx,y> ® RCX,yD) + nCx,y> ] * h.Cx,y> [4.51
-
"By t Fourier transform convolution theorem we will end up
T “with
%Cu,v? = [ FCu,v) HCu,v> + NCu,vd ] H Cu, vl [4.6]
where the capital letters--fepresent the two-dimensional
- Fourier transforms of their respective small ones.

4

IR .
/‘
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;
Now if the restoration filter transfer function H_ (u,v>

is choojgﬁ so that

o 1

HrCu,v) B —— [4.71}
CHCu,v2

Then from Eqgn. (4.6) we will have | |

NCu,vd
HCu,v)

FCu,v) = FCu,v> + 14.8]

—_—

In the absence of noise, a perfect reconstruction

results, but if noise is present we will get into trouble
‘;where HCu,v) becomes small. There have been several proposal
to take care oféghis problem inherent. to inverse filtering.

One of them (51%onsist.  in choosing a restoration filter

[}

+
@

with a transfer function.’ L\\
N
' HkCu,v) ‘ ———
HrCu,v) = ‘ .. [4.9]
HdCu,v)

Yhere Hk(u,v) has a unity value over the range of (u,v)

where the signal is greater than the noise and . zero

elsewhere.



- 4.2.1.2 WIENER FILTER.

—— -

Since inverse filteringfperforms pborly in the presence
of noise. An improved restoration quality is;;péssible with
Y¥iener filtering techniques. The impﬁlse fésponse of the
¥Wiener filter ‘is choosen in_such a way as to minimize the -
mean—square restoration error. The aptiﬁum lfilﬁéb "has  its

L\ - tranafer function given by: ' ' ®

H'Cu, v PRSRY

HrCu,v) = = [4.10a]
_ |HCu,vo| ¢f(u,v) + ¢n(u,v) ‘

> A or : .
H'Cu,vd .

- [4.10b}
|HCu,v2|? + K

HrCu:v) =

where H™ is the complex con jugate of H

‘\,.-.«._,

¢r and ¢ﬁ\gre the power spectral density of the ideal

N\

imag? '£? and thé noise 'n’. 0 ;
| . _
and K = wel '
f
In the absence of noise (i.e., ¢_ = 0> V¥iener filtering

n
becomes inverse filtering. k
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4.2.1.3 PRESENTATION OF THE WORK AND RESULTS.:

The purpose of this subsection -ris to restore a given
blurred image by using inverse and VWiener filtering

t.echniques.

First H(u,v> the optical transfer ‘function of the
blurring system should be found. This was done by using the

same approach described in reference [211 in page 200.

A white cardboard with a,.bfﬁtk‘ circle in the miﬁgle
formed the image f(x,y), which was digitized and stéred
(Fig.(4.2a5>. The camera was thengbiaced out—of focus, and a
new image g(x,y> of the-blurred black circle, was digitized

and stored (Fig.(4.2b)).

The optical transfef function HCu,v> can be approximated
by:
." )
o GCu,v) . )
H(u,v) & e L [4.113
. ' FCu,v2
where G{u,v): Fourier transform of glx,y>.
' ' F(u;v):'Fourier transform of f(x,y>.
To test inverse filtering a face (TIMKENT) was placed in
front. of the camera at the same distance, as that of the
cardboard,-while'tﬁe camera is still out—-of focus. The

degraded image obtained is shown in Fig. (4.3ad.

— -
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Since H<{u,v> has been determined, the restored image
could then ﬁe obtained by using Egn.C4.8)>. The 'rgsult
obtained is shown in-Fig.(4.3b). Hhile; the restored t‘;"mage
obtained using-Wiener filter C(Egqn.<4.10b>), is sho ﬂ in

Fig.(4.3c

4.2.1.4 COMMENTS AND CONCLUSION.

1

"'In examining the results* obtained .which are- shown in
Fig.(4.3). It« can be commented -that the Wiener ‘filter
performs better thén the inverse filter. The inverse . filter

technique is very sensitive to the noise. -

cIt ig clear that neither of the above two techniques
. ) ¥

L
yielded satisfactory results for the following reasons:
N : . "
1- The caméra system is space variant as concluded in

section 3.5.

\ X
2- Both types of filteriqg techniques are prone to
noise. . - '
-

In conclusion, the work done in this subsection was based
on a deconvolution proceés( via the Fourier  transform
technique.” This method is limited by speed, memory

requirements, and end results. f
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4.3 PROBLEM FORMULATION AND SYNTHESIS.

- 4.3.4 Problem formulation.

] e -
The input-—output relationship of an imaging system if

h(x,y) is posiﬂidn invariant) is given by:

glx,y2> @ hlx,yI> = fCx,y + nCx,y2
VWhere S o
' is the recorded or degraded image.
is the point-spread function of the imaging éysteml
is the ideal image.

is a random 2-D noise.

¥ B N K

is the 2-D convolution. .

Egn. (4.12> reduces to

+m . : '
g§Cx,y> =, J]' . hCx-a, y=-B32fCa, 3)dadf3 + nlx,yd [4.13]
—m ! '

The discret approximation of Eqnd4.13> is given by:

+wm “4co i
gCi, k> ®= 2 2 hCj-m, k-nOfCm,n> + nCj,RD £4.14]

M= &=

It can be verified directly that Eqn.(4.14)> is

¥
~ represented as the vector matrix equation [%2]:

s

g = Hf + n : . [4.15)

-



"‘ .. - ~

The difficulty of solving Eqn. (4. #5) directly is evident
in the extremely large size of the -}ineafyfsystem (fbr an
image of size 128*128, the system of eduations resulting
from Eqn.(4.15> is of order 16384>. Thus the use of

least—~squares technique estimation.
1 ) . - .,l .
The z-transfofm of Eqn. (4.12> when neglectfng' the( noise

term (n{x,y> = 0 D is given by:

Gz, ,2,? = HCz ,z,)) FCz, ,z, > / [4.16]

We would like to be able to synthesize a two-dimensional

-

recurzsive filter to perform the restoration operation ////,r

4.3.2 Synthesis.

5 ] o/

In this subsection we will bresent a synthesis technique
in the spatial~domain. .

two cases are consideréd:

4.3.2.1.FIRST CASE: BLURRED + ORIGINAL
AND BLURRED + SIMILAR.

H(zi,zz)

Y(zl,zz)

v

X(21’22)

Blurred image Original image

f}

3
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N

Let. H(zi,zz) be the desired impulse response (PSF) from
~the block diagram given above we have:
¥z, ,2,2

HCz, .z, = - [4.17]
XCz, ,z,?

Let. the approximating two—-dimensional recursive filter

transfer function be:

N N
E 2 a. - Z;i' 2;-i
Nz, 2,2 imo jmo I
FCzi,zz) o wemes—nio = [4.181
D(zi,zz) ' N N

2 5_ b. =t z'j
imo jmo 2

by = 1.0 ’

where N is the order of the IIR filter

¥e want to approximate the PSF by a . two-~dimensional

recursive filter

N N
2 2 P =i
a . z z
YCz ,z,2 imo jmo z
HCz ,z,) = —_—1 2 = ' : [4.19]
szl,zz) N N

_.i_‘ .._J'
z 2 b . z, z,

imo jmo “J

b,, = 1.0

The time ‘domain synthesis, is pp find the 2¢N+1)>2%-1
coefficients {aij} and {bij} such that f£{i, j> approximates

h{i, j> over the range i,j = 0,1,...,M.

- 60 -



From Eqn. (4.19) we have

N N N N

: 2 2 Tipmi XC > 2 2a PPt
. Y(zz'zz)i.ojﬂobtj 2y 227 7 2302, imojmo b 2y %22

or
N N N N f/'/’
|
2 2 b ymin-j> = 2 2 a . xCmei,n-j>  [4.20]
imo j=g I i=o jmo ‘)
for m,n=0,1,...,M

Since bob = 1.0, Eqn.<4.20> implies

N N . N N
vCm,no + 2 2 b, vim=i,n=j> = 2 2 a . xCm=i,n=-3) £4.211
. im0 jmo ‘) imgjmo ‘)
i+j =o

for m,n = 0,1,...,M

For an exact recursive realization [42]}: M = 2*(N+1)2—1

¥e want to find the cdefficients {aij} and {bij} in such
a way as to approximate ’y’ by Y4’ (desired output>, and

such as A.o0 mig;mize the total squarred error.
Let, y(m,n) = yd(m,n) VY m,n

Yhere T
' yq¢m,n)> is the desired output image.

y(m,nd) is the actual o/plbf the transfer function.

1

xCm,nY is ﬁhe blurred image.

- 61 -
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Hence from Eqn.(4.21) we héve:

h
' N N , N N
vg(mnd + 2 2 b . yyCmei,n-j> =2 2 a_ . xCimi,n-j) [4.22]
: izojmo ‘3 imoj=o
i+jmo '
for mn = 0,1,...,M

’Introducing the error e(m,n), that we shall add +to  the

right hand side of Egn.{4.22) to produce the equality

NN ‘ . N N
yCmare 2 2 b, [ Vglmi, n-jI=eCm, )+ 22 a xCmri,n-j> [4.23]
X imo jmo imo jmo® EB’
' 1+Jﬂo ) : .
for m,n = 0,1,...,M .
or . - ]
- MN | N N~ .
e¢m, nd=y Cm, 0% 3 b, Vglm—i,n=jo= 22a xCmi =32 [4.24)
Tdimo jmo' im0 j=o'
i+ jmo
N 5
for m,n = 0,1,...,M . p Yo
N ( o~

The total squarred error is equal to:

M

e E = { eCm,nd }
mno n=mo

4
i

The total squarred error ,E, can be minimized by setting

its partial dePivatives with respect to the parameters {aij}

and {bij} equal to zero.

L
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Hence
xo a f 2
[ eCm,
2E -2 2 2 eCm n)m———im=0; for 1,k = 0,1,...,N
autk moon=o 6atk
r
x e J
m,n
% -2 2 2 eCmn)——_ =0; for 1,k = 0,1,...,N
o, m=on=o b, but 14k = 0
- -
[ deCm,n)
w -~ xCm~I,n-R> for I,k = 0,1,...,N
aa, and m,n = 0,1,... . M
4 .
deCm, n)
- yd(m-l,n—k) for i,k = 0,1,...,N; 1+kmD
L éblk and m,n = 0,1,...,M
&

[4.25]

[4.261]

£4.271

£4.281]



~ i

VAN .
By ‘utilizing Eqns.(4.25> to <4.28) we will end up with:

[ n u N N |
2 2 2 2 a  xCmei,n-joxCm-1l,n-k> § -

m=o0 n=o | imo jmo '

' M N N & _

2 2 2 2 b yz(m-i, n-jixCm=l,n=RkR> =

meo IO i=o J.:ro
i+ jmo k
M M
2 2y CmnoxCmel,nek) [4.29]
meo n=o
for 1,k = 0,1,...,N
1 and
M M N N
2 2 2 2 a,  xCm=i,n=jIy -1, kD -

m=o n=o iz=o jm=o “I

H M N N

2 2 2 2 b, yde-z n-Joy Km=1,n=k =

m=0 n=o0 im0 Jao
i+ jmo
t M M
2 2y CmndyyCml,n-k> [4.30]
meo neo
| for 1,k =0,1,...,N ; but l+k'»-0

Egns.(4.29) and (4.30) will provide us a system of
2(N+1>%-1 linear equations whiclr have to be solved to get

the coefficients {aij} and {bij}.
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4.3.2.2 SECOND CASE: BLURRED IMAGE ONLY.

—

From Eqn.<4.19> we have

N N

- -
Z 2 e . 2, =z,

imo j=o *

HCz, ,z2,2 =

N N
p 2 b, z;i' zd
imo j=o z

b if;f;

Q0 \
. ™.

[4.311

/
To find the coefficients of the two-dimensional IIR

filter we will use Shanks method [20] described by the

following steps:

From Eqn. (4.31> we have

N N - N N

HC 2 1y 2,2 2 Eb zt 27l o 2 Ea.. 27t 27
1 imo jmo vty T2 T2 imo jmo 1 "1 T2
or.
N N
2 2 b nwi,n-jd = a
imo jxo mn

for m,n = 0,1,...,M

where e
N : orﬁéi of the filter.

M : size of the image.

Since am = 0 cutside the square m,n.= 0,1;...,N

R defined in Fig.(4.43), -
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./

HenceEqgn. (4.33)becomes: . s

. N N &
2 2 b . RCm-i,n-j> = 0 £4.34)
i=o jmo ‘I _
for m >N or n >N
or we have boo = 1.0; Hence Eqn.{(4.34> give us:
N N
RCm,n> + 2 2 b, hCm=i,n~j> = @  [4.35]
' ¢ im0 jmo ‘I
N i+ jmo
for (m,nd e« R .
or
| N N
ACm,n) = - 2 2 b . hCmei,n—j) [4.36]
i=o j=o' ‘! .
i+ jso
For (ﬁ,n) e R
n -
M
e _ﬁ‘““\/ﬁ\
/ \ ~
4 ;
/ R
N \
/
S
N M m

FIG. 4.4 REGION R OVER WHICH am£ = 0.
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We have to find the denominator coefficients {bij} of the
filter, in a way that hCm,n> will approximate the desired

imgulse response h,;(m,n>, and such as to minimize the total

. squarred error.
Hence
N N
hgCmend ~ = 2 2 b hyCm—i,n-jD [4.371
- imo jmo -3 - ©
1+ jro
for m,n over R

Introducing the error signal ed{m,nd.

N N
hgCm,nd = eCmmd = 2 2 b . hyCmei,n-j) [4.38]
imo jmo ‘3 .
1+ jnto
m>N orn >N
or ‘
N N
em,nd) = hy(m,n) + 2 2 b . hgCimmi, n=j2 [4.391]
imo jmo ‘3 ' '
i+ jmo
for m > N or n 2> N.
Let E be. the total squarred error
s e : 2 | '
) E = 2 { eCm,nl } [4.40a]
T Cm,no)eRk L
N N : 2 _
Em 2 2 2 2 b, hglmi,r=j> + hylm,nd . [4.40b}

e Cm, noeR ixo j=o
i+ jmo

- 67 -
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If we differentiate , E , with respect to the denogiﬁgior

coefficients {bij}’ remembering (boo = 1.0, we will get. Lhif .
i .

fellowing set of linear equations.

N N

M
2 2 2b  hym-i,n=jOhgCm-l, n-k> } = -
ek | i=e j=o ‘) -
i+ jmo
A S -

s S -
- ‘ hC m,noh ,Cm=1,n=-kD [4.411
Y mnoer @ d '

_for 1,k = 0,1,...,N ; but 1+k m 0

Solving Eqgn.(4.41> we =~ will find the  denominator

':coefficients {bi.}.'To compute thé@>numerator coefficients

J
{aij}’ we have to use Eqn.(4.33D
' N N _
a. = 2 2 b . h,Cmi,n-jD [4.421]
M j=mo jmo ‘1 d J

for m,n = 0,1,...,N

Before being able to compu[i-the coefficients_ {bij} and

{a; j}ffrom the recursions given in Eqns.(4.41) and <(4.42),
s s e

-

respec;ively, we have to find the impulse response of the

imaging system C(PSF) from the available image.

F 4
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<-The only assumption made is that the PSF is approximated

—

e

by a two~dimensional Gauq an.

1 r?
G(r,00 & ————mve——EXP ( -

] £4.431

- 2
s, \\ i /Znaz ' 20
Where _
o : spatial constant.
" radial distance. : : »

The only unknown in Egn. (4.43) is ’b’ the leHt-spPEEﬂ%k

functlon spatlal parameter (i.e., the radils of the imaged
_ 7,
polnt’ “blur circle™. 7

-

Measurement. of ‘¢’ has beeh determined using a similar
appruacq t.o that of Pentland {191 with sowe modifications.
The diffeTent steps to measure "’o’ are déstribed by the
ifolluwing.' f:;ﬁ

—Measurekgnt of _o: . _ \f\\ﬁ

. E - >

The measurement of o’ presents a problem because ;a’
itself is functlon on both the” chagacteristics of the scene
‘and those of the Jlens system. Toc eliminate the first. effect
we have to look. for places in the image with known
characterigstics, like edges or isblateﬂ ppints,"the dat.a
-surruundipg them can be used_ib determine ‘o,

-

1

An estimate for o’ can bhe obtained from a degraded edge.

ome e
L

- We will use this approach to find ’o’. .

CTt

N

4
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>

¥e define C(x,y> to be +the gradient of the given
(biurred) image to detect all the edges.

From [19] we have

CCx, yo=y [Gc'r ,aO*ICx, y.)]

¥here I(x,y> is a verticgl- step edge in the image of
' oo
magnitude &

+oo

- CCx,y2 -” V Gy ( /(x-u)z + Cy=vd% o ) ICu,vddudv i4.441]
~a

aor v
& -xZ
CCx,y> = & GCX,0) @ ———— exp [ ] [4.45]
2 207 .
) : 2no

Takiﬂg the absolute valﬁe, then the natural logarithm, 'we

will end up with:

& . xZ , '

La [ ] - ——— =Ln | CCx,y> [4.461
) 2no? 2a

We can reformulate Eqn.(4.i6$.as: Ax®* + B = C (4.471

Yhere ’ ’ . .

: -1 & .
\J 2 cemimnee—s ; B = Ln [ —————— ; and C asLln lccx’y)l .
2 o
. 20 N . -/ 2 02 J . .

Mo

From Egn. (4.47), we can estimate A, and thus obtain o

~o_ ’

—

= 70 - ,\
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The solution of the linear regreésioﬁ\sjven in Egn.(4.47D

is:
N
2 (x? - %2, :
. imo S -
4w o ;. B =T - %24 [4.48]
N s (ﬂ
2 ( xZ - x% yx?
. 1 i
i=o
¢ &
Yhere nﬁ\- -
N ) . ;
41
< X% w Su xf
- N imo . P
- and N: extent of the bjiur
An est.imate for ‘o’ ig:-¥
1 - .
‘ e R — [4.491]
—24
N
o .
After determining ’o¢’, the impulse response of the imaging
system is fully determined. Now we can calculate {b } and
© {ay } ‘the filter coefficients’ by wusing Eqns.(4.41) and
<4.42). ' B
An estimate ’%; for ’f’ can be found from: - o#f
N N N
FCmnd = — DD b, gCm=i,n~j> - 2 2 q § FCm=i =
a0 |imo jmo ‘I . imo jmo
L i4jmo
* et
for myn = 0,1,...,M [4.501
where i
| £ : is the réstorgd iﬁage.
and g

is the recorded or degraded image.

P



resent gimulations on images
ation and experiments on camera

blurred by 239
-blungng;ma es, byluﬁ}ﬁg the previously discussed methods.

4.4.1 Procedure. . (/

“4.4.1.1 FOCUSING OF IMAGES USING BLURRED+0RI$}NAL PICTURES™

The experiments were ﬁerformed on an IBM AT personnel
’ /
computer. The cbefficient. aij} and {bij} of the IIR filter

were obtained by using the_recursions given in Eqns. (4.29)

~and (4.30>. The algorithm'was tried on 4 different images

4 [

with various amount of simulated blur <by computerd>. The

images considered have a resolution of 256#256. /The
-

coefficients were found globally (using all the image>, and

locally by using sub—images of 128#%128 pixels each.

Figs. (4.32, (4.6), 4.7>, and (4.8) show the results

obtained.

Finally we present restoration_,.of true camera bluired
images by using the same procedure as- previously. The
results are shown in Figs.(4.9), and (4.10). :
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4.4.1.2 FOCUSING OF IMAGES USING SIMILAR PICTURES.,‘;

~

-

(-
As Definifion of _sgimilar picture:

Two different images are statistically similar if they

—— &3

- t i
have' ‘similar autocorrelation function TL161,i e, ,

F(u,v).F*Cu+Au,v+Av) is similap for both images.
- | . ﬁr"- . h ¢ T )

ﬂThe,technique of ‘using two gimilar” images was first
aﬁ%lied for restoring old acousticgpregordihgs (signal
processingl . .and ﬂhen generalized for the case of images
degraded by some common form cf blur (for gxémple mot.ion
blur and out-of focus)> [13]. ﬂowever'unlike- the ear, the
eye is sensitive to phase distéﬁpiog. The major weakness of
the approach is the inhability to correct. for +the . unknown
phase distortions_ in the geﬁeral case. Cole ' [431 appiied
with some sucéeéé‘the gpproach by.assuming opt.ical trénsfer‘
functions of =zero phasq. Cannon [14], and Morton and Andrews
~"L16] uSqd the same approach but calculéped the phase by
dividing the image into sub—images and then by assuming that.
windowing =i és'resulting differences in phases that are

relati?@fﬁksmall.

¢

Fig.€4.11> contains four images which are statistigally
similar. The results of the corresponding calculation of the
auvt.gcorrelation Tfunctions are given in Figg.(4.12a),

<
4.12b>, (4.12¢c>, and (4.12d>5. :
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4.11 SINILAR IMAGES.
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A global transfer function (PSF> was obtained from two

similar images (one in_focus and the other out-of focus)

using the recursions given in Egns.(4.29>, and €4.30)>. The _

_detenmlned PSF was applled locally by using sub-images of
128*123 plxels Pach - N

;

N

- .
Figs.(4.43c>, and (4.14c> present the results of the

restoration proceduré by using a third order filter, on the
images shown in Figs(4.13ad), and <(4.14a), and by using the
image in Figs.(4.13b), and.€4.14b> as the similar in focus

image. The images in this experiment are of gize 25@*256\

-

pixels.

A
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"CAMERA.
4.13 ¢) RESTORED IMAGE CLOCALD.

FIG.:

FIG. 4.13 ad BLURRED IMAGE BY

4.13 h) SIMILAR IN FOCUS IMAGE.
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4.1.3.3 FOCUSING OF IMAGES_ﬁSING THE BLURRED TIMAGE ONLY.

J——

1/ Estimation of o

Step i: Threshold the blurred image, g(x,y>, (the algorithm

provided in [44] was utilized). Use the thresholded
image to detect the location of the edges points.
The second derivative approach is not uatilized in

this step because of its sensitivity to noise.
Step 2: Find the gradient of the blurred image C(x,y).

Step 3: By using the coordinates of the border points

located in the first step, calculate N the extent of

—
]

the blur in pixels.

Step 4: By using th.(4.48) find A’, and thus ‘0’ fro
Eqn. C4.49). '

Having estimated ’o¢o’, +the point—-spread function can be

determined.
v ) - k
2v Calculation of the cepefficients {aij} and {bij}

of the corresponding 2-D IIR filter.

Step 3: By the use of the recursions given in Eqns.<4.41),

and (4.42> compute {bij} and {aij} respectively.

3/ Det.ermination of ’f’- an estimate for “‘f* by

- inverse filterine.

Step 6: Compute f(x,y)‘an estiﬁate for f(x,y> by the use of
Eqn. ¢4.50>. -



 B~/_APPLICATION,

7

The aléarithm‘given above, was applied on various images
of size 256#%256, glabally, and locally by using windows of
size 128%128 with 0, and 50 overlapping.

X

The results of the restoration procedure for images
blurred by computer simulation (simulated blur) are shown in

Figs.(4.15), €4.16>, (4.17), and (4.18); while Figs.(2.19),

c¢&%0), C4.21>, and €4.22) show the restoration of imagéa\

blufred by the camera (real blur.
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4.4.2 Conclumion and comments. -

-

Va
7

In this section algorithms were provided for focusing
images suffering from the out-of focus blur. Three--cases

were considered.

The first case where the blurred and originél images are
given; was just agqiﬁfgimediate step to check if inverse
filtering in the space domain through the use of 2Z-D IIR

fiilters is valid. The results obtained, which are shown in

Figs.(4.9) to (4.10), give enough evidence of the validity

i

\
s

of the approach. ‘ \

For the second case restoration has been performed, and
the results are highly promising, but the principal problem
with this method is o find a similar in focus picture -to
the blurred one, and this was not an easy task. To obtain
the résults shown in Figs.(4.13), and [(4.14D we _tried the
restoration process an 20 differsnt images. The major
weakness of the solution is its inhability to correct for

the unknown phase distortions in the general case.

The third case requires only the blurred ' image .and the
only assumption made was that the PSF cag be approx1mated by
a twoﬂdimen51onal Gaussian. The validity of usging arGaUSSLan
to describe the poih —-spread function is described.in [191.

The results obtained by this method which are shown in

'ﬁFigs.(¢.15) to (4.22>, are as good as the ones obtained by

the second approach (similar).
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Froﬁ the results obtained it can be concluded that the
third case, where only the plurred image i;navailable, gives._.
results which are highly promising and is the most realistic
case.'It can be notided also that local _ﬁperators performs

better than the global ones.

The resﬁlts obtained by focusing of images blurred by
cnmputer simulation are almost perfect. The difference in
sharbness between the 5Lurred and restored images is

evident... ( o

The';ésults obtained for images blurred by camera are not
as good as’the ones obtaired for images blurred by computer.
This can be easily explained by looking at Figs[(S.B), and
(3.7> which show the plots of the magnitude and phase ofrthe
imaging system’soptical transféi\function. The plots show
that. the PSF introduced by the camera is scene dependent. A
way. to overcome pyié constraint. was by using iocal”
operators. For example for the third case, the blurred image

was divided into sub-images, then we calculated the

.corresponding 2-D IIR filter coefficients ng’ the most

blurred sub-image <(i.e., the sub—-image which hgé the

greétest o’ ). After that the filter was applied on all

© sub—images.
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. -
\- - Table 1 shows the different values of ‘¢’ before and
af'ter processing some of the images. - '
3 . .
_"'--..\
” Figure number a“before'}roc. - q/&fter proc.
4.18° - 1,20 . ¥ 1.04 T
4.16 1.40 1.11%
- 4.17 1.30 - 1.04
4.18 1.70 1.28 [ -
4.19 1.60 T . 1.20 . : ~
4.20 . 1.37 ' 1.07 |
4.21 1.34 1.08~
4.22_ 1.43 . 1.10
TABLE -1 DIFFERENT VALUES OF ‘o’ BEFORE AND AFTER
PROCESSING. -
™~
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. ) Chapter V.©
SUMMARY AND CONCLUSIONS..

5.1 SUMMARY OF THE WORK DONE.

-

This work has dealt with image_restoratibn. The problem

' considered -was: ~ FOCUSING ' OF IHAGES;“‘USING - SPATIAL

OPERATORS. *°.

A spatial domain technique for restoring out-of focus

-

images, with a’ minimum priori knowledge = about t.he

point—-spread function of the imaging system was presented.

The réﬁtoration has been achieved by mean of 2-D recursive

CIIRD digital filters .-  designed - to meet  the  PSF
specifications in a 1east—squareé sense. The proceduhe ‘was
applied to different. blurred images for different cases. The

results . obtained Edemonstrated the effectiveness of the

method. Also for é matter of comparison frequency domaiﬁ.

.techniques <(inverse filtering and VWiener filter) were

presentéd. "The diff'erence in -sharpneéé and resolution
between the different. results obtained by the two approaches
is evident.This can be explained by the following:

| It was pointed out in ;hapter III that the PSF introduced
by the camera is scene dependent and therefoneh the
degradation process or PSF has to be determined for every

case.This fact was not utilized for the inverse and VWiener

filtering appréﬁhes. The optical transfer function of the

imaging system was obtained from one scene, then was applied
to restore a second one, as described by other researchers

in the field [21].

-
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‘\t/ It was our experience that for reasonable amount of blur
h

§.-2 CONCLUSIONS. ~

P

L
~

From the abové work it is concluded that 2-D recursive--

CIIRY filters* can be applied for restoring out—of focﬁs

-

’PL ) . : > .

- The restoration procedure requiredlnnly a modest amount

images. '

of computing time with respecfd t0  the frequency domain
approach. The restorations algoritggf, for images of size _

128%128, required less than three minutes on an IBM AT

upersmnal computer running at 6 Mhz. Yhile for the frequend%

domain it required between 13 to 15 minutes.

e algorithms converged, and we ‘obtained a good restored R
imaggi However for severe distortions the algorithms began
to faii._Also like it was pointed out. at the beginning of
this worﬁg:e considered only the out-of focus Blur for +the
case where tgﬁ‘image is relatively noise free. Other'methods
need to be expionggu;af'éyher sourcesof blurs andl'for the

noisy images.
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APPENDIX - A -

C---- This progrem will perform\ the <{nverse jfiltering
ogeration tn the frequency domain by the mean of an FFT.
It gperforms the deconvolution of two functions, See

chapter IV for details.

'REAL Y(128,128),X (128, 128) ,GMAG (128, 128) , GPHA (128, 128)
REAL A(10,10),B(10),Z(10)

CHARACTER ©(128,128)" |

CHARACTER*13 FILN L
P1=6.283183307179586/2. \ ~
NSI1Z=128 : |

M=z N - w

 WRITE(*,51) E | o \Xk

51 FORMAT(* INPUT FILENAME FOR THE FIRST IMABE ———> *\)

READ (%, ” (A13)? JFILN

- GPEN (1,FILE=FILN, FORM="BINARY" , STATUS="OLD" )

READ (1) ((B(I,d),J=1,NSI1Z),I=1,NSIZ)

CLOSE(1) ~~ . . -

—

et —

-

T Thé firet tnput image is reeaed and <&  written 4n X
T (real2 and Y (itmaginary..

o

DO 1 I=1,NSIZ | C
DO 1 J=1,NSIZ ‘
X{I,3)=1CHAR(G(I,d))
Y(1,J)=0. | ' o
1 ° CONTINUE
CALL. TRANS(X,Y,NSIZ,M,1)
WRITE (*,%)* THE FIRST DFT IS DONE’
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DO 8 I=1,NSIZ

DO 8 J=1,NSIZ
TX=X(I,d)
BMAB (1,33 =SERT (X (I,d) **2+Y (1,3) ##2)
BPHA (1, 1) =ATAN(Y (1,3} /X(I,3))
IF(TX.LT.0.)GFHA (I, d) =BPHA(I,J)+FI

8 CONT INUE
& - " -
.- WRITE(%,52)
a2 FORMAT (* INPUT FILENAME FOR THE SECOND IMAGE ~-——> *\)

READ (%, (A13) *)FILN

OFEN(2,FILE=FILN, FORM=’BINARY’ ,STATUS="0LD")
READ(g}E(G(I,J),J=1,N312),1=1,NBIZ) —
CLOSE (2)

L

-

Cw=-==- The second itnput image i5 read and s written <n
Creat? and ¥ {imaginaryl.

.-

DO 11 I=i,NSIZ
DD 11 J=1,NSIZ
- X(I,J)=ICHAR(G(I,J))
Y Y{I,Jd)=0.
11 CONTINUE
CALL TRANS(X,Y,NSIZ,M,1)
WRITE(*,%)*> THE SECOND DFT IS DONE’
DO 18 I=1,NSIZ
DO 18 J=1,NSIZ
X=X,
IF(BMAB (I, ). EQ.0.)G0 TO 132
BMAG (1,J)=SERT (X (1,3) ¥%2+Y (I5:3) #%2) /GMAG (1,3)
132 GPHA(1,3)=ATAN(Y(I,J3)/X(I,J))-GPHACI,J)_ _
IF (TX.LT.0.)GPHA(I,J)=GPHA(I,J) +PI
18  CONTINUE
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~

WRITE (%,%)? HU,V) IS DETER:}NED’
WRITE (%,53) o \ ’ .
FORMAT (> INPUT FILENAME OFf THE ERURRED IMAGE ———3 °\)

w
o

READ (%, (A13) P YFILN e
OFEN (3, FILE=FILN, FORM="BINARY’ . §TATUS="0LD")
READ (3) ((G(I,d),d=1,NSIZ), I=1,NS1Z) /
CLOSE (3)

Ce=-== The blurred <+mage’ <& read and 158 written in
Crealldand Y (itmaginaryd. '

DO 111 I=1,NSIZ
DO 111 J=1,NSIZ
X(1,3)=ICHAR(B(I,J))
Y (1,3)=0.
111 CONTINUE
CALL TRANS(X,Y,NSIZ,M,1)
WRITE(*,%)* THE THIRD DFT IS DOKE’
DO 118 I=1,NSIZ
DO 118 J=1,NSIZ
TX=X(1,d) ,
IF (GMAG(1,J).EQ.0.)60 TO 1132
BMAG (1,J) =SART (X (1, J) #%2+Y (I,J) #%2) /GMAG(I,J)
1132 GPHA(I,J)=ATAN(Y(I,J) /X(I,d))-GPHA(I,d)
- IF(TX.LT.0.)BPHA(I,J)=GPHA(I,J)+PI
118 CONTINUE ' o
WRITE (%,%)* OUT(U,v)} IS DETERMINED’
DO 136 I=1,NSIZ | | .
DO 136 d=1,NSIZ
X(I,J)=6GMAG(I,J) *COS(GPHA(I,d))
Y(I,J)=GMAG (I,J) *SIN(BPHA(I,J))
136 CONTINUE
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CALL TRANS (X, Y,NSIZ,M,—1)
WRITE (%, %) THE INVERSE Dé; IS DONE®
DD 14 I=1,NSIZ
DO 14 J=1,NSIZ
X (1,39 =SORT (X(I,d) ¥*2+Y (I, J) ¥%2)
14  CONTINUE | -
| MAX=X (1, 1) '
MIN=X (1, 1)
DO 15 I=1,NSIZ
DD 15 J=1,NSIZ
IF (MAX.LT. X (1,d) )MAX=X(1,J)
IF (MIN.GT. X (I,d) )MIN=X (I, J)

15 CONTINUE - | N\
NRITE(*,*)’HAX=’{ﬁ;X,’M}N=’,MIN
RANGE=MAX-MIN
DO 177 I=1,NSIZ
DO 177 J=1,NS1Z

177 X(I,3)=(255.%(X(I,J)-MIN) ) /RANGE

" WRITE (%,54)
54 . FORMAT(® INPUT FILENAME FOR THE DUTPUT IMAGE —-—> *\)
READ (%, ? {A13) * ) FILN ‘
- DPEN(7;FILE=FILN,FDRM=’BINARY’,STATUS=’NEN’!
DO 160 I=1,NSIZ
DO 140 J=1,NSIZ
NX=X(I,J)
G (I,Jd)=CHAR (NX)
WRITE(7)G(I,J)

160 CONTINUE
.CLOSE (UNIT=7)

STOP
END -



SUBROUTINE TRANS(X,Y,N,M,KODE)

Caume The subroutine TRAHS will perform the 2-D DFT (OR

IDET) . Thue <5 obtained by taking ¢ trensform (lﬁD “DFETO

along each row of FCX, Y2, the desired result (2-D DFT) 1is
then obtatined by taking ¢ traensform aleng each column of
FCX, VD, :
DIMENSION X(128,128),Y(128,128),XX(128),W(128)
DG 2 J=1,N
DO 10 I=1,N
YY(I)=Y(1,d)
- XX(I)=X(I,d)
“ 10 ~ EONTINUE
CALL FFT1(XX,YY,N,M,KODE) ~
DO 11 I=1,N S ' .
YL, 3)=YY (D) '
X (I, 3)=XX(I)

1 CONT INUE
9  CONTINUE -
DO 12 I=1,N ' .

DO 13 J=1,N
(55<J)=X(1,J) o
YY (I =Y (I, d) B
13 CONT INUE
CALL FFT1(XX,YY,N,M, KODE)
DO 14 J=1,N
Y(I,3)=YY(J) -
X (I, d)=XX(J)

14 " CONTINUE
12  CONTINUE
RETURN
END
N - 122 —
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SUBROUTINE FFT1(X,Y,N,M,KODE)

Co—-- KODE = 1 for DFT and =1 for IDFTX emd Y ave the tnput
and later ths cutput.~ '
REAL xc12ég,vt129)
N2=N ;
DO 10 K=1,M
N1=N2 ‘ s | —
N2=N2/2 _
E=6.283185307179586/N1
A=0.
DO 20 J=1,N2
C=COS (A)
S=SIN{A)
S=S%KODE
A=I*E
DD 30 I=J,N,N1
L=I+N2
. XT=X{ID)=X(L)
X (D) =X (D) +X (L)
YT=Y (1) =Y (L)
YOI =Y (I)+Y (L)
XAL) =C#XT+S*YT
Y (L) =C*YT—-S#XT
30 CONTINUE -
20 CONTINUE
10 CDNTINﬁEl
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L——-- Dugit reverse.

100 J=1
N1=N-1,
DO 104 I=1,N1
IF(I.GE.J)G0 TO 101
XT=X (J) h
X () =X (1)
X (1)=XT
o XT=Y (J)
X =Y (D
Y(D) SXT
7 101 K=N/2
102 IF (K.GE, J)GO TO 103
J=d-K \
K=K /2
GO TO 102
103 J=J+K
104 CONTINUE
BETURN
END

oy
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* APPEMDIX - B -

}

This program determines thre filter coefficients

sclving ¢ matrix determined from the minimigaetion

total sguarred error between the origetnal C(imn  foc

Ylurred C(out-of focusld-dmages (see chapter IV
derivation c¢f the eguationsl.

o
el

L8]

o7
U )
for

by
the
and
the

REAL*4 Y (254,254), X (2568,2546),A88(50,50) ,MIN,MAX, A(S0,50)

REAL*4 B(50), 2 (50) , BB (50, 50) SUML, SUM2, SUMS, SUM4

CHARACTER G{128,128)
CHARACTER®&LZ filn
WRITE (%, %) ’ENTER THE SIZE OF THE IMAGE’
READ (%, #)NSIZ -
write({*,33)
. format (* input filename ——==3> >\)
read (%, (a13) " )FILN . ,
OPEN(1,FILE=FILN, FORM="BINARY® , STATUS="0LD’)
READ(1)((G(I,J),J=1,NSIZ),1=1,N912) |
CLOSE (1)

The out-o0f fococus tmage <& read and t& written an X,

DG 1 I=1,NS1Z
DO 1 J=1,NSIZ
X(I,J)=ICHAR(B(I,J))
CONT INUE
| WRITE (%, %)’ THE FIRST IMAGE IS READ’
WRITE (%,34)
FORMAT (* input filename ——-—3> ’\)
READ (%, * (A13)* )FILN '
'\DPEN(2,ﬁgLE:FILN,FDRM=’BINARY’,STATUS=’0LD')
READ (2) ({G(I,d),J=1,NSIZ),I=1,NS1Z)
CLOSE (2) - .

.- N —
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< The <n foecus image ieo read and s writiten in Y,

r

DO 11 I=1,NSIZ
DO 11 J=1,NSIZ
Y(I,J)=ICHAR(G(I,J))

11 CONTINUE
WRITE (%, %)’ THE SECOND IMAGE IS READ’

OPEN (4, FILE="COEFFS.DAT” , STATUS="NEW’ )
"WRITE (%, %) ’ENTER THE ORDER OF THE FILTER’

READ (%, )N ' S
WRITE (%, %)’ ENTER NR THE SIZE OF THE SUB-IMAGES®
READ (%, %) NR : -

WRITE (%, %) ?ENTER NNR (1-->0%, 2——>S0%, 4——>75% OVERLAPPING)’
READ (%, #) NNR ’
WRITE (%, %)’ ORDER=" , N
N1=N+1

- NN1=2%N1xN1~-1
WRITE (+, %) NN1=" , NN1

¢ Set the coeffictents equal to zera.

DO 39 I=1,NNt
DO 390 J=1,NNi+1

a(l,Jdy=0.
320 CONTINUE
B(I)=0. {
39 CDNTINbE
KK=1
NR1=NR-1

NR2=INT (NR/NNR)
NNI=1
NNJ=1 L

H

— 126 -



S~

C...Determine .the matr<x.
2000 DO 2 L=1,N1
' DD 2 K=1,N1

Li=L-1

Ki=K~-1

DD 3 I=1,N1

b0 3 J=1,Ni

It=I-1

. . J1=J-1 E}

SUM1=0.
SUM2=0.
SUM3=0.
| 5UM4=0. .
DO 4 INSNNI,NNI+NN1
DO 4 IM=NNJ,NNJ+NN1 | o
. IF(IN.LE.11.0R. IM.LE.J1)GO TO 4
IF (IN.LE.L1.0R. IM.LE.K1)GD 70O 4
SUM1=SUM1+X (IN-I11, IM-J1) %X (IN-L1, IM=K1).
SUM2=SUM2+Y (IN—TI1, IM-J1) *X (IN-L1, IM-K1)
| SUM3=SUMS+X (IN-I1, IM-J1)*Y (IN-L1, IM-K1)
SUM4=SHipa+Y (IN—I1, IM—J1) #Y CIN-L1, IM-K1)
4 ‘ CONTINUE '
‘ MN=(N+1) %1 14+J
NN= (N+1) %L 1+K
KN=NN+(N+1)**2:T¥{)
NN N1 #9521
A (NN, MNY=SUM1
A (NN, LN) =—SUM2 . o
A (KN, MN) =SUM3 ,

A (KN, LNY=-5UM4
: %v'
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4

C

<

IF(11.EQ.0.AND.J1.EQ.0) THEN
B (NN} =SUM2
B (KN) =SUM4
ENDIF
CONT INUE
2 CONT INUE

The matrix which has Eo be. solved 185 written Imn 4.

DO 140 I=1,NN1
A(I’NN1+{iTB(I)
1640 CONTINUE

The matrix 15 solved wsing Gauss-Jordan with

pivoting., The filter coefficients {aéj} and

written in A4 end BE respectively,
COEFFS. DAT.

4

Fas
CALL GAUSS (A,NN1,Z)
K=0
DO &2 I=1,N1 -
DO &2 J=1,N1 :
K=K+1
_ AALI,I=Z(K)
WRITE(4,#)AA(I,J)
62  CONTINUE
DO &3 I=1,N1
IF(1.EQ.1) THEN
) NX1=N < "
ELSE \\T\
NX 1=N1 '
ENDIF N
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DD 63 J=1,NX1
K=K+1
J3=J /
IF(I.EQ. 1) J3=J+1
BB(1,JJ)=Z (K)
63 CONTINUE
BB (1,1)=1.00
DO 143 I=1,N%
4 DO 143 J=1,N1 |
' WRITE (4, %)BB(I,J)
143 CONTINUE
KK=K+1
NNJ=NNJ+NR2
IF (NNJ.LE.NSIZ-NR1)G0 TO 2000
NNJ=1
NN T=NNI+NR2
if (NNI.LE.NSIZ-NR1)GO TO 2000
CLOSE (UNIT 4)
STOP
END

SUBROUTINE GAUSS (A, NN1, X)
" REAL. A(S0,50),X(50)

< A is the augmented matrix.
The solution 28 gtven tn X,

——

N=NM1

DO 10 J=1,N
BIG=ABS(A(J,3))
L=J '
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40

20
10

&0

DO 20 K=J+1,N

IF(BIG.LT.ABS (A (K
BIG=ABS (A(K,J)

L=K
ENDIF

CONT INUE ‘

IF(EIG.1.T. 1E-07) THEN

WRITE (%, %)>NDO UNIQUE SOLUTION?

RETURN

ENDIF ‘

DO 30 K=1,N+1
TEMP=A(J, K)
AT, K) =ALL, K)
AL, K)=TEMP
DO 40 K=J+1,N+1,

,J)) ) THEN

)

AJ,K)=A(J,K) /A, T

AT, J)=1.0
DO 10 I=1,N

"IF{I.ER.3)GO0 TO 10
DO 5C K=Jd+1,N+1

ACTLKI=ACI,K)—A(I,J)*A (I, K)

A(I,3)=0.0
DO 60 J=1,N

X (J)=A(J,N+1)
RETURN
END
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. APPENDIX - C -

C---- 4 progrem._ for Filtering large tmages given
coeffictents of a 2-D recursive filter. Provided by
Dr $vd-dhmed Dept. of Elect. Engg. Univ, of Windsor,

REAL*4 A(S,5)3B(5,5)
INTEGER*4 IX(5,512),IY(5,512),1IYT,MIN,MAX
CHARACTER IARRAY (512)
CHARACTER*13 FILN \
MIN=0 ' s
MAX=235
WRITE (%*,51)

51 FORMAT (* ENTER SIZE OF IMAGE.(125X128,256X256 ETC.»*\)
READ (%, *)NS1Z
WRITE (*,3)

3 FURﬁAT(; INPUT FILE NAME-——> *\} -
READ (*,” (A13) " YFILN
OPEN(1,FILE=FILN,FORM="BINARY’ ,5TATUS="0LD")
WRITE (%,4)

4 ____FORMAT{(® ODUTFUT FILE NAME-———> “\) —_—
READ(*,’(AIS)’)EILN '

&

OPEN (2, FILE=FILN, FORM=’BINARY” , STATUS=" NEW”)
WRITE (%,4) |

& FORMAT (* FILTER COEFFICIENTS FILE NﬁﬁE—-—>’,\>
READ (%, * (A13) 7 JFILN
OFEN (7, FILE=F ILN, FORM="UNFORMATTED’ , STATUS="0LD")
WRITE (*,%) *INPUT ORDER OF FILTER’ N
READ (%, %) N |
WRITE (%, %)N



70

71

17

1B

10

DO 70 I=1,N+1

DO 70 J=1,N+1
READ(7)A (I, )

CONT INUE

DO 71 I=1,N+1

DO 71 J=1,N+1
READ (7)B(I,J)

CONT INUE )

CLOSE (7)

.

WRITE (%, %)N
P
DO 17 I=1,N+1
WRITE (%, %) (A(I,J),J=1,N+1)
DO 18 I=1,N+1
WRITE (%,%) (B(I,J),J=1,N+1)

DO 8 I=1,N+1
DO B J=1,NSIZ
IX(1,J)=0
IY(I,3)=0
TNK=0

B0 9 L=1,NSIZ
" READ (1) (IARRAY(J) ,d=1,NSI1Z)
DO 10 J=1,NSIZ ¢
IX(1,3)=ICHAR ( IARRAY (1))

W

v

—
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14
21

DO 23 M=1,NS
SUM=0. 0
DO 11 I=1,N+1
DO 11 J=1,N+1
IF ({M+1-J).GT.0) THEN
SUM=SUM+A (1, 3) *IX (I, M+1-0)
IF((I.EéCl).AND.(J.Ed.l)?GDTD 11
SUM=SUM—B(I,J)*IY(I,M+1:}r\\\\
ENDIF :
CONTINUE
1Y (1,M)=5UM
K=K+1
IF (K, EQ. (N+1)) THEN
DO 21 I=N+1,1,-1
DO 14 J=1,NS1Z
IYT=IY(I, )
IF (IYT.LT.MIN) IYT=MIN
IF(IYT.GT.MAX) IYT=MAX
NN=IYT
IARRAY (J) =CHAR (NN)
WRITE(2) (IARRAY (1), J=1,NSIZ)
K=0
ENDIF



¢t

.t tﬂ

13
22

IF ((L.ER.NSIZ).AND. (K.NE.G)) THEN
DO 22 1=K,1,~1
DO 15 J=1,NS1Z
IYT=IY (I, )
IF (CIYT.LT.MIN) IYT=MIN
IF (I1YT.GT.MAX) IYT=MAX
NN=IYT
,_(/’ IARRAY(5:=CHAQ‘VN)
WRITE (2) (IARRAY (J),J=1,NSIZ) .
ENDIF
DO 12 I=1,N
DO 12 J=1,NSIZ
IV(N+2-1,3)=IY (N+1-1,d)
IX(N+2-1,3) =IX (N+1—1,d)
CONT INUE
CLOSE (1)
CLOSE (2)
STOP
END

s ~

- - 134 - _.

g



APPENDIX - D -
\

) |
{-~-- This pascel program us used to tAresheld the owut-of
' Joocus wmege which is needed for the locaetion of the
(////;dges. it wes provided by Dr Sid-dhmed Dept of Llect.

Engg. Umtv. of Windseor.

‘program THRESHOLD (Ginput, cutput) s

var
51,52,C1,C2,EM1I,EM2 : reals
ARK: afraytl.ﬁ128,1..255] of bytes;
Fi,F2:files
READNAME: stringlé41;
WRITENAME: STRINGL&41:
V¥ : array[0..255]1 of integers
LL: reai; |
K1,K2, ITEMP, ITHR,NCN,I,J,K : bytes:

-

procedure THRESHOLD; ’
label 100; " -

begin .
LL:=1.0%
NCNz=13 . -

ITHR:z=128;
far I:=0 to 2355 do

begin ’ 4
VEI1:=03 |
ends
N
L - 185 -
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write{’Enter input filename : 7)
readln (READNAME) ;
assign(Fl,READNﬁME);
reset (F1); )
for Ki= 1 to 2 do
begin .
blockread (F1,ARR,2353);
for I:=1 tao 128 do
for J:=1 to 255 do
begin |
Ki:=ARRLI,J1s
VIK11:=VIK11+13
end;
end;
close(F1)s

100:

for Ki=0 to ITHR do
begin |
S1:=S1+LL*VIKI*K3
C1:=C1+VIK]1;
end;’
fpr K:=ITHR+1 tp 255 do
'”bégin" .
S2:=82+LLAVIK1*K;
c2.=cz+vc£1;

r ends .
—_
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EM1:=51/C13
EM2:=52/C2;
ITEMP: =round ( (EM1+EM2) /2) 3
if ITEMPCS>ITHR then ~- -

_ begin '

. | ITHR: =1TEMP3

NCN: =NCN+ £

“SoTo 1003 E

end; -

writeln(ITHR 14 , §CN:10)§

Eﬁi e’ Write(’Enter output filename @ 7)j;
readln (WRITENAME) ;
assign(F2,WRITENAME) 5

reset(F1)§

rewrite(F2);

’ _for K:=1 to 2 do
) begin ‘ f
blockread (F1, ARR, 255) §
" for Ir=1 to 128 do ” f
_ ! for J:=1 to 255 do - [ .
//ﬂ\ : begin .
A C if ARRLI,J1> ITHR then
. - ARRCI,J1:=100
a lelse

i
ARRL1,J1:=03

. ' E . end;

L S
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end;

begin

end.

blockwrite(F2,ARR, 255) ;
ends;
: cioée(Fl); ’
blockwrite(F2,ARR,2):

close(F2);

THRESHOLD . F

~

t
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APPENDIX - E -

C--—-=~ This grogram 15 used to catlcoculets ‘o the spatiel
constant of the Gaoussitaen pgevnt-spread function from the
degraded image see éiapter IV for the derdvation of tae
equations. - ’

REAL X(123,128),sxﬁx(1oo>,v<128,128),AA,th128>
REAL C(128,128),SI6MA(128),SIMA(100),SIMI (100)
CHARACTER G (128, 128) , ~
CHARACTER*13 FILN ,
WRITE (*,%) "ENTER THE SIZE OF THE IMAGE NSIZ’
READ (%, *)NSIZ
WRITE (*, %) ’ENTER NI’ . -
READ (%, *) NI ‘
.7 WRITE (%,%)?ENTER XE°
READ (%, %) XE
WRITE (%, %) ENTER NR THE SIZE.OF THE SUB~IMAGES’.
:§RQEAD(*,*)NR- -
WRITE (%, %) ENTER NNR (1-->0%,2 ——>50%) OVERLAPPING,’
< READ (%, %) NNR - |
TWRITE (%, 33)
33 FORMAT (> INPUT FILENAME———> *\)-

REA21:124913)’)FILN _ . .
Déé (1;FILE=FILN,FDRH=’B}NARV’,STATUS=’DLDf)

READ(1) ((G(I,J),J=1,NSIZ},I=1,NSIZ)
CLOSE(1) '
\ .
f-e-w The out-of focus image <& read and i written in X,
DD 1 I=1,NSIZ
DO 1 J=1,NS5IZ
X(I,J3)=ICHAR(G(I,J))
1+ CONTINUE

'
WRITE(*, %)’ THE FIRST IMAGE IS READ’
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WRITE (%,34)
34  FORMAT (* INPUT FILENAME FOR THE THRESHOLDED IMG-~> */)
READ (#, 7 (A13) 7)) FILN
OPEN (3, FILE=FILN, FURM=’ BINARY’ , STATUS="0LD")
. REAP(3)((G{I,J),J=1,NSIZ),I=1,NSIZ)'

CLOSE(3) ' <
C-~-~ The thresholded vercion of the degreded image is read
and is written im Y. .

DO 10 I=1,NSIZ
DO 10 J=1,NSIZ
Y (I,T)=ICHAR(G(I,J))
16 CONTINUE

OPEN(2,FILE=>5I6GMA.DAT’ ,STATUS="NEN>)
Cweww= The gradient, in the x-direction, of' the <image <&
determined and ts written in C.

DO 11 1=1,NSIZ
DO 11 J=1,NSIZ~-1
C(I,J)=ABS(X(I,J)—X(I,J+1))
11 CONTINUE
DO 12 I=1,NSIZ ' .
C(I,NSIZ)=C(I,NSIZ-1) -
1Z. CONTINUE ' (,/J
KK=1
NR1=NR-1
NR2=INT (NR/NNR)
+ NNI=t
NNJ=1
NI1=NI-1
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2000 DO 13 I=NNI,NNI+NR1
DO 2 J=NNJ+NI1,NNJ+NR1-NTI1
IF(Y{I,d) .NE.Y(I,J+1))THEN
Jo=J
. GO TO 24
ELsE

IF (J.EQ.NNJ+NR1~NI1)G0 TO 134-
GO TO 2
ENDIF
CONTINUE
24 11=Jo-NI1t
I2=Jo+NI1

M

C-=rw~ Determine ‘o’ the spatial comnstant of the Gaussvan FSF

DO 20 J=11,12 -
IF(C(I,d).LE.XE)GO TO 20
Io=d
CI=C(I,d)
GO TO 23

20  CONTINUE
23 DO 3 J=10,12
loi=Io-1

AN
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124

150

IF(C(I,d).LT.CI) THEN
XC (1) =0.

IN=J-Iot

GO TO 124

ELSE |

D=ABS(C(I,d))
FXE(J-IDI)=ALDQ(D)

ENDIF
‘-\

CONT INUE
SuM=0.

DO 4 J=1, IN+1
SUM=SUM+J %% 2

CONT INUE

XB=SUM/ (IN+1)

A=0.

B=0.

DD 160 J=1,IN+1"
SUM1=1%x2-XB,
SUM2=SUM1 %J %2
A=SUM1%XC () +A
B=SUMZ+B

CONT INUE

IF (SUM1.EQ.0.) THEN

AA=0.

ELSE

AA= (A/B)

ENDIF
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IF(AA.GE.0.)GD TO 134
SIGMA(I)=1./SERT(-2. *AA)
GO TO 13
134 SIGMA(I)=—1.
CONTINUE
XMIN=100.
XMAX=0. - i
DO 14 I=NNI, NNI+NR1
IF (SIGMA (1) .GE.G. ) THEN )
| IF (SIGMACI) .LT. XMIN) XMIN=SIGMA (1)
IF (SIBMA (D) . GT. XMAX) XMAX=SIGMA (1)
ENDIF
14  CONTINUE’
SIMI (KK) =XMIN . -
SIMA(KK) =XMAX
KK=KK+1 . /
NNJ=NNJ+NR2 ‘ |
IF (NNJ.LE.NSIZ-NR1)GO TO 2000
NNJ=1
NNT=NNI+NR2
IF (NNTI.LE.NSIZ-NR1)GO TO 2000
DO 1300 KI=1,KK-1
\ wRiTEtz,*)SIMI(K;i
1300 WRITE (%,#)*SIMI(*,KI,?)=",SIMI(KI)
CLOSE(2) ~ '
~ STOP
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APPENDIX - F -

—

C---- Thie program determines the filter coeffictiente &y
s0lving a matrix determined from the minimizaticon of the
total squarred error by wsing Shanks method (see chapter
IV and referemnce (201D,

REAL. Y(256,2Sb),X(256,256),AA(lO,iO),YY(256,256)
REAL MAX,MIN,BB(10,10},SIG
DIMENSION A(S0,50),ALUD(S0,50), INDX(50),B (50} ,BU(S0)
WRITE (¥, %) "ENTER THE SIZE OF THE IMAGE’ N

. READ (%,%)NSIZ

(\ PI=3.1415924 A
WRITE (%, %) ENTER NR THE SIZE OF THE SUB-IMAGES®
READ (%, *)NR _
WRITE (%, %) ?ENTER NNR (1-=30%, 2-->S0%,) OVERLAPPING)’
READ (#, #) NNR )
NR1=NR-1
NRZ2=INT (NR/NNR)
KK=1
CNNI=1 |
NNJ=1 o ) _:-
OPEN(7,FILE="DATA.DAT’,STATUS="NEW*)
'OPEN(2,FILE="SIGMA.DAT’ ,STATUS="0OLD*) '
WRITE(*,#)’ENTER THE ORDER OF THE FILTER®
READ (%, #)N '
WRITE (%, #) * ORDER=" , N
N1=N+1
NN1=N1%N1~1 _
WRITE (%, %) *NN1=’, NN1 \

2000 READ(2,%)SIG R .
WRITE(*,%)*SIG=",8I6 .
IF (516.EQ. 100.)60 TD 2001
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SS=SIG#*S1B S
)s=2*ss

C---- The tdeal impukse resgonse (Geussian PEF) {s& read and
& written im VY, L ‘13 ’ %
DO 11 I=1,NR
" DO 11 J=1,NR
G=(I—1)#%2+{J—-1) #%2
65=G/S
GF=S*P1 . _
- GP=SERT (GP) '
GP=1./GP
Y{I,J)=GF*EXP (~GS)
11 CONTINUE
WRITE (%, %)” THE SECOND IMAGE IS READ’

\ C-—--_Eet the coefficitente eguat to z=ero.

DO 39 I=1,NN1
DO 390 J=1,NN1
-~ . ACI,3)=0.
390 CONT INUE
B(1)=0.
39  CONTINUE

Cem=- Deiernine the matrix to calculate the demominator
coeffictents fbij} ef the 2-D I[IR frilter.
DO 2 L=1,N1
DO 2 K=1,NY
Li=_L-1
Ki=K~1
IF(L1+K1.EQ.0¥B0O TO 2
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Do 3 1=1,N1
DO 3 J=1,N1.
11=1-1
Ji1=d-1

IF(I1+J1.ER.0YGO TO 3

SUM1=0.

SUM2=0.

DO 4 IN=1,NR

DD 4 IM=1,NR
IF(IN.LE.NI.AND.IN.LE.NI)GD TO 4
IF(IN-I1.LE.0.OR.IM-J1.LE.0)GD TO 4
IF(IN—II.LE.0.0R.IH—kl.LE.O)éD'RQ\4
SUM1=SUM1+Y (IN-I1, IM-J1)*Y (IN-L1,IM-K1)
SQH2=SUM2+Y(IN,IM)*Y(IN—LIQIM*KI)

4 o CONTINUE

MN={(N+1)*I1i+J1

NN=(N+1) *_1+K1

A (NN, MN) =SUM1

B (NN) =-SUM2

3 CONTINUE ¢

2 CONTINUE '

C---- The matrix which hes to be solved 15 written <m ALUD
and- BlU.

DO 160 I=1,NN1
DO 141 J=1,NNi
CALUD(I,3)=A(1,)
161 CONTINUE
C BU(I)=B(I)
160 CONTINUE

=

- 146 -



o - &ﬁThe

= — -

rouwwr e

14

matrix t& solved wusing

e permutation of <tself.

LU decompostiion
The routine LUDCHME <5 wsed
i combenatiton with LUBKSE to solve the

of o

Linear system of

equations, The used subroutimnes can de found in Reference

{451.
CcAaL

CAL
W,

L LUDCMP (ALUD,NN1,50, INDX, D)
L LUBKSE{ALUD,NN1, 50, INDX, BU)

CAalLlL MPROVE (A, ALUD,NNi,350, INDX, B, BW)

K=0
DO

63 I=1,N1

IF (1.EQ. 1) THEN
NX 1=N

ELSE
NX1=N1

ENDIF

DO &3 J=1,NX1
K=K+1

; 33=3
4 : .
H:jgﬁ IFCI.ER. 1) Jd=J+1

63

BE(1,JJ)=BU(K)
CONTINUE '
BE(1,1)=1.00
DO S IN=1,N1
DO S IN=1,NL
- SUM3=0. ' .
DO & I=1,N1 S ;
DO & J=1,N1 -
IF(IN.LT.I.0R.IM.LT.J)GO TO &
SUM3=SUM3+BB (I,J)#Y (IN-1+1, IM-J+1)
CONTINUE o
AA CIN, TM) =SUM3

CONTINUE

i
’ - 187 -

Tea o



—

2066
/

50, TO 2002

DO 2101 I=1,N1

DO 2101 J=1,N1
AACI,d)=0. R

BE(1,J)=0.
2£p/f“ﬂ;%UNTINUE

2002

B

143

145

\Aﬂ(i 1=1.
Batf:b)—1.
DD 143 I=1,N1

44m514a J=1,N1

WRITE(7,%)AA(I,d)

CONT INUE -
DO 14
DO 145 J=1,N1
write (7, *)BB(I,J)
CONT INUE |
KK=
NNJ =NNJ +NR2
IF (NNJ. DE.NSIZ-NR1)GD TO 2000
NNI=1 '

IF (NNI.LE.

NNI=NNI+NR2

SIZ~NR1YGO TO 2000
CLOSE (UNIT=7)

sTOP

END
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SUBROUTINE LUDEMP (ALUD, N,NP, INDX,D)
FARAMETER (NMAX=100, TINY=1.0E-20}

[~——= Thtis subroutihryreptaceé 4 byf{ts Ly decompoesvition of

» DIMENSION ALUD(NP,NP), INDX (30} ,VV(NMAX)
/{
- a rowwise permutation of ttself,

p=1.
DO 12 I=1,N .
AAMAX=0. 0 A
DO 11 J=1,N o <
IF (ABS (ALUD(1,J)) . 5T. AAMAX) ARMAX=ABS (ALUD(1,J))
11 CONTINUE *
IF (AAMAX.ER.D.) PAUSE ’SINGULAR MATRIX’
WI(I)=1, /AAMAX
12  CONTINUE -
DD 19 J=1,N
IF (J.GT.1) THEN
‘ DO 14 I=1,J-1
SUM=ALUD(I,J)
IF{I.GT.1) THEN
DO 13 K=1,I1-1
SUM=SUM—-ALUD (I, K) *ALUD (K, J)

13 CONT INUE
ALUD (I, J)=5UM
po ENDIF
14 | CONT INUE L
ENDIF .
AAMAX=0. '
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DD 16 I=J,N
SUM=ALUD (1,J)
IF(J.GT. 1) THEN

DO 15 K=1,d-1
| SUM=SUM-ALUD (I, K) *ALUD (K, J)

15 ' CONTINUE
ALUD(I,J)=SUM/

ENDIF |

DUM=VV (1) #ABS (SUM)

IF (DUM. GE. AAMAX) THEN
IMAX=1 °
AAMAX=DUM

ENDIF

16 . CONTINUE

IF (J.NE. IMAX) THEN
DO 17 K=1,N
DUM=ALUD (IMAX , K)
ALUD (IMAX, K} =ALUD (J, K)
ALUD (J ; K)=DUM |
17 CONTINUE
D=-D

v VWV IIMAX)Y=VW(J)
(\ENDIF

7 INDX ¢(J3)=IMAX
"IF (J.NE.N) THEN
IF(ALUD{(J,J).ER.0.)ALUD (J,J) =TINY
DUM=1. /ALUD (J, J) b
DO 18 I=J+1,N
ALUD (I, J)=ALUD(I,J) *DUM
18 . CONTINUE

ENDIF .

b
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N

19  CONTINUE .
IF(ALUDap,N).E@.O.)éLUD(N,N}=TINV7
RETURN ~
END
SUBROUT INE LUBKSB(ALUD,N;NP,I&DX,BU)

"DIMENSION ALUD (NP, NP}, INDX (30} , BU (50)

Co==-..Foive the set of linear equations A. X = B, Here ALUD
18 the LU decomposition of the tnput metrix A, determined
by ths routine LUDCHP

I11=0
DO 12 I=1,N . . oy
LL=INDX (I) -
. SUM=BU (LL)

BU (L) =BU(I) oo
1EAT1.NE. 0) THEN
DO ‘11 J=I1,I-1
| SUM=SUM-ALUD(I,J) *BU{J)
11 CONT INUE ,
ELSE IF (SUM.NE.O.) THEN

11=I | - o :
T . : o
ENDIF |
BU (1) =SUM .
12 CONTINUE '

DO 14 I=N,1,-1
SUM=BU(I)
IF (I.LT.N) THEN
DO 13 J=I+1,N
SUM=SUM—ALUD (1, J) *BU{(J)
13 CONT INUE

ENDIF
e



)

BU(I)=SUH/ALUD(I,I)

y
14  CONTINUE = N

RETURN |

END

SUBROUTINE MPROVE (A, ALUD,N,NP, INDX, B, X)

PARAMETER (NMAX=100)

DIMENSION Q(NP,NP),ﬁLUD(NP,NP),INDX(Sé),B(SO),X(SO),R(me

. REAL*8 SDFP '
. i T .
Com-m This routine (g used to improve a~sotﬁtiqn:
Linear sét of equations 4. X = B,

DO 12 I=1,N

SDP=-B (1)
DO 11 J=1i,N *
: , *  SDP=SDP+DBLE (A(I,J))*DBLE (X(J))
N 11 CONTINUE ‘
" 'R(I)=SDP

12 CONTINUE ~—

| CALL LUBKSB (ALUD, l, NP, INDX, R)
DO 13 I=t,N -
-~ x(1)-=x(I)—Ft(f)\f//J
13 CONTINUE
- RETURN

END

of the



APPENDIX - G -

C---- This pregram =15 used for filtering imazes grven
Ceeffﬁcients of the 2-D recurstve frlter tn 4 and B.

N .
REAL*4TA(10,;O),B(10,IOJ,SUM
REAL %4 &JZS&,ES&),Y(ESb;ESb),IYT,HIN,NAX‘
CHARACTER G(256,256)
CHARACTER*13 FILN
WRITE (%,51)
. 51 FORMAT (" ENTER SIZE OF IMAGE. (12BX128,256X256 ETC.)’\)
o READ (%, ¥)NS1Z '
WRITE (*,3)
3 FORMATC’ INPUT FILE NAME———3 *\)
READ (%, (A13) P )FILN ‘
OPEN (1 ; FILE=FILN, FORM="BINARY” , STATUS="0LD")

Cm-w- The degraded image 15 read and %is written vn X,

DO 10 I=1,NSIZ
DO 10 J=1,NSIZ " y,
READ (1) G (1,d) .
X¢1,3)=ICHAR(G(I,d))
Y ¢I,3)=0.
10  CONTINUE
CLOSE (1)
WRITE (%, 4)
4 FORMAT (* DUTPUT- FILE NAME-——> *\) o~
READ (x,” (A13) )FILN AN

DPEN(2,FILE=FILN;FDRM=’BINQRY’,STATUS=’NEW’)
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< T~
A, \‘//\
WRITE (%,&) L
& FORMAT (7 FILTER COEFFICIENTS FILE NAME——~~>7,\)

READ (%, * (A13) 7 )FILN
OPEN(7,FILE=FILN, STATUS="0LD" ) -
QRITE(*;*)’INPUT ORDER OF FILTER® .
READ (%, %) N S
WRITE (%,%) N
WRITE(%,%)’ ENTER NR THE SIZE OF THE SUB~IMAGES.’
READ (%, *)NR
WRITE (%, %) "ENTER NNR (1~->0%, 2-—3>50%) DVERLAPPING’
READ (¥, %) NNR .
NRt=NR~1

 NRZ=INT (NR/NNF)
KK=1 . f
NNI=1
NNJ=1

3 of the 2-D IIRYjilter

J

C---- The coejficients {a .} and (b,
are read and wratten tn 4 and B. &

2000 DO 143 I=1,N+1
DO 143 J=1,N+1
READ(7, %) A (1, J) | | ,
143  .CONTINUE
DO 144 I=1,N+1
DO 144 J=1,N+1
. READ(7,%)B(I,d)
144" CONTINUE | -
DD 17 I=1,N+1 (
17  WRITE(%*,%) (ACI,3),J=1,N+1)
DO 18 I=1,N+1
18  WRITE(%,%) (B(I,d),J=1,N+1)
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Co--- Filtering procedurelsﬁdrts here,

DO 1 IN=NNI,NNI+NR1
DO 1 IM=NNJ,NNJ+NR1
SUM=0.0 '

“ry
o

DO 2 I=1,N+1
DO 2 J=1,N+1
I1=I-1

: ; J1=J-1 . .
\\‘*“*~4—//iﬂ_/. IF (IN.LT.I.0R.IM.LT.J)60 TO 2
SUM=SUM+B (I,J) #X (IN-I1, IM-J1)

. IF((I1.EQ.1).AND. (J.EG.1))GOTO 2
SUM=SUM—A(I;Q)*B(iN—11,IM—J1)
2 . CONTINUE _
‘ IF(Y(IN,IM)}.NE.O.) THEN
Y (IN, IMY=(Y (IN, IM)+SUM) /2.
ELSE
Y (IN, IM)=SUM/A (1, 1)
ENDIF
1 CONT INUE
KK=KK+1
NNJ=NNJ+NR2
IF (NNJ.LE.NSIZ-NR1)GO TO 2000

NNJ=1 .
: NNI=NNI+NR2 |
IF (NNI.LE.NSIZ-NR1)GD TO 2000
MIN=0. "
* MAX=255.



- DO 1S I=1;NSIZ
DO 15 J=1,NSIZ
IF(Y(I,3).LT.0.)¥(I, =G, °
IF(Y(I,J).BT.255.)Y(1,Jd)=255.

v e

1S CONTINUE
. WRITE (%, %) ”MAX=",MAX, *MIN=" ,MIN
Q?‘;b I=1,NSIZ
DO 1é& J=1,NSIZ
NX=Y (I,d)
BT, 3)=CHAR(NX) //
WRITE(2)6(I,d)
16  CONTINUE

CLOSE (2)
CLOSE (7)
sTOP*
END S
/
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APPENDIX - H -

A- IMAGE SEGMENTATION.

1= Introduction. <]
‘'The purpose of segmentation is  to transform a
continuous—-toneimage {(gray-levels 0,1,...,255) ta a binary

Cor multid level image, and at the same all necessary

features of the original image must be retained.

In this appendix we will . consider the segmentation
problem as a point dependent process. This category deals
with methods which are based on examining an image on a
pixel-by—-pixel basis. There exist. another category whiéh
deals with techniques which utilize the image information in
a prescribed neighborhood. However in this appendix we will

considere only the first category.

2- Point~dependent techniques.

2.1. GRAY~LEVEL THRESHOLDING.

This approach consists on dividing the gray-level scale
into bands, and then using thresholds to determine regions
or to obtain boundary points. The threshold value, is the
gray—lgvel value which separate.between the object and -the
background of an image. All pixels ;ith gray—-level value
below the threshold value T, shown in Fig.(H.1)> are declared
aé"D‘ and the levels above T as_’255’(phis is wvalid for
the. binary transformation)>. This technique is called
gingle—level  thresholding ~and T is known as the

threshold value of the image. However there might. be cases
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where the image might contain wmore than +two distinct
populations, as shown by the graph given in Fig. (H.2). In
these cases, it is then required to group the levels into

moré than two populations.

Then we have a multi-level thresholding with different
threshold values (for the histogram given as an example in
Fig.kH.2), we have two threshold values Tij and T2).

i : p
. For the single level threshaolding the objective is ‘to
select. T <(threshold value), suqh that th;\\band Bi(see
Fig.CH.1>) will contain as closely as possible, levels
associated with theé background, while B, will contain. the

levels of the object.

Threshold selection for images whose histogram are of

shape as the one given in Fig.(H.1dor (H.2) 1is quite

straightforward. The threshold is selected at. the bottom of-

the valley between'pwn peaks [46]. There exist méthods,
whiqh consist of transfurming the histogram of an image
(when the task of selecting a good threshold would bhe quite
difficult) to a shape where threshold selection would not
ﬁu e a prubleﬁ, as the ones shown in Figs.(H.1>, and C(H.2).

uch techniques have been investigated by several authors

for more details refer to [211, [47-501.
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FIG. H.1 A SAMPLE HISTOGRAM ILLUSTR??ING A BI-HODAL
DISTRIBUTION.

Probability 1 X
Distribution| -
PCRD

"y

I
I
1
i
T

! it

2 Intensity levelas K

-

FIG. H.2 A SAMPLE HISTOGRAM ILLUSTRATING A MULTI~MODAL
DISTRIBUTION.
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