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ABSTRACT

This research is directed towards the development of

-a new method of assembly llne balanc1ng which 1ncorporates
. either constant or variable work element t1me values. This

'method is relatlvely simple and prov1des a good balance

and has been de31gned for both manual and computer modes
of solutjon. In this research the element time values are
considered "Distribution Free”. The coefficient of

variation of the Station Time Distribution is taken into

-

_ consideration while assigning the work elements to work

stations, The main technlque of this method is a551gn1ng
of prlorltles to the work elements, ° Duringithe assigning.
of eleménts to the work sthtions,'the priority elements

are preferred over the non-priority elements. A computer

_program has been ﬁritten which incorporates all the above

features. This method was tested by solving nearly all -
the well known line balancing problems available in the

llterature.

- —— . —.
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CHAPTER 1

A
4.\‘

INTRODUCTION

The assembly line 1§“aJproduc4;on system 1ﬂ uhlch ‘work:
\ .

-

statione are §equent1ally arranged. Assemblyfoper tions N
are performed as tﬁe product moves from one work ation to-
the next;_ The entire assembly task is-diviﬁed into small
work elements, which are distributed among the stations, e
which cohpriées the assembly line.; The ﬁostaéommon
cr1ter1a is to mlnlmlze the delay tlme at each stetion and
pto allocate the assembly work equally to all operators.

A production rate set by the management determlnes the
minimum time (cycle time) tao be assigned to any work .

station._ In the line baiancing ptoblem, according to

Gutjéhr and'Neﬁﬁausher (8) one is given a finite set of work f

*‘**——fx«[_ elements, each having a processing time and a, set of

T

precedence‘requlrements which qpec1fy the perm1551ble
. \"
to an ordered‘%equence of statlons-such that the precedence N
relations -are s\t//fled and ‘that some measure of effective-
ness 1is optlmlzed. To be exp11c1t the assemhly line
balanC1ng problem so deflned concerns’ a finite--set of
® ; neesns
elemental tasks such fhat: - N
1. Each elemental task. requ;res a known operatlon
time per unit, 1ndependent of when performed.

. . ) Y : .
- - . -

erdering of elements. The pregiem is to assign tﬁe elements
.__—-:-—‘-‘—
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2. A partial ordering exists between tasks. -

Optlmal solution of. the problem con51sts of an a551gnment
- of elemental tasks to work stations such that .
'1. _Each elemental task is essigned to one, and 6n1y
Co one work station. . f
2. The sum of‘the times;of all eleﬁental task; ’
-aesigned to ;ny one station does not exceed
" ‘cygle time.
3. ' The stations.thus formed can be ordeted Such that
I: o b " the partihl orderlngs among elemental tasks are
not v1olated.
' '4.‘ The number of work stations thus formed is
mlnlmum. ‘

Con51derable research has been devoted to the problem
of achieving better balance. Since the assem?ly line is
generally paced by the slowest station (heaviest work load),
it follows that a c;rtain -amount of idle tlme is built into
the faster stations (lighter work loads) It is towards
“the reduction. of thls idle time that almost all the reseaﬂch
has been devoted. T e

By and large the 11ne balancing methods developed so:
far can be classified into two categories as follows:

1. ,.The_methods assumine deterministic work elemeet

tinés. - | ‘
2: The methods assuming variaﬁle work element times.
For methods using detefministic work element times, theﬂ

results obtained cannot be ihpﬂemented in ptactice because




of variations in performance time. ' To- compensate for ‘tiese
variations in work element times, Tonge (27) suggested that

a wotrker cannot be loaded over 80%. For methods using

“variable work element times, it is assumed.thdt the element

times are normally distriButed. There is ample evidence

in the literature that ‘the work\\}ement time values are

 not necessarlly normally distributed.

In this study a new method is developed which

L]

impose any restriction .on the.type of distribution of .

_varlable work element tlmes. That is the variable work
‘-element times wlll be con51dered as dlstrlbutlon free., -

_The method is develqped‘so as to have a manual as well as..

computerized approach.‘;'

.o

vy CLEALIELTLS FIT ST o TR m——— ¢ —— L2 i T T e e o e bt

-~

. minimizes the variations in station time and which will not
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CHAPTER 2

o

LITERATURE SURVEY

-

Numerous methods have been made to develop analytical
solutions for the iine balancing prablems. It has been
formulated for solution by integer linear programming and
by dynami& programming, but because of computational
limitations, they‘afe not practical. Hence heuristic
approach is applied to find solution, within reasonable
'computational effort.

Till 1965 all the heuristic methéds develbped for
assembly line balancing considered deterministic work
element fimes. From 1965 onwards, the methods developéd
".considered variable wo:k‘qlement times\as well. A feview
of thé better known methods.of assembly line balancing, N
giviné their advantages, disadvantages and theif'liﬁitatiohé;
is appended below.

Sa%veson (25) suggested to enumerate all possible work
stations and then use linear programming to select the best
combination that satisfies the constraints. The use of
linear programming wpuld'gequire the inversion of large
matrix and for rea&iéf;c problems this would be computat-
ionaliy'infeasible. Even for sﬁéll problemns it gave |
unacceptable set of stations, because integer programming
was not known at that time.‘ The work of Gomory (7) and
others on integer programmlng has made solutions of this

theoretically possible, although as yet it is computationally

infeasible.’

o R AT S AT e e m T T T
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-
Bryton (S5) in his’ﬁg;:blished thesis, improved

-

Salveson’s ﬁethod'by suggestind a "Convergence” procedure.
He minimizes the idle time by var;ing the cycle time for
a given number of work stations and interchanging the pair °
of ‘elements between-thosg largest and smallest statioms,
whose time'differencefis nearest to one half of the stations.
This is repéated until no more improvement is obtained.
Some of the majof deficiencies in this method as a
direct aﬁproach to' a larg prqﬁlem are:
1., It considers odly transfer of éingle elements
from'eaﬁh séation rather than several elements.
9. In large problems, the simple concept of each
transfer causing improvement is insufficient.
3. Production rate is not assumed consfant, wﬁich
. generally is fixed and pre-determined by 4

management. ' , //

Jackson’s (13) method minimizes -the number of work

‘stations for a given cycle time.~ I{ enumerates all feasible

work stations; then for:each such wo?k station, it‘constructs
all feasible second work stations; for each first-second
combination, construct all feasible third stations and so
forth, At some point, say, after Kth station are
constructéd, it is likely to be found that one or more of

the balances have'assigned all the tasks. Jackson’s
domigance arguments, which concludes that when seqﬁences

are generated and if in one sequence A’ it is possible to

add an extra task in the kth station, then this sequence

. - - e 4 = G D e e e et 4 o A ———— |



~ 6
must be at least as good as gthers because the only Lo
difference between them is that in sequence ‘A’ theré is

one 1dss task to assign. Therefore, if the other-éequenpes'

Fig. (1)
yield the minimum number of work stations, sequence ‘A’ must
do so alseo, and hence the other'séquences need not be
: considereé. Thus many balances are eliminafed, with the
assurance that the meth§d will yield at least one of the
balances with thelminimum number .of work stations. . The entire
gpmputation.(making use of dominance) needed to s50lve the

problem-given in Fig. (1) for cycle 10 is shown in Fig. (2).

( STATIONS - o |
FIRST SECOND THIRD .| FOURTH FIFTH BALANCE
- NUMBER
| 3 a\' 3 10——4¢ 7——9 11 1
12 s< . ™ 4 -3 7 .] Dominated| = 2
3 10 - by 3
_ M4 5 § 7——8-—""| Balance 1 4
1 8 5
'L 2 5<—16 .8 Equivalent to Balance 1 6
~4 6 Equivalent to Bal%nce 4 7
- .
Fig. (2)

IS




Jackson has gﬁ‘én'proof that his method will find the.

optimal solution. In conclusion, Jackson’s method is best
suited for hand calculations, because for computer calcul-
ation it réquires great amount of storage and'runniﬁg time.

Held, Karp and Shareshian (9) offer a method which
.yields a minimum work staEion balance.for a given cycle
time. |

Tonge (26) has imbedded Jackson’s method in his
procedure and developed a heuristic line balancing p;oced-
ure. His method consists of three phases. -
,Phasg 1) Repeated-simplification of the initial problem

by grouping adjacent elemental tasks into compound

tasks. \\ *
Phase 2) Obtaining the solution of. the s\mpfér prob%ems
thus cfeated by assigning tasks to work stations.
Phase 3) Smoothing the resulting balance by transferring
tasks among work stations until the distribution
of aésigned time is as even as ﬁossible. |
The essential idea in Arcus (1) technique is the random
generation of.a féasible'sequence. Arcus proceeds by
assigning, at each stage, equal probability to all the tasks
that could come next. 'Then, judging on the basis of the
yield of Qood balances, he exblores another method for
weighting the tasks. This method of generating permits the
same sequence to be generatgdlmore.than once wﬁich is

redundant.

d .
Kilbridge and Wester’s (14) procedure uses the precedence

L3
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diagram which is drawn so that assembly progresses from
léft to riéht.- In column 1 of the diagram, all the work
elements are listed which need not follow anf work element.
Then in the Kth columntare entered those elements which
must follow eleménts already on the diagram. Arrows are
then drawn from work elements in columns K-i to work
elements in Column K’which must follow them as shown in
Fig. (3). .This procedure is repeated replacing K-1 by __,
coiumns Ka2 —=ea- 1, succeéSiVely. Diagram thus.drawn show
that the elements in each'vertical column are mutually

independant and therefore éan-be permuted among themselves

N

Columns 1| 2 3 4 5 -6

2 5 8 —1—10
7 ; '

S~ -
\\\% —7 9”f
s”/
Cumul.tine 6 15 5 11 5 4
Fig., (3)

in any work sequence without violating the préceqenge
restriction.@-Furthermore the elements can be moved later-
_ ally from tﬁeir columns to positions on the right without
violating the precedence restrictions. These two properties
are used to achieve optimal balance.

This method illustrates that this technique is simple

and powerful for large cycle times, when one station crosses
. .

3 \\\2>11 ;
YSh N I = )
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several columns. However‘for low cycle times, where one
column may require two or more stations, much adjustment is
necessary, with no guarantee of good resulté. |

Hoffman’s (11) Qork_begins with the precedence matrix,
whose element gives the same‘;nfo;mation as the arrows on
Fig. (1). The precedence matrix is shown in Fig..(Sb);

Thé matrix is constructed as follows. For each arrow
on the Fig. (1), 1 is entered in the cell corresponding to

the row of the task that precedes and the Column of the task

that follows. TheJI in row 1, Column 2 méans (::}__,_(::) .

This matrix is called X and S is défined arbitrarily as

S =X+ X2 + X3 4+ aceee- X", The elements of S are the
number of paths from the task in the row to the task in‘
tﬁe Columh. Hoffman in (11) shows how operation on S yield
all feasible seguences. He then sﬁgggbts the ”Successivegﬁ%
maxjimum eleméntal time” method in which the first station

is selected as that feasible sequence that leaves the least
idle time in the station; theﬁ sélect from the remaining,
tasks the subset that leaves the least idle time in the
second station and so on. ”

Helegeson and Birnie (10) suggest thg use of "ranked
positional weights” (RPW) in choosing which elements to
consider nekt for g;opPing in work stations. The positional
weight of the element is the sum of its time plus the times
of those elements whichhmust follow 1it. - After calculating

the positional weights, the tasks are ranked such that

task with the largest weight comes First as shown in Fig. (4).
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1 2l 3l als]se|l 78] 9]w|n

1 111} 1]

2 1

3 1

4 | 1 )
5 , 1

6 1
I 1

8 1

9 | 1

10 1

11 :

I~ . Fig. (3b)
TASKS - T 2l 2l sl 6] 8] s| 7 ]9 |10 J11]

 POSITIONAL WT}4e| 19] 19} 17 ] 17| 15| 13 |12 | 9 9 4

RANK 1{ 2| 3] 41 S| 6 7] 8 9 10 |11

Fig.(4)
This method does not guarantee the best.solution but
SQFuires.relativély little computing effort. In evaludting

this methdd, it must be realized that examination and

_ improvement by an experienced engineer or techniéian is an

integral part of the method.



11

Mansoorl(l7) has improved the ranked positional
weight (RPW) method. He suggests that as the RPW method
is applled the 1d1e time in each work station should .be
added. Once the total 1d1e in the stations assigned so far
exceeds

(Cycle time x desired no. of stations) - Z£tj
where £t; is the sum of element times in the work
statiens he backtracks, removing from the current statiens
some of the tasks that have already been assigned. He
suggests first remoying the last task assigned and trying
RPW from this point. He recommends centinuing the back-
tracking untii either a balance with the desired number of
stations is found or, after all possibilities Have been
examined and no such balance is found. If no balance is
found then at least one more work. station or a higher cycle
time is needed. Mansoor clalms that his method gives
optimal balance, but the amount of work requlred may be
quite large. Everytime a task with low positional weight
must be ahead of a large number of tasks with higher

weights in an optimal balance, it may take a lot of EEthm\ .

tracking to get it assigned ahead of them. Hence it ot
clear that Mansoor’s method is practical for large lines.
Klein (16) presents a procedure for problems when the
feasible sequences are given and the t; are integers. For
each feasible sequence, a minimuméidle'time balance is
obtained and the best of these balances 1is elected. Since

this method considers all the feasible sequences, it merits

v
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consideration only for small lines.

Gutjahr and Nemhausher (8) developed an algorithm,
based on finding a shortest route in a finite directed
ne{wofk for the gssembly liqe balancing problem, Arc
lengths are such that it is sufficien£ to find any path
from the origin to destination-noﬁe containing a minimal
number of arcs. This method is an improvement over Klein
(16) and is closely related to the dynaﬁic.prbgramming
approaches of Jackson (13) and Held et al (9), since -
dynamic prografming is one of possible algorithm for

Jﬂyiénding shorteSt routes. This program is similar tohthat
of Héld et al (9), but was developed from a different view
point. The major difference is that Gutjahr and Nemhausher
(8) find an arc into a node, no other arcs into that node
are considered but held et al (9) check ;ll possible arcs

.into the node and then apply an unnecessary minimizing
procedurg to select one.

Apaft from the advantages and disadvagtages of }arious
methods reviewed, one significant problem'associated with
them is the assumption of deterﬁinistic performance time.
Performance times are usually variable, and this has an _
effecf on the lines operation. A start on this problem has
been made by Moodie and Young (20).

ﬁoodie ahd Young developed a heuristic method for
assembly line balancing which could be used for either
constant or variablérwork element time values. This method

i1s suitable for both manual and computer mode of solution.



13
It consists of two phases: Phase 1 attempts to assign work
elements, so as to attain a minimum number of stations for
a‘given amount of work and cycle time. It obtéins a
preiiminary balance by using the “Largest Candidate Rule”:
Construct work ;tations sequentially by, at each stdge,
selecting from those tasks that are feésible and will fit
" in the current stgtion. In.phase II, heuristics are used
to shift tasks betweeh stations in an'atfempt to reduce.
idle time and allocate the tasks to work stations as |
uniformly as possible. The heruistics prescribe ; séries
" of transfers and trades of single elements between stations.
This method can be utilized w;th either a constant or
variable work element values. Other researchers assume that
the elemental tasks are independent and normally distributed
random variéble with known mean and variance. This.is,
probably, the first_sfﬁdy conducted which has <taken
variability éf elémentéi task times into,c;nsideration.
Mansoor and Tuvia (18), Brennecke {(4), Ramsingh and
Dowing (24) have aléo considered element time variations
in their assembly line models. Brennecke (4) presents the
result-of a study whiich employed a two parameter- assembly
line balancing model. Most of the approaches to line
balancing'uSe single ﬁarametefs - mean or expected values -
for elemental time values. CeT
Reviews of assembly line balancing methods have been
. made by Ingall (12) and Cauley (1968). Ingall (12) in his
article presents the stand{;d formulation of the assembly

-
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,
line balahcing problem and then revieys the methods avail-
able for actually balancing lines. The desireability of
'(godié;ing the usual assumption of known téské and constraints,
constant perfofmance tiﬁes, & single product, and worker of
equai aQZLify are discussed. Mastor (1970) has made a '39 [ﬁ
comparative study of various methods.
Mansoor (17) in his algorithm for variable oﬁéra{or
performance levels suggests That four steps: - |
(1) Determine the minimum number of work stations, N,
and éorrespohding minimum operating cycle time, that will
satisfy thé production requirement of P products per hour.
(2) Selecting a syitable group of N operaﬁors from
the 1abogr pool contdining M operatoré. |
(3) Calculgting the amount of wo#k each operator can- e
perform dnfing the operating cycle timé;
(4) Aésigning work units to operators to meet both
the precedence restriction and the ;pp;opriate operator work
capacity, so that the resulting operating cycle time .is a
min;ﬁﬁm.\ ‘
This method is suitable only if the number of work
"elements is small, the computer can cope with'the back-
traciing process satisfactorily, even to the extent of
rais;ng cycle time. With the sizeable éssembly task, the
backt?acking probess can prove to be a formidable task
even for a faster éomputer.

From the review 9f the existing assembly line balancing

methods we see that the element time values are considered

S
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- normall} distributed. The literature on human performance
e

tells us thagﬁelément time values are not.necessarily
formally distributed. Also none of -the existing methods
fseem to consider mi#imizing the variations in the station
times, as the g}eﬁents are assigned to the work stations,
| Iq this study the element time values are considered

#S to be “"distribution free” (23}, and a new heuristic method
for assembly line-balancing is developed. This method. -
cites rules for assigning the elements, to work statlons,
which resultkin the following: ;

(1) Minimiies the variations im~station time.

(2) Minimizes the probability of station time

< exceeding the cycle time. ‘ E&

(3) Leads to a minimum station balance. :;Hsf\k\h.
S . 7
F\—'\
)

-
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CHAPTER 3
ANALYSIS OF VARIABLE WORK ELEMENT TIME

¢ 3.1 MINIMIZATION OF STATION TIME VARIATIONS:

The: coefficient of variation of distribution is defined
as the ratid of the mean to sta:gard'deviation. Brady and =
Drury (3) showed that “if a new element is added to a group
of elements-the coeff1c1ent of variation (CV) of the new
" group %Ell be less than that of the old group prov1ded that
the CV2 of the new element is less than (l+2r) times CV2
’ of the olé group, where ‘r’ is the ratio of-:he mean of the
old group to the mean of the new'element”.
\g This concept if incorporated in developing an assembly
line method is likely to reduce the~Variations of station
time./ The proposed method w1ll use this concept in the
selectiovn of elements to be allocated to the work station.
Before allocatlng‘the element to the work station it will
be checked to see whether the addition of Epe element
increases the coefficient of variation of the work station.
If it does, the element is not selected and the next
available element is tried. If none of the variable
elements fit in the work station, this condition is by
\\\HEEEEEd for that pafticulat case. Thus by utilizing the

above concept, it is insured to the maximum possible

extent that the addition of an element to the work station

yd

will decrease the variation in the station time exceeding

>
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the cycle time and is also likely to iead t; an increase

in the overall performance of the systen.

3. II  DISTRIBUTION FREE ANALYSIS:

The element time values are usually assumed normally.
distributed and thefefore the station time values are also
considered normally distriﬁuted. In this study the element
time valués are not assumed normally distributed and L\
-analyéis‘is carried out for any propability distribdfign.

e two parameters used in thifﬂ;jne balancing method are
the mean MEL and standard deviation OEL of the elements
time distribution and the corresponding parameters Sf and
§ST of the station time distribution.

Tchebycheff’s ineguality states that for any probabi-
lity distribution whatsoever, there is a simple relation-
ship expressing the probability that the given variable
. will differ from_its mean by some multiple of its st%pdard
deviation. Expressed specifically in terms of station time

distribution the inequality states that .

+

<, 1
P(ST = CT) = K2+ 1

where ST = Station time
‘ CT = Cycle time
K = Number of Standard
N deviations
. 1 .
- = P(ST 2}18'1‘ + K66T) 2 1 1
= P(/sT-AST/ = K ST) 1. |
. . ’ K2 + 1 ' ~

where /ST -/UST / désignates the absoluté value of the

R W T I L T T———— TR LT TS e T T vy memm e mmmm———
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difference. In other words, positive and negative values
of (ST-MST) are both included in the statement. But since
ig this method, we need to find the prbbabiiity where
(ST- MST) is positive, the inequality is written as ;

P(ST =CT) = 1 , 1
T Yer ) T
Translated, thig inequality states that the probability
the étation will axcged the cycle time is always less than
or equal to 1 ( i‘
2 K2 + 1

b

. Utiliéing‘this concept, if the mean and standard
dev1at10n of the dlstrlbutlon of the station time of all
work statlons are known, the probability of the- station
time exceeding the cycle tlme for gach.work station can
be detérminéd. That is-for a given cycle timeé, it is
possible to deierw;ne the probability that each of the
operators w1llibe able to perform the assigned tasks 1n
the time allotted. | s

This is accomplished by computing the number of
‘standard deviations between the cycle time and the mean
sfation time and obtaining the cérrésponding'probability
fiéure from Tchebycheff’s inequality. The above procedure
may be summariéed as follows;.' ‘ . - <

(1) For each work station, compute the value of Kiﬁ

from the expre531on

Ck ct -Mst
GST
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Compute the probability that station time exceeds

- eycle time, from the inequality.

P(ST = CT) < 2 (_ 1
2 X7y 1

TrRI L L ST T T —— i S uly Bpde dameL Lol ST
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CHAPTER 4

A HEURISTIC METHOD FOR ASSEMBLY LINE BALANCING

{ ‘ ¢

4.1 . HEURISTICS POR ASSEMBLY LINE BALANCING METHOD:

The teéhnique employed in this method is as follows:

(1)
(2)

(3)

(4)

{5)

Obtain the critical. path of the given problem for

.each end product that requires at least two tasks

'before its completion.

Assign priority {o each of the eleménts that fall
in the critical path. These are.called critical
elements.

Assign priorities to those elements which have
ijmmediate followers whose cumulative sum is \\\
greater than or équal to cycle time.

Assién priorities to those eleqents which are

direct predecessors and immediate followers of’

" the critical elementé and whose cumulative sum

is greater than cycle time.
Assign priority to those elements which are direct
predecessors of critical element and have the

lowest elemental time value.

The priorities assigned to the plements in the above

steps are based on the following reasons. If the cumulative

sum of the immediate followers of an element is greater

than cycle time, then priority ié:z%ven to that element,

because if all of them are selecte

one éfter the other,

~

ol it e
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they can form onq,work station and this in fact is helplng
in making a good balance. The same reasoning goes for
giving priorities to all those elements which are direct'
predecessors and immediate followers of the critical
elements, Prlorlty is also assigned to those prerequlsltes
of crltlcal element that has the lowest elemental time
value, because if priority is not assigned these elem:nts
will never be selected except by chance before all the
other elements have been tested. This is becanse;of.the.
nature of the proposed method#ané is caueing a restriction

if the selection of tasks along the critical path. Hencg .

to over%ﬁne this restriction a priority is given.

4.2 THE ASSEMBLY LINE BALANCING METHOD:

The proposed method assigns elements to consecutive
work stations on the assembly line by the “Largest
Candidate Priority Rule”. This entails, considering the
priority elements first (in declining order of elemental
time values) and then the non-priority elements (in
declining order of elemental ‘time values) for assigning
them Eo the work station.

As an example consider the 21 element problem shown
.in Fig. (5) taken from Tonge (26)._ In Fig (6) the matrix
on the left indicates the immediate predecessor of each
dlement and on the right:\the matrix indicates the immediate
followers., The assignment of elements to obtain a minimum

station balance proceeds in the method as follows:
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(1) From the P Matrix, the elements having all
zeres in their rows are noted. From these
elements, the. priority and the non-priority
elements are ranked in descending order of their
elemental time values. First the priority elements
are considered (in declining order of their
elemental time values) for aseigning them to work
station and then the non-priority elements (in
‘ declining order of their elemental time values).
{ (2) The elements in the ro;'F Matrix of -the assigned
element are noted. In the corresponding rows in
P Matrix indicated by the elements Just noted,
the assigned element number is replaced by a zero.
(3) The elements are assigned according to step 1 anq
step 2 adhering to the following rules:
(a) The coefficient of variation should not
increase when an element is added to the work
station.
(b) The probability of the station time exceeding
the‘cjcie time does not exceed the aesigned value.
When the P Matrix contains all zeros the problem is
solved. However, if this is not poesible for certain
operating conditions inereasing”the cycle time will and in
obtaining fhe minimum'statien'balanee. .
Applying these rules to the 21 element problem for
cycle time of 21, the balance. obtalned is given in Fig. (7).

- The smoothness 1ndex of the balance is zero. This problem

is also solved manually as folloqs:




Figure (5). Precedence Diagram for Twenty-One-Element Problem Taken from Tonge

o

1 4] 0 0
2. 1l 0 0
3 1 "0 0
4 3 0 0
- 4 0 o]
6 5 0 0
7 5 0 0
8 6 7 4]
9 8 0 0
10 9 0 0
11 9 0 0
+ 12 9 0 0
13 9 0 0
14 7 0 0
15 10 11 12
16 15 ¥ 0
17 | 16 13 0
18 13 15 0]
19 14 18 o]
20 17 0 0
21 2 4 o
. P-Matrix

Figure (6). Dual Precedence Matrices for

a
2
3
4
5
6
7
8
9
10
11
12
13 .17
14
15
16
17
18
19
20
21
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Twenty-One-Element Problem.

2.
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WORK ELEMENTAL STATION
STATION ELEMENT TIME TIME
.1 1 4
3 9
4 5
2 3 21
2 5 9
7 8 ¢
, 6 4 21
3 8 7
21 7
9 5
10 1
12 1 21
4 11 3
15 5
. 16 5
13 3
"18 5 21
5 17 13
20 3
14 3
19 2 21
Smoothness inde*/; 0

Fig. (7): Balance for twenty-one element problem

for cycle time 21,

R

e e b



The critical path for each end product is obtained
and the elements that fall on the critical path are

blackened in Fig. (5). Pfiority is gi#en to‘each of these'
elements and they a}e called critical elements.

To "assign priority to_ﬁﬂose elements which have
immediate followers whoée cumulative sum is greater than
cycle time;, the mean time of elements in each row of F
Matrix gre added.. If the cumulative sum of any.row isﬂ
greater than cycle time, priority is given to the element
representing that row,

It is seen from the Table (1) that no row has cumulative
sum of mean time of the elements is greater than cycle |

time. Hence priority is not given to any element due to

.the said rule. ’

To "assign priority to those elements which are‘
direct ‘predecessors and immediate foliowers of the critical
elements and whosg cumulative sum is gréater than cycle
time”, the mean time of all element in the rows of P
Mafrix, represented by critical elements.are added. If the
cumulative sum of aﬁy tow is greater than cycle time, it
is checked if the elements in that row are immediate
followers Ef'another critical element., If they are, then
priority is given to each of the elements in that row.

It is seen from Table (2), that the cumulative sum of
mean time of elements in the rows of P Matrix, represented
by critical elements i's not greater than cycle time. Hence

priority @s not assigned to any element due to the said. rule.
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4

CUMULATIVE SUM CUMULATIVE SUM
- OF TIME OF ALL OF MEAN TIME OF
| ELEMENTS IN ROW ALL ELEMENTS IN
ELEMENTS | OF F-MATRIX -[ELEMENTS | ROW OF F-MATRIX
1 12 12 5
2 7 13 18
3 5 14 2
4 16 15 8
5 12 1 16 13
6 7 17 4 3,
7 10 18 2
8 5 19 0
o 10 . 20 ° 0
10 5 " 21 -0
11 5

Table (1)

T T e
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Critical Elements

Cumulative sum of Mean Time

of Elements in the Rows of

P-Matrix Represented by the
Critical Elements

W M N1 N W L

11
15
16

18
19
: 26
21

W o W W O

12

@ o i o o~

13

&
Table (2)
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To "gssign priority to those diréct predecessors of
critical elements, that have the lowest mean time”, the
meaﬁ time of the elemeﬁts in the rows of P-Matrix?représeﬁted
b; critical elements are noted. If any element in these rows,
has lowest mean time value, priofity is given to it. The

lowest mean time for this problem is I.

Noting the mean time of elements in the rows of P-Patri .

3

represented by critical elements, it een that elements 10
and 12 h§ve'the lowest mean time. He::;ésgqgrity"is_assigned
to these elements. |

Now the elements are to be allocated to the work stations.
Any row of P-Matrix having all zeros in its row signifies that
the element fepresenting that row has no prerequisites orain

other words is free to be allocated to the work station.

P N P

Every time an element is allocated to the work station, the
element number of its immediate fol%:wers_are noted, ?hen "
in the rows of P-Matrix indidated by these numbers; the
assidghed element number is replaced by zero. Thus implying
that, to find the elemeﬁts available for allocatioﬁ, look up
the rows of P-Matrix that have all zeros in their rows..

To begin with only elemént 1 has all zeros in its row in

the P-Matrix. Hence it is available for allocation.

ELEMENT AVAILABLE | PRIORITY ELEMENT NON PRIORITY ELEMENT
1 1l -

Table (3) .
Element 1, being the only one available is assigned to the

first work station. Station time is the cumulative sum .of all

elements assigned to the work station. Thus the station time

of the first work station is 4. .
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Element numbers in the rows of.F—Matrix. cor}esponding
to element 1,.are 2 and 3. Replace element numﬁér 1, with
zeros, in the rows of P Matrix corfesponding to elements

2 and 3.  [The modified\P Matrix is shown iﬁ fig. (8)

1 01 01 O
2| o] o o ‘
) - 3 0 o] o] _ ‘
- b 3 0 0 \ o
5| &) oo \_f\
6 J_s3. 0 1o ..
Fig. (8) '

Now the rows of elements 1, 2 %?g 3 have all zeros in
their rows in P-Matrix. Elehent 1; %eing alread& assigned, ' -
elemenfs 2 and 3 are available for allocation. These available
elem?nts are sepefated into priority and non~priority elements

and are ranked in descending order of their mean time values

as shown in table (4).

“LEMENT AVAILABLE PRIORITY ELEMENTS. | NON_PRIORITY ELEMENTS

2 ' - 3 2
3

Table (4)

Since preference is given to priority elements, element 3
is assigned to fiést station, thereby ingréasing the station
time to 13.

! Element numbers in the rows of F~Matrix corresponding

to element 3 is 4. Replace element number 3 with a zero in
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the row of P-Matrix correéponding to element 4 as shown in

Fig (9).

1 0 0 0

2 0 0 0

3 0 0 0

Ly 0 0 0

5 b 0o |.o0

6 | 5 o] o.

715 |o]o y

Fig. (9)

“The rows in P-Matrix of element 1,2,3,and 4 have all
zeros., Elements 1 and 3 being already assigned, elements
2 and 4 are available fo; allocation. They are seperated
into priority and non-priority elements and are ranked in

descending order of their mean. time values as shown in Table

(5).

CLEMENTS PRIORITY ELEMENTé MON PRIORITY ELEMENTS
2 i L 2 .
I
=
Table (5)

Element 4 beinga priority element is assigned to the first
station, inecreasing the station time to 18.

As before replacing element numbers in P-Matrix by
zero and then rank the available priority and non-priority
elements in ‘descending order of mean time values as shown in

~

table (6).
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ELEMEMT AVAILADLE

PRIORITY ELEMENTS

.2
5

5

NON PRIORITY ELEMENTS|

2

Table (6}

As usual the p}iority element (Element 5) is assigned to

first work station, increasing the station.time to 27. Since

station time exceeds cycle time; element 5 is rejected. No

other priority eélement being available, element 2 is assigned

to the first station, increasing the station time to 21, As

1

the station time equals cycle time, no other element can be

assigned to first station.

gecond work station .

Now elements are assigned to

Modifying the P-Matrix as before, the succeeding results

are summarized in the tables below.

ELEMENTS AVAILABLE

PRICRITY ELEMENTS

NON PRIORITY ELEMENTS

5 _—
21 21
Element Allocated to 2nd work station: Element 5
Station Time: 9 -
ELEMENT AVAILABLZ PRIORITY ELEMENTS NON PRTORITY ELEWENTS
6 ' 7 6
7 21
21.
Element allocated to 2nd work station 1 7 -

Station Time

17



- 9

- 32

.Element allocated to 2nd work stations
STATION TIME:

Element‘aliocated to 2nd work station:
| Station Time:

-Station time = Cycle time .: -charge

-

ETEMENT AVAILADLE | PRIORITY ELEMENTS | NOM PRIORITY TTEMENTS
6 21 6
21 . ' ; 14
14
Y

21

—

24> 21 Element rejected

6
21

work station

ELEMENT AVAILABLE|  PRIORITY ELEMENTS

NOM PRIORITY ELEMENTS

»

1
8, 21 21 e
14 - . 8
" Element allocated to 3rd work station: 21
Station time:s 7

ELEMENT AVAILABLE PRIORITY ELEMENTS

NON PRIORITY ELEMENT

g 8 b
14 o
Element allocated to 3rd work.saa€ion: B8
Station time: 14 ~

ELEMENT AVAILABLE PRIORITY ELEMENTS

NON PRIORITY ELEMENTS

toe,

£

_9
ik '

’

14

Element allocated to 3rd station: - 9

'Station'timex 19

U S



|
\J'

33

TLEWENT AVAILABLE | PRIORITY ELEMENTS | WON PRIORITY ELEMENTS
10 ' | 11 | 13
11 . 10 1k
12 . 12
13
1k

Element allo;ated=to 3rd station ¢ 11

Station time s 22> 21 Element rejecfed
Element allocated to 3rd station ¢ 10 \\,~

STATION TIME : 20

|ELEMENT AVAILABLE . PRIORf&Y ELEMENTS NON PRIORITY ELEMENTS
11 11 ' 13
12 ’ 12 14
13
14
Element allocated ™ 3rd Station s 11
Station time ¢ 23 = 21 element rejected
Element allocated to 3rd Station ¢ 12
STATION TIME ¢ 21

Station time = Cycle time 'y Charge work station

ELEMENT AVAILABLE PRIORITY ELEMENTS NON PRIORITY ELEMENTS)
11/ SR U 13
13 .- | 14
14 '
Element allocated to 4th work staﬁion 1 11
Station time 1 3

Statio Time = Cycle Time 1 chafgi>work station
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\\\

ELEMENT AVAILABLW

"PRIORITY ELEMENTS

NON PRIORITY ELEMENTS

FN

15

15

13
14

.Element allocated

‘4o 4th Station: 15

Station time: 8

[ELEMENT AVAILABLE

PRIORITY ELEMENTS

NON PRIORITY ELEMENTY

16 .
14
S 15

16

13
14

Elemeﬂt allocated

to 4th work station 1

STATION TIME s

16
11

ELEMENT AVAILABLE

PRIORITY ELEMENTS

NON PRIORITY ELEMENTS

14
15

b

13
14

Element zllocated

™

to 4th work stations

Station time:

o

13
16

ELEMENT AVAILABLE

PRIORITY ELEMENTS

NON PRIORITY ELEMENTS

17
18 |
14

17
18

1k

Element allocated
Element allocated

Station tlme =

Cycle time

to uth work statlon:
Station time:

to 4th work station:
- Station time:
_Charge

17
292 21 element rejected
18
21
work station

v

Y T,
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ELEMENT AVATLABLE| PRIORITY ELEMENTS | NON PRIORITY ELEMENT

14

Eiement allocated to 5th work station 1 17

Station time s+ 13

ELEMENT AVAILABLE| PRIORITY ELEMENTS [ NON PRIORITY ELEMENTS

F .
20

1

14_¢

Ay

Elemeni allocated to 5%th work station: 20

Station. time: 16

ELEMENT AVAILABLE PRIORITY\@EEMENTS NON PRIORITY ELEMENTS

1h - L 14

Element allocated to 5th work station : 14

Station time : 19

ELEMENT AVAILABLE PRIORITY ELEMENTS NON PRIORITY ELEMENTS
19 . 19

Flement allocated to 5th work station ¢ 19

Station time 1 21
' f

J

ELEMENT AVAILABLE PRIORITY ELEMENTS:| NON PRIORITY ELEMENTS

ALL
ELEMENTS ALLOCATED
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The summéry of the results-is‘given in Table (7).
WORK STATION ELEI.\‘IENTS . STATION TIME 1DLE TIME
1 1, 3, &, 2 ' 21 0
2 5, 7, 6 21 0
, 3 8,21, 9,10,12 21 . 0
o 11,15,16,13,18 21 0
5 17,20,14,19 'o21 0
Smoothness Index . = 0 -'

. ‘\gsble (7)
- L4
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4.3 __ ADDING A ZONING CONSTRAINT o S |

. The product to be assembled is cha;acterized'by time
requirements for each final“aésembly ta§k and by festrictions
on the way these tasks may be g{ouped into work ;fations.
These grouping restrictions are’ either ordering constraints,
slating which tasks must be completed before other tasks
can be started, or zoning c;nstrgints, speci@ézga\which
tasks may not be grquped togethef because of'production
facility layout. The injunction against assigning tasks
to be done from both the front and the back;of the product
to one worker, thus requiring him to cross the conveyor
line, is a zoning constraint.

Many zoning constraints are added to the assembly
line balancing problem to keep tasks at separate stations,
not because it is impossible to do thém together, but
bécause they will take longer if done together. These
zoning cﬁnstraints are incorporated,in this new method
as follows:

One of the advantages sought from the heuristic
approach to complex decision problems is the ability to
redefine the problem, adding or deletlng restrictions on a
solution, with ease. As a s;écific example, the zoning
restriction as glvegﬁby Tonge (22) will be considered here.
The zoning restrlctlon for the elements is glven in Table
(8). |

To incorporate this new restriction, the program can

be sllghtly modified to produce only groupings w1th1n a
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Ele;;nt Zonés
Zone Element Tasks” ’
1 |1, 2,08, 405, 7, 8,0
3 - | 3, 4,6, 7, 8, 9, 10, 1i, 12, 13, 15, 16, 18
4 . 18, 14, 15, 16, 17, 18, 19, 20 -
" Table (8)

specified zone or zones, by rejecting the elements not
belonging to the saﬁe zone, This is accomplished as follows:

(1) Sort from the available elements, the element
that can be piaced only in that zone, and the
elements that can be placed in that zone or
some othér'zqne. .

(2) Sort these groupé of 'elements into prio}ity and
non-priority elements and arrange them in
descending order of their elemental time value.

_ (3) Preference (in descending order of the mean time
values) is given to the elements as follows:
(a} Priority elements strictly to be assigned
to that work station due to zoning constraint.
(b} Non priority elements strictly to be
assigned to that work station due to zoning
constraint, L
(c) Priority elements tﬁat can be assigned to
that work station.
(d) Non priority elements that can be assigned-

to_that work station.

T



. problems. The twenty-one element problem has bee
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The above modifications can be made with relative ease

without affecting other parts of fhe over-all program.

These modifications Have been hand simulated for several

n hand
simulatéd for cycle time 20.

M ateean T L omae U



_/‘:‘qa/

/\ . [ .. . /

40

CHAPTER S .

OPERATING RESULTS WITH THE LINE BALANCING PROGRAM

5.1 Mechanization of the assembly line balancinqﬁprocedure:

The assembly line balancing procedure descrlbed here
is programmed in Fortran language to be run on the University’s
TBM 360/165 computer. A detailed description of the
procedure 1is depicted in flow chart given in Appendix B.
A completely documented computer program is also given in
Appendix C. ‘
5.2 Operating Results:

Six sample problems were used in developing and testing
this heuristic prdcedure: The 9 element proﬁleﬁ taken from
Moodie & Youné (20), the 1ll-Element, 21-Element and 70- , [
Element problem taken from Tonge (27), 35-Element problem
taken from Bedworth (2), and 45-Element problem from,
Kilbridge and Wester (14). All the six problems are
depicted .in Appendix B. Although these few cases do not
‘completely tg;t the methods general validity, we can observe
neasure of’pérformance. |

The twenty-one element Problem was solved with zoning
constraint as gi:gn in Tonge (27). For the cycle time of
20, the results obtained are similar to those obtained by
Tonge (27).

5.3 Other Comparisons:

All the sample brqblems were taken from the assembly

line balancing literature. The results obtained by the new
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method described are compared with the results obtained by
others. All the solutions obtained are either similar or
better to the ones obtained by other researchers. Fof the
seventy element problem the. results of phase 3 of Tonge’s -~
method were not available and hence they were comparea with
phase 2 solution. |

The summary of all the comparisons witﬁ other methods
is given in Table (9). The problems solved and the results
shown in Table (9) are based on the data which was |
.assumed to be deterministic., To test the methodology for
cases when mean and standard deviation of elemental time
values afe known, a twenty-one ‘element problem shown in
Fig. (5) was solved. The mean and-variance of elemental
time values are given in Table (8a). The computer program
based on the flow chart in Appendix B was used to solve

the problem. The results obtained are given'in Table (9a).
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NUMBER OF NUMBER OF CYCLE
ELEMENTS WORK STATIONS TIME METHOQD SI "L
9 s 14 | Moodie & 2 94.9
, Young{20) ;
PROPOSED 2 94.9
1 3 Mansoor(17)] 1 | 99.5
62 PROPOSED 1 99.5
21 5 25 | Moodie & 0 | 100
Young{20)
21 PROPOSED 0 100
Helgison & 4 98.6
35 . | 6 83 Birnie(10) .
PROPOSED 4 98.6
A Kilbridge & 0 100
Wester(14) | . '
45 3 184 ‘
PROPOSED 0 100
Tonge(27) 80 92.6
End of Phase
sol. incomp-
. lete sol.
70 22 176 .
. PROPOSED 51 95
~ _/
‘ ‘Table (9)

Comparing proposed method with other methods.
Results are compared for constant work element
time and non-zoned conditions. :

Y

S.1. - Smoothness index "
" - Efficiency/”

Smoothness Index consists of the square root of the sum
of the squares of the time deviations for each of the
stations in the balance from the maximum station time.

Efficiency is defined as the ratio of total elemental
time to the number of work stations into the maximum
station time.

e e, LR P e
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CHAPTER 6

CONCLUSIONS

The new method proposed in this paper is suitable for
obtaining balances, eifhe; manually or by using a computer,

A flow chart summarizing the new method is given in

Appendix B'and the computer program is given in Appendix C.

The new method has the followiné inhérent.character-
istics:

(1} It gives only one balance (and often the optimal)
of many possible balances. |

(2) This method'operates.in two steps: -
(i) Obtaining the critigal path and assigning
the.priorities;
(ii) Assigning the elements to work stations.
If.it becomes abparenf that a'minimum station
balance is unattainable with the given cycle tiﬁe,
the cycle time may be successively incremented
by one time unit up-to a specified time limit, as
an aid in obtaining a minimum station balance.

(3) The work element variance is incorporated in this
method and hence, this method gives a getter
balance because thé variance of the work eleme
is a determining factor in assigning elements to

worg station.
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This method has been tested'fo; most of the assembly
line balancing problems given in the literature,

* The results obtalned by the new method are similar or

\

better than the results doceﬁ%nted in literature., If in

addition to the mean of element time value, variances are
ra

also known, this method is llkely to yield more reallstlc
balances for assembly lines than one gets by using only

y
the means of element time values.

D &

-



NCPM
NOE
NCFM
MINTIM
CT
NREM
NRFM
REQPRO

'UNDEF

RPW
ISP(I)

P(I,J)
"F(1,7)
GUM

- TIT

. IST{1JK)
L
K1M
TIME (L)
- 1K

‘.SIGMA(IJK)Standard deviation of station IJK

SIG(L)
M
-~ WS(M)

‘Minimum time {Elemental time) e

46
-

LIST OF VARIABLES

Number of Columns of ‘P’-Matrix,.
Number of Elements ,

Number of Columns of ’F’-Matrix

Cyclé‘Time : A

Number of rows of 'P’-Matrix

Number of rows g} ‘F’-Matrix |

Required probability ' _
Indicator for probabilistic o}.detérministic study

1.0 for deterministic study
0.0 for probabilistic study . ‘

o

Earliest staft R

* Priority indicator of element I =

0 if non-priority element
500 if priority element

i

Element in ‘P’ Matrix

Element in ‘F’ Matrix

Cumulative time of post requisites

Station Time

Station time of station number IJK

Element under consideration for allocation
Elements position in'the work station

Mean time of element L

Station number

Standard deviation of element L
Number of eléﬁents in work station

Element number M in work station

————p T S A — ———— e e B e



ELE(LJK,K1M) Element allocated is-stored in thisivariable
IDL(IJK) Idle time in station IJK

I1JJX Total number of work stations
W Expected earliest start
f

—— R T L Are——— T .- o .
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APPENDIX A

SAMPLE PROBLEMS

e P ASth S S iy



Diagram for nine element
ken from Moodie and Young (26)

Precedence Diagram for 11 Element
problem taken from Tonge (26)
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Flg. (12) Precedence diagram for Thirty Five . .

Element problem taken from Helgeson

- and Birnie
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Fig. (13 ) Precedence Diagram For Forty Five -

element problem taken from Kilbridge °

and Wester (14)
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THE BALANCE FOP THE SEVENTY ELEMENT ONOBLEM TAKEN FRCM TONGE (21)

CYCLE TIMF =17n . _ . \
. STATTICM NO. FLEMFNTS STATION TIME - IDLE TIME
.g . N -
£ 1 15 1 7¢ 6% = 0 167 : ]
2 ‘
5 \ - ~—~
& .
3 '
s 2 16 2 41 ¢ 0 0 : 172 , a
‘e
o}
3 18 0 o C 0 0 176 T 0
¢ a 3 AR 17 € 0 O 176 0
5, 12 20 z1 a o o 175 1
6 6 9 24 0 O 0 158 ' 3
[d
7 10 11 7 0 ) c 17€ . 0
s 8 g 12 €3 ¢ 0 0 17 ‘ 5
4 o
£
2
s . ,
z o 14 22 ¢ ¢ © © 175 . ' 1
L
o
Ed
£
=
10 17 30 %€ S5¢ 0 0O ' 168 - 3
11 2 33 c 0 0 o 175 1

- Table (14) Continued




Univorsity of Windsor

University of Windsor

12 75
”
13 293
[}
14 9
15 3€.
16 €3
—
17 a4
13 &€
[}
14 &7
r
20 ep
21 £8
. »
<m

SMOQTHENESS TNDEX

27

=6

ag

N
mn

i}

a4

et

ac

" 39

a2

0] 0
=

¢
o 0

s
&
0 0
0 0
L
56

. 152 24
\ .
1&] 15" ;
A ) ) .
153 23
- .
‘l‘ -
t J
174 TG 2
5
-\
IS
—

159 - . Y7
172 : _ 4 @
o
3 )
. A
176 0 g
175 1
15% 21

.

OUTPUT EFFICIENCY = OS.36

J

T o 0

a3 50
Table (14)
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Read number of elements, mean®
time values, gmallest time value
p-Matrix, F-Matrix, cycle time,
number of rows and columns ‘in P
and F Matrices.

Initialize | -
K=1 ' ’

T

Read from P-Matrix the element
no. in first row and first col.

- T1ement Initializing earlies
emen start* of the element
number = 0 = 0 -
Assign earliest start* of this
element as its mean time value -
Read from p-Matrix the element | :
. number in next row.first column. ,k;\;
ves Element
Available
'] No —~
4 Read from F-Matrix the element f//
. pnumber. in first row. and first
i column

|

Cumulatively add the mean time values
of all elements read in the same row

hssign priority to
+he prerequisite of
11 these elements

Cumulative s
greater than

Figure {3)- Flow Chart for the New Heuristic Method
*Farlieat ééart is the earliest time an element can begin when all preceding

elements are completed, including itself. 1t is the highest of all the expected
earliest starts of the element. N :
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4 . & .
1,___ s ma—pw Calculate expected ’ ' S

earliest start*®

v A
Earliest start
equal to expected
earliest start

‘) . NO

start less than previou

next column in the said row

Read the element number in the J/

. Yes

Read element in next row,
first column of F-matrix

Figure (3)‘{Cont.)

*Expected earliest start of the element is found by adding its mean time to the

earliest start of its prerequisite. If the element has more thdn one preregui-
_site, expected earliest start is calculated considering each prerequisite and

. storing the highest value of expected earliest start as its earliest start.

I



Element avallable with nd

post-requigite (other than already
_considered)

Element's prerequisite
has a prerequisite

Assign priority to elementj
(Critical Element)

Earliest start of critical
element — earliest start of prerequisite
= mean’ time value of
critical element

Assign priority to prerequisite:
(Critical Element)

No

All prerequisite

61

checked

Cumylative sum of all post-
requisites which are also prerequisites
of another critical element greate
than cycle time

Assign priority to all
post-requisites .

No

Assign priority
to any preregui-
site of the cri-
tical element
which has lowest
time value

Figqure (3)‘(Cont.)

e i e —



Sort non-
priority -

elements in
descending

ordnr

‘Drop the

element

62

Element available
for allocation

Yeg

No Priority
lement availabl

Yes

Sort priority elements
in<descending order of
their mean time value

Yes

" igoeff.
of variation
increases-with the
addition of
element

No

P (ST>CT) is

less than assigned
value

Yes

Assign the
¢ element

Modify the
pP-Matrix

lknk+1

2

No

. Yes

| k = NOE

‘Has the Coef.
5f Variation restric-—
tion dropped

Drop Coefficient of

- Change
the
work

station

Variation restriction

!

a
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: 63 o
£J0AB WATF 1V G12600C223,TIME=15 . _ St .
g ' 2
c*t*#**##****#a****v¢****tk#v*********##tv*###*#***###*#a*##**ma**#***ta*«&mv#t‘
C***t***tttt***###t#*tt#*##*#***#*#**t##****#***#**#***#tt*t#***t**#***#*#**#*tj
¢ ‘ ' .
c . ' . .
C ASSEMBLY LINE BALANCING USING CRITICAL PATH APRPRDOACH '
C ' : .

C . ‘
C##**t****###**#*##**#****#***#####*#*#*#**t***#*#***#**#####**#*#***##*##t*¢*¢
C**#***##*#*****#****#**#**ﬁ***#***********t#***t**#*#**######*#*#***##*#*****'
C

C

C R
C##***t*****#*##**###****##***###***#*#*****###**###*########*#*t#*###*#*#*#*#t
C##*####t##t*#####***t##*#*##*#**##*#*#########**#**#***##*t*###*#####*#*#*#*#t

C

C : .

C THIS PROGRAM 1S DIVIDED INTO TWD PARTS FOR SIMPLICITY -
C PART [ =r—=- DETERMINES THE CRITICAL PATH AND ASSIGNES 'PRIDFITIES
C PART 11 =--- ALLDCATES THE ELEMENTS TN THF WORK STATION

C

C

c***#**«*#*#*#**tz#***#*#*****##***#***#**#**#*#****#***:*##**z****#«n#**###*kt,
C*t***##****###*###**#**##***#*###*#t#**##*#f##****#**####****##**##**«#####*#t
C - i )

¢ ) .

C o ‘ .
C . .
C##****t#*#*#**##*#******##******t****ﬁ**####**********$#***#*#****###**#*#****
C*****##t**###**##*##*##****#*$*##**##*#**t####***t#***#*##*******#*##t********
C

c

c PART 1 ‘ - -

C

pS L . . ' N
C*********#**********##****#*****##***##**##**##*###*##*###**#%*###****##*#*#ttpg
c**#*#**#*#**t**#*#********#*##*****##*****t*t**t*#*#***a#******#*******#**m**ty
¢ :

C
(o}

[P

C : Y
C#*#*******#########*#*##***#*t#*##*###*#**#**###***###*****#*#*#******#####*#*'
ct*#*¢#k**##*#t*##*****#***m*##**a****p**#*##*#*#******#s«****##***ttt***ttw#*m
c . . .

THIS PROGRAM 1S SET UP ' TO SOLVE ANY PROBLEM HAVING LESS THaANM 100 ELEMENTS

THE FOLLOWING DATA IS TN AE GIVEN .

1 THE FIRST READ CAPD WILL HMAVE THF VALUSES OF NOE, NRPM NCPH, NEEHM,, MCEM,
CT+MINTIM,RZQ2Q] ,UNDEFa THZ £0AQMAT OF FIRST S&VEN VALUES 1S 713 AND
LAST TWO VvalLUES 1S F&.2

2. ON THE SECOND READ capD THS TITLE NF THE PROBLEM IS GIVEN. THERE

SHOULD BE TWD READS CARDS FOR THITS. IF THE TITLE IS WRITTFN ON ONE

‘CARD,THEN 4 BLANK CARD ™MUST 9E ATTACHED

CHANGE CARD NO*S. 15 = 17 -~——= FARMAT CARDS ACCORDING TO

THE DATA PUNCHED IN THE DATA CARDS ’

w
.

IF MORE THAN ' 100 ELEMENT PROBLEM HAS TN AS SOLVED THEN IM ADDPITION
TO THE ARNVE CHANGES. CAPD NQes 2 —=== THE DIMENSION CARD HAS TN
TD BE CFANGED ACCORDINGLY :

Oﬁﬂfﬂﬂﬂnfﬂﬁﬁﬁ(ﬂ\ﬂﬁfﬂﬂﬂﬁﬁ

ct#********************#**cﬂ*:*****#*##**##t*%#*******x**#**:*#**#***«#**#*****
Ct*#******t##***#*t*##****##*#*#*###*t####***#&#***##*####**##t****###*##*##*#t
C

C
DIMENS ION PL100,15)yF{100,15) )
DIMENS ION [SP(100)pIP?J(IOOl.PFND(ZOO).MI“F(IOD).Pd(lOD)-FPN(IOO)-
le(lGO)vSI(lOO)-TIM=(IOO)-TFT(IOO)-HHA(100).IPPE(203) -
DIMENS ION ELE(30.25);NU(25)olST(?ﬁ)-IDL(?%)
DIMENSION SSIG(S50)+SIGIAN) 4 SIGM S0} ARC{33) . )
INTEGER P.F.CT.T.TT;TIME.A.RAN‘gé)PDNaFLE
c . .

C . B .
ct#t*#t*t*ttt#tzm#*a###ttt*t*a*#****asn**##*##*tt**¢*¥*¢**t***t*t*****v****:ta¢
C*tt#****t*****#*#*#*#tttt*****t*#*****#*#t**#t#t***#**#t****t##***###*#***#t#t
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20
21
22
23
24
25

27
28

30

31

nanonn

‘64

THE VAPIDUS PARAMETERS ARF DEFINED AS FOLLOWS
CTcoo----noou--.-chch:. TIME

NIFE coasnassessess e NUMBFD NF ELEMENTS
NCPMeassasasenssss NUMAFD NFE CNLUMNS ne 1t MATRIX
NCFMosaosssesnsesaMUMirR OF COLUMNG nEe sFr MATRIX
NRIVM ¢ a pesses s ee s s s NUMAKI NF ROWS NF Py MATRIX *
NRFM.---a.-.-.....NUMHE” F POWS 0OF tF' MATRIX
MINTIMeoesaonoessaMINIMUM CLEMENTAL TASK TIMF

annannNanAn.

N . :
Ct******##**#*###*#***##*###*##t#******#*#t###t*#***v****#*##**##*#**#ﬁg
c#**##**x¢#*#****4**t#***#*a**tﬁ*****t*#*##*v*t**tt*#**##t**#*#m**#*v#«#
C
c

QEAD(S.&GGS)NDEoanMoNCPﬂ'NQFM.NCFMqCT.MINTIM.REQPRO-UNDFF
6665 FORMAT(713:F4+.2:.F4.2)
READ(S,1733)A8C
1333 'CORMAT(20A4, /413A0}
WRITE(A,13341ARC
1334 FORMAT (1M I3A8,///777) .

C

C .
C*#*******#**##*#****#t*#*#****#*t*#t***#*#*#*************#*t*******####
Gtk koo e b ke e o b AR K KRR KRR R RO R R R R R RO R R R R kR R kR ok R R R

QEADING THE INPUT DATA ——== P-MATRIX, F=MATRIXs AND ELEMENTAL
TASK TIMES ‘ ’ ) '

Chdoxrkkhetkd iRk s g ook ok & & o e £ e ok 2 e fk b ook ol o e ek e dke A e ook Rl R 3 Rk e Aol ok dk ER-B g B 2 %4
C e e 2 e oo o ok R R KR R AR TR R B R SRR R KR SRR TR R R ko
C
C

JYeJ=1,NCPM) 5 I=1,4,NPDWV)

JYsJ=1 NCFM}sI=1,4NRFHY)

1)1, I=1,NOF )} .

- T
T~
i) ot

(

PO P~~~
) = v ] o~

Whyre
m
]
a
1 =
Oppprme—~
Ommrmrme o o
« NP IdLIN -
ST| pb e et it e
"

C

C .
Gt e e e ok e e 08 ol o e e R 0 R K e A AR KOk R Rk R SR R KRR R R R KRR AR

Cootot e oo e e ot e gk f ok kb ok o o o R R KRR R ok R R Rk Rk RO R R RO RO X K
C

c INITIALIZING ALL. THE ELEMENTS

c READ ING FROM P-MATRIX THE ZLEMENT NUMBERS. TF THE ZLEMENT NUMRER
c 1S ZFRD INITIALIZE THS ELEMENT TO ITS MEAN TTIME VALUE

< _

c*:***#t*##***********#*t****:**#¢***$**:*##t«#*t*ta**##**#**t*t*#***ﬂ*#
ct**tt#tt*t**#***t#*v##****#*##**#**#*#******##t##*###**z*t**********#**
[

C

8200 CNNT

C -

c
CERE xRk R ER R kxR *$#*_*******#***#****#***##**‘**# o e A e e e e gt i ook el ek ke Ak ko X

C*****#***##*******#*###**###***t**##**#*####**#**##*###*##****#*****###_

C
C THE EARLIEST START OF EACH ELEMENT JS DETERMINED
C

Chkkkidh ki krkiya ks bk fedk ke kokok ok kA Ak hh kg ks kR Rk kR k Rk E k.

C****#******t**#*t*######*#*#*###**#**t*#****##t#**####*#***##*#####t#*#
C N

DO 8001 I=1.NOF
C
C.



32
33
34
35

36
37
38
39

40

43
asy
- 45
46
47
48
49

) ] 65 . k
c#*##*#t**t##t#t**t*t««vt¢t#«v##tn*#«#tr*##**tﬁ«v***##**v«mv**¢v«¢u#vﬁt¢¢ém
c**#***n«#****#**m*#**#m*#**tvv**#v#*****t**##t«*****#**a#t#*«##t*****###*tl

C ;
Cc READING FROM F-MATRIX THE FLEMENT NUMAFRS ‘ ;

[of . o s
C******##*##**#t#####**#*###*#**#ﬁ*#t*#*###*##****k***#*%*#**t***#####k#*t#
C#******#**#*#*#*#*##*#****#*###**#***####*##**#####*##*##t####**#*t**##*##‘

C
c . -
po 8001 J=1.NCFM .-
. 1IF(F(1,J).F0.0¥G0 TO 8001
K=F(T+J) v
NUM=0
C ) .

C . C
C*###*t##****#*##****ﬂ###**#**#*###*t*####*###*****####*##***###########**#
C###*###*##**k**#*#*######t**#1***##**##*##**#*######*f*****#**##*##*##t#*t
C . - . .

C CUMULATIVELY ADDING THE MEAN TIME VALUES NS ALL ELEMENTS READ

ol IN THE SAME ROWe : "

C
C**#**********####******#*******#***##***********#**#*************ﬁ##**##**
C ek oo ok Kk **************#****** *****#f#**#***#* **********#******#***#****
C N . ' .,
C

DO 8ARA MN=1,NCFM

KIN=SF{I.MN) ®

IEF(K INLFC.0)GO T 88¢€9

/FﬂgﬂsNum+T!ME(KIN)
C s : . .

c ‘ :
C***#***#*****##****#****#*#**#**##**#*$*ﬂ#***###****&#*4###*##***#***t##*#
C*##***#*******ﬁf#*****##*****#**####***#****##*#**#*##*##****t####***#**#*
c .

C . .

C CHECK IF THE CUMULATIVE SUM IS GREATEF THAN CYCLE TIME
C ' : : .

C . ) : :
C**#*####*#*******#*******##**#*#*4*####**##*#***#*********##*#*****#*****#;
C#**t#*##*##**#**#****##****#*********####******#*t#***#:******#***#*###***l
C . ) !
C : N

1F(NU“—CT)8888-EEBB.BBQO N i
C 4
C. N ) ' H
C*#**#*************#********#***#*#******#*###********#**##*%***##**##*#***
C*****#****#*#*******#*****#****#*#****#****#*##*****************#****#****
[ : r

Cc
C ASSTGN PRIORITY .
c .

Cc
C***#*##*#*#*###****#**#*###*######****###**##*#*##***####*#**#t*#**#******
C****#****#**#**#**#*#***#*##*****#*#*******#**#*****#***#*#***#####*****#*
C

Cc
5890 1SP(I)=SC0O
88R8 CONTINUE

c :

C ' - .
C#*#ﬁy*###*##**t*#*#*t#*#t** TIt s ######*##*t$*#####t*#*#tt###**********#
Chkkd ok f ek ok b ok ok Rk KR AKRE KRR KR *###**##*###*##*##**##***#«##***######*&****#

C

C i® EXPECTED EARLIEST START 1S LESS THAN PRFVIOUS EARLIRST START

Cc RFAD THE NEXT ELEMENT NUMAER « 1IF IT 1S GRFATER THAN, EAQUATE FAFLIEST
C START EQUAL TO EXPECTED EARLIEST START.

C
Chkdnk k% ¥ ##*#**##*##***#*##«*####**#########t*##**#*##*###**######****#*
CREXKEERERK ***#**####*******#**#t*##**#*#**#***#*#****t*#***#**##*#**##*#*

PW{K)I=RPW{ 1) +TIME(K
IF(PWIK) sGELRPWIK))
GO TO 8O0l

8002 RPW(X)I=PW(K)

8001 CONTINUF
DO 8100 MM=1,NO%

8100 CONTINUF

)
GO TO A002

C
C
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54
55

56
S7
58
59

o0
-0

X

66

Cot ok sk o ok KRR R e KXk R K R R R A A R R O R KRR R R R R R S bk
C et e e 0o O oK AR K K K K R AR K KRR R R ok R ROKR K R K R R Ak o

1

C : . N
C  ELEMFENT WITH NO POST=PREAUISTE [ 5 SEARCHED AND CHECKED JIF TS 1
cC PRE~-RFOUISTE HAS A 2RF~RIQUISTE )

.étt#tt#t«t«##*#«**#ﬁ*¢¢*¢*ttv%«#sgu*tt#t*t&*««*n*tt#*«tc**t«mt«t«*t«tt***ﬁ
S ok A R OR K RK RO R K K R OHOK T OR R OKOR KR R K K Rk ooy R |

c !
c !
DD 8003 1=1,NDE !
DO RORO JJ=1.NCFM
. IF{F(1,JJ).NE.0)IGD TO 8003
8030 CONTINUF
KI=l1 . '
IF(P(1+1)«EQ41)G0O TO 8003
C

c i ) .

C#**###***#**#*##*****#t#*#####****#t**#*#*****##*##**#*##*tt#*###t*t*###v

C*#**###***##***#*###**#*#*******#*###**#***##**#**###**#**##***#**#**}ﬁ*'
. R 4

ASSIGN PRIORITY '

Ononon

Gt o o e e e ok o o ook KRR R A K A ROR BORCR HOR R IR ok R R R R R R e R R K
C**#**##*#*#******#****#*###*#t*#***t#**###**###*#**#*#**###**#******#*##:

c
c . _ -
1SP(1)=500 !
B0OT7 DO B8CD4 J=14NCPM -
‘ KJI=P(KTsJ) . . _
IF(KJ+EQ.0)GN TO 8004 : 4
c ~

C . .
C*****##***********#**#*#*###**#*###*#*#**#*###*#**#****#***#**t#*###**##a
Gt ek 20k o e e e ook otk ke ok 3 2R R RO R ROR S ot o R KRR Rk R ok HOR K R OK A RO R D

EARLIEST START DF CRITICAL ELEMENT - SAPLIFST START OF PRE—REOUISITﬁ
IS EQUAL TO MEAN TIME VALUE OF CRITICAL FELEMENT

**#***********##**t*##**#*#***#*****##t#*##*#**t*****#***t#*#***#*
<********#*#******##**##**t******###****#***#*****#********$*#*****

ANNANOOON

ITIME=RPW(KI)=RPW(KJ)
IF(TIME(KI })=-I1TIME)8004,3005,8004
B800S CONTINUE

ok A e e ok At Ak oK A RO g R R kR R e R AR R R R R KLk Rk
N T L LS TR R L R L 2 S F RS 2 L b b b b b

ASSIGN PRIODRITY "

*#*#********##***#****#***#**###*##***##*#**#t#***###****#*#*#****
***##*********#**tt**#*************$***##****#**#*##****#**##*t*t#

feYalaXalsislaYaXakalelatel

ISP(KJI=E00

MEBM=MBM+1

IPPE{MBM)=KJ

SKI=KJ

GUM=0

KK=1 . e e e e

.

C

c N
C*#***t*##*****#****t##t*#**t*#***##*******#*#*t#*#***#*t*#**************1
C***#***t*#**t*###*#*#***###t#*##t*##*#**#t#**tt**#*t###**#####*#******#*

C .

c THE POST~REQUISTES OF THFE PRIORITY ELEMENT ARE CHECKFED TO SEF TF

c THEIR CUMALATIVE SUM IS GREATER THAN CYCLE TIME, IF [T IS THFN

c PRIORITY IS GIVEN TO ALL SUCH FLEMENTS. -

(o}

N )

Ok kk kK & *t#*f***##**#**tt***«#*t*******#*****t**#**t*###t##*#****####*r

- e T TR e e i oA - e e e e e ]
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C#***#*******#t#*##**F*******t**#**##******##****t**#*#***t**t#*#*ﬁ
C . .

C ) ,
DN AD3ID MN=1,NCFM
MIN=F{KJ+MN) :
" IF(MINLGFNL.0)}GO .TO AO33
CIF{MOM ,LF.2)YG0O TN BOS)
DO B999 JA=1 NCFM
IF{(F{MIN,JA)~IPRE(MBM~2})R999,82044, 3997
8099 CONTINUE N
GO TO ROE=1 _ - 'y
B044 GUM=GUM+TIME (MIN) .
IF(GUM-CT}IB8051,8051,8050 ¢
B80S0 DO A052 LIN=1,.NCFM
KL=F(KJJLIN) o
IF(KL+E2.0)G0 TO 8052 .
DO 7777 MM=1,NCFMY . , . . .
LAN=F{KL sMM) ) :
IF(LAN=—IPPE(MRM=2) )77 77477787777 :
C ASSIGN PRINDRITY TO ALL P0OST RSNUIST=ES
7778 1SP(KL)I=500
7?7 COANTINUF
8052 CONTINUF
B0S1 CONTINUE . : ) :
C . |
C .
Ot de ook de ook o ode ok ot kol ke o ok gk ok e e ok o ek ok R Rk Rk ok kool X ok ek kR R Aok R R &
c**#*#t#t#***#**#*###*###*##*##******#t*#t#*at#tyv******#****#*n*t*
C o ; ’ .

IFf THE POST-REQUISTE HAS THE MINIMUM TINE VALJE, PRINRITY IS
PLACED ON THAT ELZMENT : ! )

ONGNnN

C o ek o e s o e ok o e o e e e e ok ok o o T s oo o sl o e st o e ok ok e ok ool oo ot o ORI ROR R oR ok ]
o o o ok ok e ek otk ok ook e ok o ok Al okl R ok ko e dofe R e e kol ok e Ak kR g Rk o ke ok ok
c ‘ ' ‘ ~
C

IF(TIME(MIN)-EQ.MINTIH)GO TO 8034
GO TO 80233

T

8034 MPA(KK)I=MIN ) i
KK=KK +1 . "
8033 CONTINUE j
KK=KK~1 ] ;
IF{KK..E.0)GD TO B0O04 i3

DO B037 IKK=1.KK
NIL=MBA{ IKK)
ISP{NIL =500
8037 CONTINUE -
8004 CONTINUE
+ KI=SKI .
IF(SK1,E0Q0.0)G0O TO 8CO3
SK I1=0
GO TO A007
BO03 CONTINUE
' DO RB040 II=1.NOE
8040 CONTINUE
C
C ' . . =
C*****##*#*#*#***#**##***#*******#******##*****##*##*#*#****#*#***#
C*******#**#****#*###**#**#********#*#*#******#*********##******#*%
C
C
C P

et

'

T |91

C
C ok ok B 3 g S o Bk e ook Aok g ke ek ok dededekodok ket Rtk Aok k hkkd ok kR ok K Ak Lk
C 3 s ok e e e ke ok 3 ook o o e e e o ok Wk e dxeddoded ek Aokl e o ket ok ok kg R E KK R Kk

C .
C [l
C e

c : .
Cook b doo ot ok e ok deokok dedeok kb ook R RoR ok ok ko ok ok kR BB RORR R Bl X Rk ek ke kR Rk
Cokdote ok e e et ok e e e e e ROk XK ok s de sl ok R K K ROKROK ek g e et R RK KK R R ROK KR

C ] .
INITIALIZING ’

B4

annon

C#*****l****t#*******t***#*####**********#*###***#***#**###**####*#

2

— - e L 2 T T e = B e
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c*#****t*twl***********#w*#*#mt***v**#*«t##**y*ttt*m**#«*#xt*vv***#mﬁ
C . i

C T
M=0 .
C=0 - .
TT=0.0 !
TJK=1 ,
K IM=0 . .
14 CONTINUE ‘
1D=0 V
K=0 :
FA=0 )
no 70 1=1,NOZ .
70 CONTINUY
DO 12 [=1.NOE
IF(M.EQLOYGO TO 6
DO S N=1,M ) -
C . . .

c .
€ 2 e e o e oo e o o ek oo o ok sl o ok o i o e e ot o ol ol ol e e o o e ol e OB R b R e ek R ol ok o B O e
C#*****#*#*#***#*#**##*#*#**#*#*###*##*#*#*#*#**#***#***#**#********

[a1s!

ELEMENT IS PICKED UP FOR ALLNCATION \\\—~\
IF THE FLEMENT IS ALREADY ALLOCATED, THEN IT SELECTS THE "NEXT
AVAILABLE FLEMENT.

anNnon

Coteoddooje i de e ek Al ekt e et kR A el ok ke kde ki ek kok ol koo el ke oo ok Aok ek ok
C****#*t####*##*#*#*****###*#**##******##**#***#***#***h******#*****
c .
C . .
IF(1.EQ«WS(N))IGD TO 12
5 CONTINUE . -
6 . CONTINUE : . .
DO 30 J=1.NCPM ’ o

1

IF(P{1,J).NE.0)GH TO 12 : , B
30 CONTINUE . -
L=1 ’
TET(L )=TIME(L)

1
«GT «FB}YIP=L
+«GT «FR) 1Q=K . :
«GT «F3)}FA=TET(L) n Y
K=1Q
12 CONTINUE
RAN=0
C PRIDPITY ELEMENT AVAILABLE
c
o
C*#****#***********#*#*#*#**##**t**##*##*#***#*#**#**#*******#*t****
€ ok ok sk ok ol sl otk ok ook ool kel ke ik ok e e e e el Rk el ke kel Bk ok ek R kR ok Kk kR xRk xR R
C
¢ \
IF(ISP(L).EQ.500)G0 TO 515
507 IMP=1D

]

¢ ) .
Cotede ot e et oo e o o o At R R kKoo kR R R Rk Rk e R R R R Rk k8
D P S T L L L L T I T T T R T L T
C

\C .

)C " SORT PRIDRITY AND NON PRIORITY ELEMFENTS.

c - - .

C
ol e e o A o Aok R ek ko e o b e ek St R Rk R R R kok Kk KRR K AR kD
I T e R e L T R e R L e e E L)

C

c ' ‘
DN 501 IF=1, IMP .
18=0 ‘

DO 505 IKC=1,IMP .
IE=PENN{IKC) - :

IF(RAN.EQ.0)GO TO 508 .

DO 525 MAN=1,RAN ‘ -z

Li
- —— T — I SR R -
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NONPUNN=O

COoOVYIVOIVQOYODOPODODIIDIEONNNNNNNNNNOPICOIOIOON
OO NOMPUN“OODNONPUNOIDONONLPUN=OORNONDUN—=OD

525
508

S506

7C0
C

c ‘ , .
Clddedeskdokk ek ke feokd o ok ok o e e R R et Rk ek ke ko ok Ak B Rk Rk k&
€ ok o o e ek ek ok o Ok e o ke o oK ok ok ok e R e K sk K oo Rk o O R S o ok ook ok e e e o K Rk oK

[a kg

2TeTalg]

IF(IF+EQ.IRFJ(MANLIIGOD TN 505
CONT INUFE

CONT INUF

[F(TIME(IF)eGTe lH)Gn TN S0A
GND TO 700

TR=TIMF(IE)

In.=1¢

L=1IL

CONT INUE

IF AVATLABLE THEY ARE ASSIGNED IF POSSIPLE, NTHERWISE OTHFR
ELEMENTS ARTC ASSIGNED ACCORDING TN

PHLARGFEST CANDIOATRE RULE'T,

-t

C % ok ok ok e ol ok e e o e o ok e ook o ok e o e e ok g ok ool ol e e ool o ok ok ok oK ok ok de e e R R K R R R Rk Rk %
Cfeok ook Aol e e e o ol Ak Rl ek R AR R R R R R Ak AR Rk kAR kR Rk kR R kR R AR kKK

C
C

701

706
707

704
703
702

505
502
10

5C1

515

520

60

2229

2222

6161

Cc
C

IF{ISP(IE)-S00)}505,701,701
L=IF

D0 702 IGG=1, IMP
IG=PEND(IGG)
IF(RAN.EQ.0)GO TO 707

DO 706 MAN=1,RAN
IF{IG.EN.IREJ(MAN)IGO TO 702
COANT INUF

CONT INUE

IF{IG«.¥NQa.1I8)GN T3 702
IF{ISP(TIG)~500)702.704,4702
IF{TIME(IG)~ TIME(IE)]?OZ;?O?;?OB
L=1G6

CONTINUE

GO TO 502

CONTINUE

CONT INUE

TT=TT+TIME(L) -
IF(TT=CT}60+60,10
TT=TT-TIME(L) :
RAN=RPAN+]

IREJ(RAN)=L

CONT JNUE B
TT=0 .

KIM=0

TUK=TUK+1

G TO 14

CONTINUE

TT=TT+TIME(L)
IF(TT-CT)60,60,520
TT=TT~TIME(L)}

GO T0 07

M=M+1

WS{MI=L

KIM=KIM+1

ELE(TJIKSKTIM)=L
IF(UNDEF.JEQ«1.0)G0D TO 2222
IF(KIM EQa1)SSIGIKIM)=SIG(L)
IF(KIM.FQ.1)GD TO 2229
SSIGIKIM)=SIGI(L)I+SSIG{KIM- 1)
SIM=SSTG(K IM)

SIGMA( TJK}=SQRT(SIM)}

CONT INUE

NUCTIK I=KIM

TAC=ENU( TUK ) +1

TAD=10

DO 61A1 1AB=1AC, IAD
ELE(TUK,I1ABRY=0 <
CONTINUEF -

ISTCIIOK)I=TT

IDL(TJK)I=CT-TT

C****ﬁﬂ#t#**t****** 2 e v ko v ook Yo sk e Keok ok ko ok R Rk e R kR ok K kKR AR R Rk kR Ak ok ko kg

C
C
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MODIFYING THE P-MATRIX

70

ct**#*v**####t#m*¢*m*¢¢**##*¢%}*«#**tt#**###vy**t*#**t#v*#*t**#t#*tttmm

C
Cc
8o
4
15
16
99099
- 7000

133#

7001
1212

6667

2226

2227
2224
22295

2223

-
DO & J=1+NCFM

TIZF{L,J} . .

IF{IT FQ.O0IGD TO 4 . G

N0 BO A=1.NCPM '
IF(PR(TII.AY.EN.0)GD TO .30 - : .
P{Il1.A)=0 .

GO TD & -

CONT INUE " ] .
CONTINUE ' . :

C=C+1 9

IF{C~-NJFJ)1S5+1£,16 .

G0 TO 14 f}.
COANT INUE

wQITi(e,QQOOQ)CT ,
FORMAT (' *,'CYCLE TI =V 1A /7277
WRITF( A, 7000} ME\*

FORMAT (S S STATION NOw®,10X,*ELEMENTS® 430K, $STATICN T IME* 410Xy
1"IDLE TIME Y, //) , )
1JJK=1JK

001338 KJK=1,1JJK .

TF(IPL (KJK) e GE JMONIMIDL=1DL (KJIK)

1F(1DL (KJK ) o GE JMONIMINSI DL (KJK )
IF(IST(KJIK)eGE JNONIMAC T=1 STIK IK)

TF{ISTIKJK )« GE +NONINAN=I ST (KJIK) ~ -
CONT INVE 4 ' -
1500=0 2 o

MT=0 :

DO 1212 KJK=1TIIK

MT=MTMISTIKTK)

1SO={MACT="IST( UK} )% %2

ISQO=15Q0+ 15N Ct

WRITF(6-7001)KJK.(ELF(FJK I wJd= loIAD)oIST(KJK)gIDL(KJK)

- ‘
(*#ﬁ#####*###*#t*#t##**t#tt##aﬂ#**##tt*#*#***###*##t##*###«t#t#####tt*m

FORMAT(* 12X +13+9Xs12, 2x.[2.2x.12.2x.12.2x.Ia.ax.la.ex Iz.?x.12.1
lzxslz.?x.rz.lox 1a,15X,184/7/77) :
CONY INUF !
AIST=1500%x#%0,5 . '
AMT_MT . R ]
ATJK=TJK .

AMACT=MACT -

EFF={AMT#100) /(ATJSKEAMACT)
WRITE(H+EH667IATISILEFF : T .
FORMAT(' *,'SMOOTHNZESS [MDEX =*,FSe2410Xs "N

1EE .2, ////////////////////////////////////////)
IF(UNDFF.EQs1.0)GD TN .2223 - "
CONTTRUF . . «
1JA=TJK . - -
CP=0 -
DO 2227 1JM=1,1JA
AK=(CT=IST(IJIMII/SIGMA(TJIM)
Ap—l/((AK*#2)+1) - .
AP=AP /230 ) . .
CPR=CP +APR
IF(CD-GT.I.O)CD—I.O
CONT INUE : . : zg
WRITE(E, ??25)CT¢CP &
FQRHAT('.'.'TH PROSABILITY 0OF EXCFTDING THE 'CYCLE TIME
9= ,FR.E . . )
IF(CP-LE «QEQPROIGH TO 2223 ~~
"CT=CT+1 N AR . &
"GO TO 2226 t ',,-' L e :
CONT INUF @ R S
 STOP e o o
-END a -

OF1T14,48Xy
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