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ABSTRACT

Accuracy in making probability judgments about the characteristics of
data distributions was examined in this study. In particular, the effects of four
characteristics on probability estimation: problem type, variability of the data
distribution, amount of information, and anchor point were investigated.
Previous research has examined the impact of single factors on single
measures of subjective probability (usually the mean), but has not studied the
interaction of factors or used more than one dependent measure. A
questionnaire containing two problem scenarios was given to 747 introductory
psychology students. One scenario dealt with the amount of rainfall in cm.
ber year in Buenos Aires, Argentina, and the other scenario was concerned
with the average number of points scored per game in one season by a pro
basketball team. Both problem scenarios were fictitious but appeared
genuine to the subjects. A list of numbers representing data from preceding
years followed each problem scenario. Each list was derived from computer
generated random normal distributions and had either low or high variability,
five or 25 years of data, and a last data point of 90, 100, or 110 units. Subjects
were asked to generate a three category subjective probability distribution for
the present year for each scenario. They also indicated their level of confidence
in these probability judgments on a six point scale. Subjects also made point

estimates of the mean from memory for each scenario. Four dependent



measures resulted: the mean and standard deviation of the subjective
probability distribution, the confidence judgment, and the point estimate of
the mean from memory. The major findings of the study were:

1. The mean of the subjective probability distribution was affected by the
interaction of anchor point and amount of information. The mean estimate was
biased in the direction of the anchor point in the low amount of information
condition but not in the high amount of information condition.

2. The standard deviation of the subjective probability distribution was
affected by problem variability. Standard deviations were larger for the high
variability condition than for the low variability condition, Also, females’
judgments were more variable than males' judgments.

3. Confidence judgments were lower for the high variability condition than
for the fow variability condition. Confidence judgments were also affected by
gender and by a gender by problem type interaction. Overall, males were
more confident about their judgments than females. Further, males were
more confident about the basketball problem than about the rainfall problem

while females were equally confident about both problems.
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CHAPTER |

Introduction

During the 1950s and 1960s, normative decision theory was the
predominant conceptual framework in the psychology of decision making
(Wallstein, 1880). This theory assumed that individuals could select correct
decision strategies and could make optimai choices (Edwards, 1954,

1961). However, research in the 1970s and 1980s revealed that individuals
sometimes depart from the behavior predicted by normative decision theory
(Kahneman & Tversky, 1984). Several studies showed that people make a
number of judgmental errors in certain contexts. These errors include failure
to understand regression, ignorance of sample size and base rate, and
incorrect sample selection (Einhorn & Hogarth, 1978; Nisbett & Ross, 1980).

Some researchers suggest that even though the identification and
description of these judgmental errors is valuable, it does not completely portray
the capabilities of decision makers. They maintain that it is equally valuable to
identify the judgmental strengths of decision makers. For example, other studies
have found that people can use task information to correctly estimate descriptive
statistics such as means or proportions (Peterson & Beach, 1967). In addition,
some psychologists have suggested that previous research has overstated the
judgmental shortcomings of decision makers (Christensen-Szalanski & Beach,

1984). The present study will examine whether people make normatively



appropriate judgments about the characteristics of data distributions in the
context of decision making under uncertainty.
Theoretical Framework

Decision making under yngerainty, Decision making under uncertainty
has been an important framework for decision research. In the context of
probability estimation, uncertainty refers to decisions to which no definite
probability can be assigned. Although the probability of a given event is between
zero and one, it can be difficult to determine what the exact probability is or to
specify rules for determining that probability. Research has revealed that
individuals often make incorrect estimates of uncertain events (Kahneman, Slovic
& Tversky, 1982). Estimation errors can occur due to both task factors such as
task complexity and ambiguity; and subject factors such as insufficient
knowledge (Newell & Simon, 1972; Nisbett & Ross, 1980). The present study
examines decision making under uncertainty by manipulating various
distributional characteristics and observing how subjects' responses are
affected.

In a classic article, Howell & Burnett (1979) developed a cognitive
taxonomy for perceived probability or uncertainty. They suggested that people
formulate an intuitive analog of the statistical properties of events and use these
uncertainty estimates in combination with other information as a basis for
decision making. The present study can be placed in the theoretica! framework
suggested by Howeli & Burnett for decision making under uncertainty. First, it
uses a probability estimation task that is frequentistic; that is, it uses categorical

probability judgments (Howell & Burnett, 19738). Second; the decision task has



two “generators™: a known external generator (data lists) and an unpracticed
internal generator (the cognitive processes used in decision making). For the
known external generator, the cognitive elements that are stressed are prior
generator knowledge and selective bias. Finally, the cognitive elements that are
stressed for the unpractit:ed internal generator are frequency records and
confidence bias (Howell & Burnett, 1979). Howeli & Burnett's taxonomy is
particularly useful for describing the present study because it demonstrates that
this study is derived from past research on decision making under uncertainty.

Subiective probability judgments. Subjective probability judgments have
been and remain an important dependent measure in decision research
(Edwards, 1961). They represent an individual's estimate of the likelihood of a
given event. This estimate may or may not correspond to the objective
probability. In this study, subjective probability judgments are used as a
dependent measure of subject responses. Careful inspection of these judgments
should indicate whether subjects made normatively appropriate responses.
Used in this manner, subjective probability judgments can be a valuable research
tool.

Psychologists have studied subjective probability estimation in a variety of
contexts, including: probability learning, intuitive statistics and risk (Cohen,
Dearnaley, & Hansel, 1957; Peterson & Beach, 1967). Cohen, Hansel and their
associates have discovered that age, prior experience, and the number and
value of the alternatives offered can greatly affect subjective probability
judgments. They have aiso explored various facets of the relationship between
subjective probability and objective probability (Cohen, Dearnaley, & Hansel,
1956: Cohen & Hansel, 1955). Based on the results of this research, Cohen &



Hansel " »55) concluded that the relationship between subjective and objective
probability is complex -- coinciding in some situations and systematically differing
in other situations.

Coombs, Dawes and Tversky (1970) reported that individuals often
produce subjective probability estimates that systematically depart from the
appropriate objective probability values. In a study of subjective probability
judgments, Kleiman (1983) reported that subjects estimated binomial
distributions with 10 cases better than binomial distributions with 100 or 1000
cases. Analysis of the subjective probability estimates indicated that the subjects
utilized the probability level of a distribution but ignored its sample size.
Subjects were probably not aware that increasing sample size affects the
standard error of a binomial distribution and; as a result, made serious
judgmental errors.

Careful examination of the subjective probability estimates revealed that
subjects underestimated the middie categories which have high objective
probability values and overestimated categories at the tails, which have low
objective probability values. Because subjects were unable to determine which
distributional attributes were important in making their judgments, they did not
correctly estimate the various categorical probabilities. As a result, they saw
binomial distributions as more variable than they actually are when N is large.

The research cited above demonstrates that previous researchers have
determined that subjective probabiiity judgments are a valuable tool in studying
decision making. In relationship to the present study, subjective probability
judgments will be used to calculate the subjects’ mean and standard deviation of

their categorical probability judgments. These values will be used to determine



if individual distributional characteristics (e.g., variability) affected subjects’
probability judgments and if the subjects made normatively appropriate
responses.
Estimation of the cf istics of data distributi

Data distributions can be characterized by a number of factors, including
central tendency, variability, sample size, and the number and nature of outlying
data points. Variability is one of the main characteristics of a distribution.
Differences in variability affect probability judgments because individuais can
deted relative differences in variability (Peterson & Beach, 1967). Studies have
also shown that distributions with large variances tend to be underestimated and
distributions with small variances tend to be overestimated (Kahneman &
Tversky, 1872; Starr & Kleiman, 1985). In the present study, variability was
manipulated by using data lists with small and large standard deviations.

Studies have shown that changes in task information affect probability
judgments (Payne, 1982; Wright, 1985). The amount of information or sample
size is an important feature of any distribution. Samples based on small numbers
of cases may not be representative of the parent population and may be unduly
influenced by outlying values (DeVore, 1987). Morecover, people make different
subjective probability judgments based on large amounts of information than on
small amounts of information (Solso, 1979). In this study, the amount of
information in a distribution will be manipulated by giving subjects distributions
with different list lengths. Subjects will be given five years of data in the low
information condition and 25 years of data in the high information condition.

In many decisions, people make estimates by adjusting an initial value

upward or downward to yield a final answer. Subjects typically fail to accurately



adjust the initial value (Tversky & Kahneman, 1974). Anchoring effects occur
when subjects make estimates that are biased towards this initial value. In the
present study, anchor point was defined as the last piece of information in a
problem and represented the most recent item of information. This definition of
anchor point differs from Tversky and Kahneman's definition because subjects
can use all of the data when making their judgments. However, it is predicted that
the last item of information will be used as a baseline for subjects’ judgments.
This study used three different values for the anchor point: 90 (below the problem
mean), 100 (at the problem mean), and 110 (above the problem mean). The
purpose of using various anchor points was to see if judgments would actually be
biased in the direction of the last piece of information and to see how discrepant
data points (i.e., outlying values) will affect subjects’ judgments.

As discussed above, the present study examines the effacts of three
distributional characteristics (i.e., variability, sample size, and outlying data
points) on subject responses. Different levels of these characteristics should
affect subjects’ probability judgments, confidence judgments, or point estimates.
The intent of these manipulations is to determine whether individual distributional
characteristics affect specific dependent measures.

Multivariat ipulation of distributional of terist

Besides examining how accurately people make probability judgments
about a distribution by manipulating individual characteristics of a data
distribution, this study will attempt to determine if these characteristics combine to
affect judgment. Previous research has mainly examined the impact of single
factors on single measures of subjective probability (usually the mean) (e.g., Bar

Hillel, 1979; Tversky & Kahneman, 1971) but has sometimes looked at the impact



of several independent variables on probability judgments (Pratt, 1982).
However, the effects of several distributional characteristics have not been
examined in the present research context. In this study, four independent
variables will be simultaneously manipulated to determine if distributional
characteristics will interact to affect probability judgments, as assessed by several
dependent variables.

Problem type.

Task characteristics such as problem type can also affect subjective
probability judgments (Slovic, Fischhoff, & Lichtenstein, 1976). Kahneman and
Tversky (1984) reported that even minor changes in the wording of a problem can
affect judgments. Therefore, the context and wording of a decision problem are
important and can influence subject responses. In the present study, problem
type will be manipulated by using two problem scenarios; a weather problem and
a sports problem. Although the scenarios will appear genuine to the subjects,
they will actually be fictitious. They were selected for the present study for two
reasons; first, the rainfall scenario served as a gender neutral problem and the
basketball scenario served as a male specific problem. Second, the scenarios
permitted the same data distributions to be used in both problems,

; in estimation of logical I

Meteorologists have to make probability judgments about rainfall amounts
and temperature on a daily basis. Because the present study uses a weather
problem, it might be worthwhile to review previous research about the accuracy of
meteorological forecasting. Forecasters from the National Weather Service have
been making probability estimates for precipitation and temperature since 1965.

Studies of their computer assisted forecasts revealed that they consistently make



high quality probability judgments for both precipitation and temperature (Murphy
& Winkler, 1874; 1977). Murphy and Winkler (1974) found that their interval
temperature forecasts deviated by only .028 from perfect calibration. The
meteorologists' performance was equally impressive on precipitation forecasts,
deviating only slightly from perfect calibration (Murphy & Winkler, 1877). Murphy
(cited in Wright, 1985) reports that the data for recent years are even better. He
attributed their accuracy to the experience that they have gained over the years
with probability judgments. Not only do the meteorologists make precipitation
and temperature forecasts every day but they also receive feedback about the
accuracy of the previous day's forecast.

The research cited above indicates that people can make accurate
probability judgments given adequate experience and feedback. The present
study examines whether undergraduate college students can also make
normatively appropriate judgments about a weather problem. Even though
several studies have documented the judgmental errors that people maks (e.g.,
Tversky & Kahneman, 1974; Hogarth, 198l), it is proposed that college students
can make normatively appropriate probability judgments for data distributions
given sufficient information.

A number of studies on subjective probability estimation have found that
subjects tend to be overconfident in their judgments (Slovic, Fischhoff, &
Lichtenstein, 1977; Pitz & Sachs, 1984). Although subjective probability
judgments tend to be positively related to the relative frequencies with which
events occur, decision makers have displayed a systematic overconfidence bias

in their responses (Lichtenstein, Fischhoff, & Phillips, 1977). If the events judged



are discrete, they assign high subjective probabilities to events that actually occur
less often and low subjective probabilities to events that actually occur more
often. Similarly, if the events judged are continuous, irdividuals make judgments
that are too tightly clustered around the mean of the subjective probability
distribution, thereby ignoring events occurring in the tails. Lichtenstein, Fischhoff,
& Phillips (1982) concluded that people are more likely to be overconfident about
difficult judgments than about easy judgments. In fact, the most difficult
judgments produce the most overconfident responses.

Seaver, von Winterfeldt & Edwards (1978) argued that overconfident
judgments resulted from basic response biases. They compared several
procedures for eliciting subjective probability distributions for continuous
variables and found that asking for probability distributions on the basis of
category intervals generates more overconfidence than direct probability
assessment methods (e.g., point estimation). Alpert and Raiffa (1982) reported
similar results. Although people have the tendency to make overconfident
judgments for difficutt tasks, Lichtenstein, Fischhoff, and Phitlips (1982) found that
training in and experience with probability estimation can improve performance.

While the research discussed above defined overconfidence in terms of the
pattern of subjective probability judgments, the present study uses a more direct
measure of overconfidence: confidence judgments based on a six point rating
scale. As a result, subjects reported how confident they were about their
subjective probability judgments.

Relationship between variability, uncertainty, and confidence. One
objective of this study is to examine the relationship between variability,

uncertainty and confidence judgments. Variability and uncertainty are closely
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related but not synonymous concepts (Tversky & Kahneman, 1982). Kahneman
and Tversky (1982) found that uncertainty judgments were based on the
distributional characteristics of data. Yates and Zukowski (1976) reported that
uncertainty increased as the variability of the subjective probability distributions
increased. Taken together, these findings indicate that high variability is
associated with high uncertainty.

Moreover, Slovic, Fischhoff, and Lichtenstein (1980) found that high levels
of uncertainty are associated with lower confidence judgments. Confidence
judgments represent an individual's uncertainty about a prediction, estimate or
inference that has already been made (Kahneman & Tversky, 1982}, and
generally refer to the individual's confidence about his/her estimates. On the
basis of previous research, it seems likely that high variability should be
associated with lower confidence judgments. The present study should help to
ascertain under what conditions this relationship is valid.

CGender,

Although past research about the effects of gender on decision making
has not produced consistent results (Lichtenstein & Fischhoff, 1981 ; MacCoby
& Jacklin, 1974), gender differences have been found in cognitive style (Hyde &
Rosenberg, 1980), in numerical reasoning and in mathematical ability (MacCoby
& Jacklin, 1974). For example, previous research has revealed that women are
less confident than men about their ability to perform mathematical or spatial
tasks, especially those that are male specific (Hyde & Rosenberg, 1980). The
present study involves a mathematical task using two scenarios: the rainfall
scenario which is gender neutral and the basketball scenario which is male

specific. On the basis of the research discussed above, male and female
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subjects will probably produce different probability and confidence judgments
for the rainfall and basketball scenarios in the present study.
Statement of Hypotheses

Variability is recognized as an important distinguishing characteristic of
a data distribution {Devore, 1987). Peterson and Beach (1967) reported
that subjects can detect relative differences in the variability of distributions
presented to them. This study investigates the effects of data variability on
subjective probability judgments by presenting data sets with varying standard
deviations. Each subject will receive one problem with a small standard
deviation and one problem with a large standard deviation. Differences in
the size of the standard deviation presented should result in differences
in the subjective probability distribution generated.

Hypothesis 1: Subjects will be able to detect relative differences in
variability of the data distributions presented to them. Therefore, their
subjective probability distributions for problems consisting of data with high
variability will have larger judged standard deviations than problems

consisting of data with low variability.

Research suggests that variability, uncertainty and confidence judgments are
interrelated. Yates and Zukowski (1976) found that high variability is associated
with high uncertainty . Slovic, Fischhoff, and Lichtenstein (1980) also reported
that high levels of uncertainty about a problem are reflected in lower beliefs about
judgmental accuracy. On the basis of this research and using uncertainty as a
mediating variable, it appears that high variability is associated with lower

confidence judgments. In the present study, there are both low and high
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variability conditions. Differences in variabiiity should result in differences in the
subjects’ confidence judgments.

Hypothesis 2: Variability will affect confidence judgments. Subjects will
give problems with large standard deviations lower confidence judgments than

problems with small standard deviations.

The amount of information or sample size is recognized as an important
distributional characteristic (DeVore, 1987). Samples based on large amounts of
information are more likely to be representative of their parent populations than
samples based on small amounts of information. Because small sample sizes
are associated with larger standard errors than large ‘sample sizes, subjects
should have higher levels of uncertainty about distributions based on five years of
data than distributions based on 25 years of data. Slovic, Fischhoff, and
Lichtenstein (1980) reported that high levels of uncertainty about a problem are
reflected in lower beliefs about judgmental accuracy. Therefore, differences in
the amount of data in a problem should result in differences in the subjects’
confidence judgments.

Hypothesis 3. Amount of information will affect confidence judgments.
Subjects will give problems based on 25 years of data higher confidence

judgments than problems based on five years of data.

Although it is predicted that amount of information will not affect subjects’
probability judgments by itself, decision research suggests that the interaction of
amount of information and anchor point should affect their subjective probability

judgments (Slovic & Lichtenstein, 1971; Kahneman & Tversky, 1972). The
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present study has both low and high information conditions and uses three
different anchor points (90, 100 and 110). It follows from normative statistical
principles that extreme values should affect mean estimates more when the
amount of data is small than when it is large. If the subjects make normatively
appropriate judgments, then discrepant anchors (90 or 110) will affect mean
estimates more in the low information condition than in the high information
condition.

Hypothesis 4: The amount of information and the anchor point will interact
to affect the mean categorical probability estimate (MCAT). Mean estimates will
be biased in the direction of the anchor point for the low information condition but

not for the high information condition.

Subjective probability judgments can also be affected by task
characteristics such as problem type (Slovic, Fischhoff, & Lichtenstein, 1976).
Kahneman and Tversky (1984) reported that even simple changes in the wording
of a problem can affect judgments. Probability judgments are also affected by an
individual's general knowledge of people, objects and events (Nisbett & Ross,
1980). In general, people are more confident about tasks and events that are
familiar to them and that are gender appropriate (Lenney, 1977). Two problem
scenarios; the rainfall problem and the basketball problem, are used in this study
to examine how problem type affects confidence judgments. They were used
because the rainfall scenario was constructed to be a gender neutral problem

while the basketball scenario was constructed to be a male specific problem.
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Hypothesis 5: Problem type and gender will interact to affect confidence
judgments. Men will probably believe that they are more knowledgeable about
basketball scores than about amounts of rainfall, and therefore will be more
confident about their judgments for the basketball problem than for the rainfall
problem. Women will probably believe that they are equally knowledgeable
about both basketball scores and amounts of rainfall, and will have similar

confidence judgments for both problems.
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CHAPTER i
Method

Subjects

The subjects were 747 undergraduate students enrolled in the
introductory psychology courses at the University of Windsor. They had a mean
age of 20.69 years and a sex distribution of 276 males and 47i females. Each
subject received one course credit point for participating in the study.

Procedure

With the permission of each instructor, the experimenter
arrived at the classroom at a pre-arranged time. After being introduced to the

students, the experimenter gave the following instructions:

Today you hava the opportunity to participate in a research study. This study

is concerned with probability estimation. The experimental questionnaire is

six pages long and takes only 15 minutes to complete. Additionally, the
questionnaire is anonymous. The only personal information that you wili supply
is your age and your sex.

Although participation in this study is voluntary, it will be to your advantage to
participate. If you fill out the questionnaire, you will receive one point of extra
credit toward your grade.

A short description of the study and complete directions are contained on the
first page of the questionnaire. Be sure to read the problem carefully. Any
comments that you might have about the questionnaire would be appreciated.
These comments may be written directly on the questionnaire. Now please
raise your hand if you would like to fill out the questionnaire. Once you receive
the questionnaire you may begin.

Subjects were then given a copy of the questionnaire. They had about 15

minutes to complete the questionnaire. Any questions that arose were answered.

Each class tested received all of the different versions of the questionnaire.
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Besearch Instrument

The experimental questionnaire contained six pages. The first page
had a short description of the study and gave directions to the subjects. It also
asked the subjects for demographic information. Pages 2-3 contained the first
problem and pages 4-5 the second problem. Finally, the sixth page asked the
subjects to give their point estimates for both problems. For each task,
subjects gave subjective probability estimates, confidence judgments and
point estimates. All versions of the experimental questionnaire are given in
Appendix A,

All subjects received both problems: one rainfall problem and one
basketball problem. Half the subjects received the rainfall problem
first and the basketball problem second while the other subjects received
the basketball problem first and the rainfall problem second. Each
problem was constructed so that it contained one level of the three
independent variables; i.e., each problem had one level of variability,
amount of information, and anchor point. Each version of the
questionnaire was constructed so that the problems contained different
levels of each independent variable.

Levels of each independent variable were individually paired in the two
problems. For example, high variability in the rainfall problem was paired with low
variability in the basketball problem; high amount of information in the rainfall
problem was paired with low amount of information in the basketball problem; and
an anchor point of 110 in the rainfall problem was paired with an anchor point of
90 or 100 in the basketball problem. Therefore,no subject received the same level

of any independent variable in both problems.
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Twenty-four versions of the experimental questionnaire were constructed.
Variability had two levels, amount of information had two ievels, and anchor point
had three levels; and each problem appeared in the first position in twelve
versions and in the last position in twelve versions. The 2 X2 X 3 (X 2 problems)
experimental design used is given in Table 1. Samples of the two problems are
given in Table 2.1 and 2.2. Abbreviations used in the text and in all subseguent
tables are defined in Appendix B.

Construction of the tasks, Two scenarios wers created for the
study. The amount of annual rainfall in Buenos Aires, Argentina was used in ong
scenario and the average points per basketball game scored by the Boston
Celtics was used in the other scenario. They were designed to appear authentic
to the subjects, but they were actually fictitious.

The data used in the problems were obtained from computer generated
normal distributions with a sample size of 100 and a mean of 100. Two of the
distributions generated had a standard deviation of two, and the other two
distributions had a standard deviation of 10. One distribution for each of the
standard deviations was selected for further use. For each of the distributions,
lists containing five data points and 25 data points were constructed. Then the
data in the lists were arranged so that they had similar patterns of high and low
values.

After the four lists had been constructed, their means were calculated. The data
were then adjusted so that the mean was 99.8 for each list. The last value in each
list was 89.7. Finally, data points in the list were assigned sequential year

markers, with the order of data points maintained. Although all lists had a mean of
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LOW

HIGH

LOwW

HiGH

Low Amount of Information

Anchor Point
0 100 10
VAR = LOW VAR =LOW VAR =LOW
INFO = LOW INFO =LOW INFO =LOW
ANCHOR =90 ANCHOR =90 ANCHOR =90
(61) (59) (62)
VAR = HIGH VAR = HIGH VAR = HIGH
INFO =LOW INFO = LOW INFO =LOW
ANCHOR =90 ANCHOR = 100 ANCHOR =110
(63) (63) (65)
High Amount of Information
Anchor Point
. 100 10
VAR =LOW VAR =LOW VAR =LOW
INFO = HIGH INFO = HIGH INFO = HIGH
ANCHOR =90 ANCHOR =100 ANCHOR =110
(62) (64) (61)
VAR = HIGH VAR = HIGH VAR = HIGH
INFO = HIGH INFO = HIGH INFO = HIGH
ANCHOR =90 ANCHOR =100 ANCHOR =110
(62) (63) (65)

Note: Numbers in parentheses are the sample n's.
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Table 2.1
Sample Rainfall Problem

VAR = HIGH
INFO = HIGH
ANCHOR =110

Meteorologists in Buenos Aires, Argentina decided to examine the pattern

of rainfall in Buenos Aires. The Archives of the Argentinian Meteorological
Society showed that the measurable annual rainfall (in cm.) in Buenos Aires,

Argentina for the years 1960 to 1984 was:

1960:110.0 1969 :102.9 1977 : 99.1
1961 :112.4 1970: 85.0 1978 : 94.8
1962: 92.9 1971: 96.7 1979 :108.8
1963 :107.6 1972: 90.4 1980 : 103.1
1964 :114.8 1973: 87.4 1981: 96.2
1965 : 87.0 1974 :100.3 1982 :106.7
1966: 93.4 1975:111.2 1983 :108.1
1967 : 104.7 1976 : 86.7 1984 : 99.7
1968: 95.3

In 1985, the annual rainfall in Buenos Aires was 110 cm.
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Table 2.2

Sample Basketball Problem
VAR=LOW

INFO = LOW
ANCHOR =90

A group of sportswriters in Boston, Massachusetts decided to examine the
average points per game that the Boston Celtics scored over the past few

seasons. Pro Basketball Digest showed that the average points per game
scored by the Boston Celtics for the years 1980 to 1984 was:

1980 : 98.4
1881 : 99.1
1882 : 101.5
1983 : 100.4
1984 : 99.7

In 1985, the Boston Celtics scored an average of 90 points per game.
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99.8, lists in the low variability condition were constructed to have smaller
standard deviations than lists in the high variability condition.

In the low variability condition, lists with five data points had a standard
deviation of 1.20 and lists with 25 data points had a standard deviation of 1.25.
Lists in the high variability condition with five data points had a standard deviation
of 6.00 and lists with 25 data points had a standard deviation of 8.65. The
discrepancy in standard deviations occurred because data in the low information
condition had to conform to certain requirements. First, the data had to be
constructed so that extremely low or high values were not noticeable. Second,
the pattern of high and low values in the low information had to be similar to the
pattern used in the low variability condition.

Independent Variables

Four factors served as independent variables: 1) Problem Type
2) Variability 3) Amount of Information and 4) Anchor Point. Further gender served
as a subject classification variable.

Problem type. Problem Type is defined as the type of problem scenario
presented to the subjects. Two different problems were used in this study.
Problem Type 1 dealt with the amount of annual rainfall in centimeters in Buenos
Aires, Argentina and Problem Type 2 dealt with the average number of points per
game scored by a pro basketball team.

Variability. Variability is defined as the dispersion of a data set. In this
study, variability was manipuiated by using standard deviations of different
magnitudes. Some problems had data with low variability (standard deviation
of approximately 1.20), while other problems had data with high variability
(standard deviation of 6.00 or 8.65).
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Amount of information. Amount of information is defined as the number

of previous years of data given in a problem. List length was varied so that a list
contained data for either five years (low information condition) or 25 years (high
information condition). List lengths of five and 25 were selected because
pretesting indicated that subjects gave different probability estimates and
confidence judgments in the low information condition than in the high
information condition. In addition, it was difficult for subjects in the high
information condition to directly calculate the mean and the standard deviation
during the experiment.

Anchor point. Anchor point is defined as the last data point (1985 data
point) in @ problem. In the present study, three anchor points were used: below
the mean (90), at the mean {100), or above the mean (110).

Dependent Variables

Four dependent variables were used: The mean and the standard
deviation of the subjective probability estimates, confidence judgments, and
point astimates.

Subjective probability estimates, Subjects produced subjective probability
estimates for each problem. An example of how the subjective probability
estimates were produced is given below:

Based on the information given on the preceding page, piease estimate

the probability that each of the following categories will occur (in %).
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Pro.bability

o

In 1986, less than 80 cm. of rain
wili fall in Buenos Aires, Argentina
in 1986, 80 to 110 cm. of rain

will fall in Buenos Aires, Argentina

In 1986, greater than 110 cm. of rain

will fall in Buenos Aires, Argentina

Total = 100%

Note: Your probability estimates should add up to about

100% because the categories inciude all possibilities.

The sum of each subject's subjective probabilities was 1.0. The expected
value and the standard deviation of the subjective probability distribution (MCAT
and SCAT respectively) were calculated for each subject and served as the
dependent variables derived from the category judgments.

MCAT. The expected vaiue of the subjective probabilitydistribution (MCAT)
was calculated using a weighted average of the subjective probabilities.

MCAT = [(80 * CAT1) + (100 * CAT2) + (120 * CAT3)]

where CAT1, CAT2, and CAT3 are the subjective probability

estimates for the three categories.
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SCAT. The standard deviation of the subjective probability distribution
(SCAT) was also calculated using a weighted average of the subjective
probabilities; the formula was:

SCAT = [[( (8O * 80) * CAT1) + ((100 * 100) * CAT2)

+ (120 * 120) * CAT3)] - [MCAT * MCAT )]} **172

where CAT1, CAT2, and CAT3 are the three

subjective probabilities, and MCAT is the expected

value for the categorical probability estimate.

Category means of 80 and 120 were used in the formulas to calculate
MCAT and SCAT. Although different category means could have been selected,
80 and 120 were chosen because they fulfill certain criteria. Assuming that the
subjective probability distribution is unimodal and symmetrical, category means
of 80 and 120 permit category interval length to be preserved. Second, they
partition the tail area of the distribution into two equal parts (i.e., the area
between 0 and 80 is equivalent to the area between 80 and 80 and the area
between 110 and 120 is equivalent to the area between 120 and <.} The actual
category boundaries are 0 and .

Confidence judgments, Confidence judgments (CONJ) based on

a six point scale were used as another dependent variable. The six point

rating scale for the confidence judgments used adverb modifiers with scale
values taken from empirical research (Cliff, 1959). These scale values placed the
range of confidence judgments into equal intervals. Subjects indicated
their confidence in the accuracy of their categorica!l probability estimates for both
problems. An example of how confidence judgments were obtained is given

below:
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Please place an X at a point on the scale below which best describes your

confidence in the accuracy of your probability estimates above.

Not At All Slightly Rather Quite Very Extremely
Confident Confident Confident Confident Confident Confident

Boint estimates of the mean, Finally the subject's point estimates of the
mean from memory (PTE) served as a dependent variable. Without looking back
on the preceding pages of the questionnaire, subjects gave point estimates of the
mean for both problems. An example of how the point estimates were obtained is
given below:

WITHOUT looking back on the previous pages of the questionnaire, please

give your best estimate of the average amount of annual

rainfall in cm. in Buenos Aires, Argentina:

cm.
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CHAPTER Il

Results

The results for this study are reported in four sections:

1) Descriptive Statistics: Means and Ns for the rainfall problem, the
basketball problem, and for both problems combined; and the correlation
coeftficients among the four dependent variables and age.

2) Major Analyses: Results of the 4 four-way ANOVAs for the effects of
variability, amount of information, anchor point, problem type and/or their
interactions on the four dependent variables (MCAT, SCAT, CONJ and PTE).

3) Secondary analyses: Resuits of the two-way ANOVA for the effects of
gender, problem type and/or their interactions on the four dependent variables
(MCAT, SCAT, CONJ and PTE).

4) Summary of results.

Descriptive Statist

Tables 3.1-3.3 give the means and Ns for the four dependent variables
(MCAT, SCAT, CONJ and PTE) for the rainfall problem; Tables 4.1-4.3 give the
means and Ns for the four dependent variables for the basketball problem; and
Tables 5.1-5.3 give the means and Ns for the four dependent variables for the
rainfall and basketball problems combined. Table 6 gives the means and Ns for

the four dependent variables broken down by gender and problem type.



TABLE 3.1

tthe 4 I r infall Problem
riabil W hor Poin
(ANCHOR),
Rainfall Problem - Low Variability Condition
Rependent Variables
Anchor Poirt MCAT SCAT oo PE

Low Amount of Information

90 90.26 B.60 3.3 8567
100 100.7 723 363 98.59
110 101.7 837 358 59.45
Combined
Anchor Poinls 100.0 8.08 351 a7.91
High Amount of informigtion
80 99.63 7.89 355 36.87
100 93.96 754 3.64 98.88
110 100.4 750 352 98.93
Combined
Anchor Poirts 100.0 7.78 357 98.23
Corbined Armoynt of information
0 98.95 8.24 343 96.28
100 1003 760 3.63 98.74
110 1007 7.94 355 99.20
Combined

Anchor Points 100.0 793 354 98.07
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TABLE 3.2

he 4 n i P h infall Problem

in the High Varigbility Condition (VAR} by Amount of Information (INFO) and Anchor Point
{ANCHOR),
Rainfall Problem - High Variability Condition

Dependent Varables
Anchor Point MCAT SCAT CONJ P
Low Amountof Information
0 100.0 925 368 8757
100 99.98 9.53 3.30 87.43
110 1008 8.77 3.3 93.10
Combined
Anchor Points 1003 919 343 98.02
boh Amourt of Informtion
90 93558 10.47 3.21 97.19
100 99.88 1016 3.19 89.02
110 99.98 10.16 3.31 100.1
Combined
Anchor Pgints 2982 10.26 3.24 98.79
e { n
20 99.81 9.86 345 97.38
100 89.93 9.85 325 88.22
110 100 4 8.49 3.31 838.61
Combined

Anchor Points 100.1 9.73 333 98.41



TABLE 3.3

n i r infall Problem
Point (ANCHOR).
Raintall Problem - Both Variability Conditions Combined
Dependent Variables
Anchor Poirt MCAT SCAT CONJ ETE
Low Amount of Information
80 99.16 8.93 350 96.64
100 1004 842 3.46 9799
110 1010 857 345 93.28
Combined
Anchor Poinls 101.2 8.64 347 97.96
High Amount of irformation
Q0 99.61 9.18 3.38 87.03
100 93.92 a4 342 98.94
110 100.2 887 341 9353
Combined
Anchor Poirts 99.91 9.03 340 98.51
Combined Amourt of Informaion
4] 93.38 9.06 344 96.83
100 100.1 874 344 88.48
110 100 .6 872 343 B4
Combined

Anchor Points 1000 8.84 344 98.24
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TABLE 4.1
he 4 n{ Var T for th ketball
in th w_Variabili ition (VA nt of Information (INF nd Anchor
Foint (ANCHOQR)
Basketball Problem - Low Variability Condition

Rependent Varigbles

Anchor Poirt MCAT SCAT CONY EE

Ird jon

80 82.04 5.00 340 96,94

100 100.0 743 365 9827

110 101.8 9.09 352 95.48

Combined

Anchor Points 100.3 B.51 3.52 88.21
Heh Amount of Information

80 93949 856 356 96.98

100 100.0 g.e2 337 99.85

110 i01.2 796 395 899.75

Combined

Anchor Points 100.2 8.38 3.63 98.86
Cormbined Amount of irformation

0 9926 873 348 96.46

100 100.0 8.02 35t 839.06

110 1016 B53 3.74 99.61

Combined

Anchor Points 100.3 845 3.58 98.54



31

TABLE 4.2

Basketball Problem - High Variability Condition

D jent Variabl
Anchor Poirt MCAT SCAT CON) FE
Low Arnount of Inforrnation
20 99.89 Bg2 342 95.88
100 100.2 853 338 96.98
110 103 943 338 98.57
Combined
Anchor Points 100.1 893 3.39 97.17
High A  \nformal
90 101.1 10.11 3.23 968.77
100 1010 Q.76 3.65 89.98
110 93.72 976 340 99.44
Combined
Anchor Points 100.3 987 343 98.41
Combined 2 { informat
90 9952 946 3.33 86.33
100 100.6 8.14 351 98.47
110 100.5 9.60 3.39 88.50
Combined

Anchor Poirts 100.2 9.40 3.41 87.79



TABLE 4.3

Basketball Problem - Both Variability Conditions Combined

Anchor Poirg

90
100
110

Combined
Anchor Points

100
110

Combined
Anchor Points

100
110

Combined
Anchor Points

MCAT

88.97
100.1
1015

100.2

99.81
100.5
100.5

100.3

99.38
100.3
1010

100.2

Dependent Variables
SCAT CONY
Low Amount of Information
891 3.41
798 352
9.26 345
8.72 3.46
Hich Amourt of information
9.32 340
9.19 351
885 368
9.12 353
Combined A  Iforas
9.12 340
8.58 351
9.06 357
8.92 349

FIE

96.43
97.63
93,02

§7.70

96.65

88.76
99.06

98.17

96.65
98.76
99.06

88.17
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TABLE 5.1

Both Problems Combined - Low Varlabllity Condition

Dependent Varables
Anchoc Pory MCAT SCAT con FIE
Low Amount of information
90 98.66 881 3.36 96.33
100 100.4 7.33 364 98.43
110 101.4 873 355 99.46
Combined
Anchor Poirds 101.2 8.30 3.51 98.06
Hoh Amount of information
20 99.56 823 356 96.93
100 99.98 828 351 99.36
110 100.8 773 374 99.35
Combined
Anchor Points 100.1 8.08 360 98.55
Combined Amount of informiation
90 98.11 852 346 96.62
100 1002 781 357 98.90
110 101.1 8.24 365 99.41
Combined

Anchor Points 100.1 819 3.56 98.31



TABLE 5.2
P r ketball
; { Inf jon (INFO) and Anchor Poirt (ANGHOR)
Both Problems Combined - High Variability Condition
Dependent Variables
Anchor Point MCAT SCAT CONJ
Low Amount of Iformation
90 99.47 9.04 355
100 100.1 9.03 3.34
110 101.1 9.11 3.35
Combined
Anchor Points 100.2 9.06 3.41
High Amourt of Information
80 99.86 10.29 322
100 100.4 9.96 342
110 99.85 956 3.35
Combined
Anchor Points 100.1 10.07 3.33
Combined A It .

S0 99.67 9.66 3.39
100 100.3 9.50 3.38
110 1005 9.54 3.35
Combined
Anchor Poirls 100.1 957 337

96.75
g7.21
98.83

g7.60

96.98

99.50
99.28

98.60

96.87
98.35
£9.06

98.10

34
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TABLE 5.3

Both Problems Combined - Both Variability Conditions Combined

Dependent Varigbles
Anchor Point MCAT SCAT CONJ FIE
Low Amount o Information
80 99.06 892 3.45 96.53
100 100.2 8.20 349 97.81
110 1013 892 3.45 98.15
Combined
Anchor Points 101.2 8.68 3.46 97.83
High Amount of (rformation
20 9.7 9.25 3.38 96.96
100 100.2 812 346 9943
110 100.3 8.86 355 99.31
Combined
Anchor Points 100.1 9.08 347 98.58
Combined A {of Informmat
90 99.38 9.09 342 86.74
100 100.2 8.86 347 98.62
110 100.8 8.89 350 99.23
Combined

Anchor Points 100.1 8.88 347 98.20
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Gender

Male
Female

Both Genders

Male
Female’

Both Genders

Male
Female
Both Genders

MCAT

99.96
100.1
100.0

100.6
1000
100.2

100.3
1001
100.1

Problem Type
Dependent Variables
SCAT CONJ
Rainfall
8.34 3.89
9.13 317
884 3.44
Basketball
8.14 422
938 3.07
8.92 3.49
Both Problems Combined
8.24 4.06
g.25 3.12
8.88 347

Note: There were 276 males and 471 females in the study

98.64
97.89
98.24

99.26
9752
98.17

83.05
97.71
98.20
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Table 7 gives the correlation coefficients among the four dependent
variables and age as well as their means and their standard deviations. The
correlations for age are given because it is the only continuous demographic
variable. Athough several r values are significant at p < .01, they may not be
especially meaningful because the [ values are at .170 or less. These results may
have been obtained because the sample size was extremely large and because
weak relationships may exist between the dependent variables. However this
explanation can not account for the large correlation between SCAT ana CONJ
(r =-.405). This correlation indicates that the larger the standard deviation of the
subjective probability distribution, the lower the confidence judgment.

Major Analyses

type. The ANOVA summary table for the four dependent variables (MCAT, SCAT,
CONJ and PTE) by variability, amount of information, anchor point and problem
type is given in Table 8.

A note about the use of error terms in the analysis of variance (ANOVA}
summary tables is necessary. The number of respondants (747) preciuded
performing repeated measures across subjects. When attempts were made to do
so, both CPU time and space proved insufficient for processing. Therefore, all
ANOVA procedures were performed between rather than within subjects and one
pooled error term was used. The degrees of freedom for the error term are large
enough that the critical E-values would be almost identical to those for the
repeated measures and the mean square error estimates are extremely stable. If

anything, the E-tests would tend to be somewhat conservative.



Table 7

Correlation Coeflici ) Descrintive Statistics for t

4 Dependent Measures (MCAT, SCAT, CONJ. and PTE) and Age

MCAT SCAT CONJ PTE AGE
MCAT - -016 03z a5 045
SCAT - -405* -110° -034
CONJ — 700 - 066
PTE - -.089*
Mean 100.10 8.88 347 98.20 20.69
SD. 391 3.83 1.29 642 467
‘p<.01

Note: N = 1494

38
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Table 8

MCAT SCAT CONJ PTE
Source: g £ ¢ £ £ £ F £ E
TYPE 1 1441 97 365 26 122 74 212 .05
VAR 1 01 .00 71000 50.49" 1290 784' 1810 .45
INFO 1 369 25 6040 430 .00 .00 20100 502
ANCHOR 2 50560 1690° 4720 168 157 .00 1678.00 20.80°

TYPE X VAR 121 08 6650 473 13 08 11400 285

-

TYPE X INFO 1 975 65 03 00 170 1.03 16.00 40
TYPE XANCHOR 2 959 32 1530 54 180 55 27.10 34
VAR X INFO 1 133 .09 139.00 989" 255 155 24.70 62
VARXANCHOR 2 8080 305 1930 .69 313 95 41.20 51

INFOXANCHOR 2 16060 539* 6470 230 179 .54 15000 1.86



40

Table 8 continued

MCAT SCAT CONJ PTE
Source: d £ E £ E S E £ E
TYPE X VAR X INFO 1 1224 82 220 .16 B85 51 95 02
TYPE X VAR X ANCHOR 2 56.99 1.91 766 27 587 1.78 5150 .64
TYPE X INFO X ANCHOR 2 2025 .68 2320 83 75 23 4250 53

VAR XINFO XANCHOR 2 38.40 1.29 7250 258 847 257 4650 .58

TYPE X VAR X INFO

X ANCHOR 2 4430 149 337 12 530 161 7300 91
ERROR 1470 21898.00 20680.00 2421.00 59013.00
TOTAL 1493  22865.00 21910.00 2470.00 61496.00
R 042 056 020 040

‘R < .01
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Qrder effects. Although the experimental design was carefully
counterbalanced, subsidiary analyses were performed to determine if order of
problem presentation confounded the experimental results. A five-way ANOVA
(not reported) for the four dependent variables (MCAT, SCAT, CONJ and PTE) by
variability, amount of information, anchor point, probiem type and order showed
that it mattered little whether the rainfall or the basketball problem was presented
first or second. Judgments for the first problem were slightly more variable than for
the second problem regardless of whether the low or high variabiiity condition was
presented first. Order did not systematically interact with any other factors.

Yariability. First, variability affected the standard deviation of the
categorical probability estimates (E(1,1470) = 50.49, p < .01). Problems in the low
variability condition had a mean SCAT value of 8.19 (see Table 5.1), while
problems in the high variability condition had a mean SCAT value of 9.57 (see
Table 5.2).

Second, the results obtained indicate that variability affected subjects’
confidence judgments (E(1,1470) = 7.84, p <.01). Problems in the low variability
condition had a mean CONJ value of 3.56 (see Table 5.1) while problems in the
high variability condition had a mean CONJ value of 3.37 (see Table 5.2).
Therefore, subjects were more confident about their judgments in the low
variability condition than in the high variability condition.

Anchor point by amoynt of information interaction. There was a significant
ANCHOR by INFO interaction on MCAT values (E (2,1470) = 5.39, p <.01) that
probably accounted for the overali effects of ANCHOR on MCAT. MCAT values as
a function of INFO and ANCHOR are plotted in Figure 1. The results presented in

Figure 1 and Table 8 show that anchor point affected MCAT values in the low
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information condition but not in the high information condition. The four-way
ANOQVA was broken into two separate three-way ANOVAs (TYPE by VAR by
ANCHOR) by the levels of information (INFO) to assess the nature of the
interaction. Whean subjects received small amounts of information, anchor point
affected MCAT values (E(2,745) = 19.99, p < .01). The mean MCAT value for an
anchor point of 80 was 99.06; the mean MCAT value for an anchor point of 100
was 100.22; and the mean MCAT value for an anchor point of 110 was 101.28.
Tukey's HSD test revealed that the three means were all significantly different
from one another (p< .01).

When subjects received large amounts of information, anchor point did not
affect MCAT values (E(2,747) = 1.86, NS). The mean MCAT value for an anchor
point of 90 was 99.71; the mean MCAT value for an anchor point of 100 was
100.21; an the mean MCAT value for an anchor point of 110 was 100.33. No
significant differences among the three means were found. In the low information
condition, mean MCAT values were pulled below the mean by an anchor point of
90; remained closs to the mean for an anchor point of 100; and were pulled above
the mean by an anchor point of 110. In the high information condition, however,
mean MCAT values were close to the mean (100) for all three anchor points.

Anchor point.  Although anchor point affected the mean categorical
probability estimate overall (E(2,1470) = 16.97, p < .01), this result was probably
due to the ANCHOR by INFO interaction.

Second, anchor point affected point estimates of the mean (E(2,1470) =
20.90, p < .01). Problems with an anchor point of 90 had a mean PTE value of

96.74, problems with an anchor point of 100 had a mean PTE value of 98.62; and
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problems with an anchor point of 110 had a mean PTE value of 99.23 (see Table
5.3). Post hoc analysis of the means using Tukey's HSD test revealed that an
anchor point of 90 was significantly different from an anchor point of 100 or 110
(R < .01) but that anchor points of 100 and 110 were not significantly different from
one another. Thus, an anchor point of 80 pulled PTE values well below the mean
while PTE values for an anchor point of 100 remained below the mean and PTE

values for an anchor point of 110 hovered slightly below the mean.

Yariability by amoynt of information jnteraction. Athough the results

presented in Table 8 show that amount of information and variability interacted to
affect SCAT values (E(1,1470) = 9.89, p < .01), this interaction was probably

an artifact of problem construction. Individual problems were constructed so that
they had a standard deviation of 1.20 (low information condition) and 1.25 (high
information condition) in the low variability condition and standard deviations of
6.00 (low information condition) and 8.65 (high information condition) in the high
variability condition. There was a difference in judged variability in the high
variability condition but not in the low variability condition. The results obtained
suggest that VAR accounted for the interaction because it affected SCAT but INFO
did not (see Table 8).

Secondary Analyses

Gender affected the dependent measures, but age did not. Therefore,
gender was the only subject characteristic to be further analyzed.

Gender. Gender affected some dependent variables by itself and in
combination with problem type (i.e., problem type), but did not interact with any
other independent variable. Table 9 provides the TYPE by GENDER ANOVA
summary table for MCAT, SCAT, CONJ and PTE. Gender affected SCAT



Table 9
ANOVA Summary Table for the 4 Depender Variables (MCAT, SCAT,
CONJ, and PTE) by Problem Type (TYPE) and Gender (GENDER)
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MCAT SCAT CONY FTE

Source d S E £ E £ E £ E
TYPE 1 28.84 188 37 01 456 3.17 22 .01
GENDER 1 1478 97 357.40 2473 307.23 213.50" 627.10 15.40°
TYPE
X GENDER 1 37.19 243 1742 1.2 1661 11.54" 5420 133
ERROR 14380 22798.00 21533.00 214410 60811.00
TOTAL 1483 22865.00 21910.00 2489.70 61496.00

] 003 017 131 040

*p < .01
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(E(1,1490) = 24.73, p < .0l), CONJ (E(1,1490) = 213.49, p < .01), and PTE
(E(1,1490) = 15.38, p < .01). In addition, TYPE by GENDER interacted to affect
CONJ (E(1,1490) = 11.54, p < .01). A five-way ANOVA for the four dependent
variables by variability, amount of information, anchor point, problem type and
gender was also performed. it is not reported here because it produced similar
results. CONJ values as a function of TYPE and GENDER are plotted in Figure 2.
Although there was a TYPE by GENDER interaction on CONJ, the effects of
gender on CONJ are significant because male means are greater than female
means for both problem types (see Figure 2).

Comparisons between the means (see Table 6) showed that male subjects
had a mean SCAT value of 8.24, and female subjects had a mean SCAT value of
9.25. In addition, male subjects had a mean CONJ value of 4.06, while female
subjects had a mean CONJ value of 3.11. Finally, male subjects had a mean PTE
value of 99.05, while female subjects had a mean PTE value of 97.71. Mean
differences for the three comparisons listed above and female means were
statistically significant at p<.01 according to Tukey's HSD test.

Besides the main effect of gender on CONJ, TYPE and GENDER also
combined to affect confidence judgments. The two-way ANOVA was broken into
separate one way ANOVASs by TYPE across GENDER to more fully explore the
interaction effect. TYPE affected CONJ values for male subjects (E(1,550) = 10.72,
R <.01). The mean CONJ value for the rainfall problem was3.89 and the mean
CONUJ value for the basketball problem was 4.22. In contrast, TYPE did not affect
CONJ for female subjects (E(1,940) = 1.76, NS). The mean CONJ value for the
rainfall problem was 3.17, and the mean CONJ value for the basketball problem
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was 3.07. The results presented above indicate that males were more confident
about their judgments of the basketball problem than the raintall problem, while
females were equally confident about their judgments for both problems.

In summary, gender affected several dependent variables in this study.
Males and females had differences in standard deviations for their subjective
probability distributions, confidence judgments and point estimates of the mean
from memory. Gender and problem type combined to affect confidence
judgments, with males being more confident about the sports problem than the
weather problem and females being equally confident about both problems. It
appears that gender systematically affects subjective probability estimates, point
estimates, and confidence judgments at least in this study.

Summary of Results

Table 10 summarizes the main findings for the study for all four dependent
variables (MCAT, SCAT, CONJ, & PTE). MCAT, the mean categerical probability
estimate, was primarily affected by the INFO by ANCHOR interaction. Although
ANCHOR affected MCAT overall, cioser examination revealed that this result was
due to the INFO by ANCHOR interaction. Anchor point affected MCAT in the low
information condition but not in the high information condition.

SCAT, the standard deviation of the categorical probability estimates, was
affected by VAR and by GENDER. Subjects had larger standard deviations for
their subjective probability distributions in the high variability condition than in the
low variability condition. Females had larger standard deviations for their

subjective probability distributions than did males.



Table 10

S { Main Findings for all 4 D ent Variabl
(MCAT.SCAT, CONJ. and PTE)

MCAT SCAT CONJ P1E

Source:
TYPE
VAR * *

INFO

ANCHOR * v
GENDER * * *
INFO X ANCHOR *

TYPE X GENDER *

49

* indicates that E-Value was significant at p < .01
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CONJ, the subjects' confidence in their subjective probability judgments,
was affected by VAR, GENDER, and the TYPE by GENDER interaction. Subjects
had greater confidence in their judgments for the low variability condition than for
the high variability condition. Males were more confident than females for both the
rainfall and basketball problems. Problem type and gender interacted to affect
CONJ. Males were more confident about the basketball problem than about the
rainfall problem, while females were equally confident about both problems.

PTE, the point estimate of the mean from memory, was affected by
ANCHOR and by GENDER. An anchor point of 90 pulled PTE values well below
the actual mean (99.8), but PTE values remained slightly below the mean for both
an anchor point of 100 and an anchor point of 110, Males made point estimates

that were closer to the actual mean given in the problem than did females.
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CHAPTER FOUR
Discussion

The discussion is divided into three sections:
1. The relationship of resuits to hypotheses;
2. Implications for research on subjective probability judgments.

3. Suggestions for future research studies.

Relationship of I hypot!

The purpose of the present study was 10 see how people would respond to a
decision problem that manipulated several characteristics of a data distribution. A
number of issues in subjective probapility estimation were examined, the most important
of which is the normative appropriateness of subjects’ judgments. The discussion of

results is organized by independent variables and/or their interactions.

Variability. Hypothesis 1 dealt with effects of VAR on SCAT. It stated that
subjective probability distributions for problems consisting of data with high
variability will have larger judged standard deviations than problems consisting of
data with low variability. Some problems had a small standard deviation (low
variability condition), while other problems had a large standard deviation (high
variability condition). It was proposed that the subjective probabiiity distributions
for problems with large standard deviations would be more variable than
subjective probability distributions for problems with small standard deviations.

The results presented in Table 8 indicated that problem variability did affect the
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standard deviation of the subjective probability estimates (SCAT). Problems with
small standard deviations had a mean SCAT value of 8.19, while problems with
large standard deviations had a mean SCAT value of 9.57 (see Table 5.3).
These results showed that people can detect relative differences in problem
variability and that they can make use of these differences when making
probability judgments.

it appears that subjects made judgments that were normatively
appropriate. Distributions with large standard deviations should indeed be
judged as being more variable than distributions with small standard deviations.
However, subjects only detected relative differences in variability and not
absolute differences. They accurately estimated standard deviations in the high
variability condition but overestimated standard deviations in the low variability
condition. It would seem that subjects perceived a standard deviation of 1.50 as
small and a standard deviation of 10 as moderate but not iarge for numbers
averaging about 100. The overestimation of standard deviations in the low
variability condition may not be entirely due to subject error. Actual SCAT sizes
may have been dependent on the category boundaries used for the subjective
probability judgments. Consequently, the overestimation bias for the low
variability condition may have resulted from the selection of arbitrary category
boundaries and not from subject estimation errors.

Hypothesis 2 dealt with the effects of VAR on CONJ. It stated that problems
with large standard deviations will yield lower confidence judgments than
problems with small standard deviations. Subjects were more confident about
problems in the low variability condition (mean CONJ value of 3.56) than about

problems in the high variability condition (mean CONJ value of 3.37). The results
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obtained imply that a network ot relationships exists between variability,
uricertainty and confidence judgments. Variability and uncertainty are closely
related but not synonymous concepts (Tversky and Kahneman, 1882). Variability
can be defined as the dispersion of data in a distribution. Uncertainty is present
in many types of decisions and can be defined as the inability to assign specific
probabilities to outcomes. Different degrees of uncertainty can be distinguished.
For some tasks, individuals may not know exact probabilities of outcomes but
may have enough information to make estimates for their range such as .10 to
.30. For other tasks, it may not be possible to assign any probability estimates {for
outcomes. Such tasks would be characterized as having greater uncertainty.

Kahneman and Tversky {1982) found that uncertainty judgments were
based on the distributional characteristics of data, and Yates and Zukowski
(1976) reported that uncertainty increased as the variability of the subjective
probability distribution increased. Taken together, these findings indicate that
high variability is associated with high uncertainty. Slovic, Fischoff, and
Lichtenstein (1980) found that high levels of uncertainty are associated with lower
confidence judgments. Confidence judgments represent an individual's
uncertainty about a prediction, estimate or inference that has already been made
{Kahneman and Tversky, 1982). They are always made in reference to the
individual's confidence in the accuracy of his/her estimates.

The results obtained revealed that female subjects had higher variability
and less confidence than male subjects and it can be inferred that they also had
higher uncertainty, Moreover, subjects were less confident about problems in
the high variability condition than about problems in the low variability condition.

On the basis of previous research and on the findings for this study, high
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variability is associated with high uncertainty, and high uncertainty is associated
with low confidence. Using uncertainty as a mediating variable, transitivity rules
suggest that high variability is associated with low confidence. More attention
needs to be given to the interrelationships between variability, uncertainty and
confidence because of the role that they play in judgment and decision
processes.

Amount of information, Hypothesis 3 dealt with the effects of INFO on
CONJ. It stated that problems based on 25 years of data will yield higher
confidence judgments than problems based on five years of data. Although
amount of information interacted with anchor point to affect MCAT values, as has
been noted, it did not affect any of the dependent measures by itself. One
possible explanation for the result obtained is that other task variables may have
had a greater effect on people's judgments. Nevertheless, the role of amount of
information in decision making should not be slighted. Previous research has
revealed that the amount of task information, number of alternatives, number of
outcomes and the way information is presented all affect individual choice
(Nisbett and Ross, 1980; Payne, 1982). Perhaps, amount of information would
have had a greater impact on judgments if other types of tasks or dependent
measures had been used.

Anchor point by amount of information interaction. Hypothesis 4 dealt
with the effects of the interaction of ANCHOR and INFO on MCAT. k stated that
mean estimates will be biased in the direction of the anchor point for the low
information condition but not the high information condition. This hypothesis was
confirmed. The results presented in Figure 1 and Table 8 indicate that anchor

point affected MCAT values in the low information condition but not in the high
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information condition. In the low information condition, mean MCAT values were
pulied below the problem mean by an anchor point of 90, remained near the
mean for an anchor point of 100 and were pulled above the mean for an anchor
point of 110. In contrast anchor point did not affect MCAT values in the high
information condition and mean MCAT values were much more tightly clustered
than the means in the low information condition.

One explanation for the results obtained is that the effects of highly
discrepant values are greatest with small data sets. Just as an arithmetic mean
can be highly influenced by extreme values, subjective probability judgments are
also susceptible to the effects of discrepant data points (Kahneman and Tversky,
1979). In the present study, anchor points of 90 and 110 ware discrepant from
the problem mean of close to 100. When only five other data points were
available, these anchors strongly affected MCAT values and pulled them in the
direction of the anchor point. & appears as if subjects used the anchor points as
an additional data point and based their mean estimates on six rather than five
pieces of information.

Howaever, the results obtained were different when 25 years of data were
available. Anchor point had little or no effect on mean MCAT values in this
condition. K again appears that the subjects used the anchor points as an
additional data peint in the high information condition. In so doing, they based
their mean estimates on 26 rather than 25 data points. Discrepant anchor points
seem to have their greatest effects when samples are small. The effect of more
data is to reduce the impact of extreme values. This result may indicate that

subjects made normatively appropriate judgments.
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It is worthwhile ﬁoting that there was no anchor point by amount of
information interaction for PTE values. The amount of data had no direct effect on
judgments made from memory and subjects did not make judgments normatively
appropriate to the data given. One explanation for this finding is that subjects did
not take into account the fact that larger amounts of data reduce the impact of
extreme values. As a result, discrepant anchor points, particularly those below
the mean, had a greater affect on PTE values. Because PTE values were based
on judgments made from memary, it is possible that subjects forgot whether their
mean estimates were based on small or large amounts of data.

Gender by problem type interaction. Hypothesis 5 dealt with the
interaction of GENDER and TYPE on CONJ. it stated that men will be more
confident about thier judgments for the basketball problem than the rainfall
problem while women will be equally confident about their judgments for both
problems. This hypothesis was confirmed. Male subjects had a mean
confidence judgment (CONJ) of 3.89 for the rainfall problem and a mean CONJ
value of 4.22 for the basketball problem. In contrast, female subjects had a mean
CONJ value of 3.17 for the rainfall problem and a mean CONJ value of 3.07 for
the basketball problem. Therefore, males were more confident about the
basketball problem than the rainfali problem while females were equally
confident about both problems.

These findings may be due to gender differences in salf confidence and to
ditferences in task content. In general, men appear to have more self confidence
than women (Hyde and Rosenberg, 1980). However, Lenney (1977) found that
some limitations need to be placed on this general resuft. Her research showed

that women's confidence judgments are dependent upon the gender
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appropriateness of the task. If women are given a gender appropriate task, then
their confidence judgments are similar to men.

In the context of the present study, it seems reasonable to assume that the
basketball problem represents a male specific task and the rainfall problem
represents a gender neutral task. Censequently, there was no female specific
task. It could be argued that the results obtained were a function of task content.
Research has suggested that people often base their judgments on their
knowledge structures, schemas and scripts (Kelley, 1972; Abelson, 1978).
Because most males have participated in or viewed a basketball game and
many females have not, males feit more knowledgeable and more confident
about the basketball problem than about the rainfall problem. In contrast, females
felt equally knowledgeable and equally confident about both problems. Perhaps
differant results would be obtained if a female specific task would have been
used in the study.

\molications § l biegti bability iud :

The purpose of the study was to see how various characteristics of the data
distribution affected subjective probability judgments, confidence judgments and
point estimates. Unlike previous research on decision making (cf. Tversky and
Kahneman, 1971), the present research simultaneously manipulated several
characteristics of the data distribution; thersby, allowing both two and three way
interactions to be examined. Moreover, the present study used muttiple
dependent measures as opposed to the single dependent measures (usually a
mean estimate) used in previous research,

In examining the characteristics of subjects’ subjective probability

judgments, there were two main issues. First, how normative were subjects’
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judgments? Although other studies have addressed this issue (Winkler, 1971;
Peterson and Beach, 1967), the present study examined whether subjects could
make normative judgments when several characteristics of the data distribution
were simultaneously manipulated. A review of the decision making literature
revealed some studies which reported using multiple independent and
dependent variables (Pratt, 1982), but they were in different research contexts
than the present study. Second, how confident did subjects feel about their
probability judgments? Although other researchers have studied confidence
judgments in the context of probability estimation (Lichtenstein, Fischoff and
Phillips, 1982), the present study attempted to define the relationship between
variability and confidence judgments in a more complex situation.

Examination of the results revealed several main effects and interaction
effects. However, a greater number of significant findings was expected,
especially given the large number of independent variables. The results indicated
that most individual independent variables affected only one dependent
measure. Moreover, each main effect for an independent variable was
associated with a different dependent measure. Each significant two-way
interaction also invoived only one dependent measure.

Because different independent variables affected different dependent
measures, it appears that different distribuiional characteristics function
independently of one another. One implication of this finding is that the effects for
a particular distributional characteristic must be interpreted individually in a
decision task,

The results obtained for the present study suggest that subjects

recognized, at ieast implicitly, that statistical principles affect their judgments and
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that distributional attributes of data are important in making judgments. For
example, the variability of the data distributions affected the subjects’ probability
judgments and subjects seemed to recognize that extreme values affect mean
responses less if the sample size is large. Therefore, the results for this study
indicate that people can make accurate (i.e., normatively appropriate) as weli as
erroneous judgments.

In addition, the results linking variability and confidence, and uncertainty
and corfidence suggest that variability, uncertainty and confidence are
theoretically connected. Variability and uncertainty covary directly (Kahneman
and Tversky, 1982), as do uncertainty and confidence (Lichtenstein, Fischoff and
Phillips, 1982). This leads to a possible linkage of the three constructs as follows:

Variability ---> ( Uncertainty ) ---> Confidence Judgments
That is, the observed relationship between variability and confidence operates

through task uncertainty as a mediating variable. Further study should indicate
whether this finding is generalizable to other research contexts.
S tons for i I "

Based on the findings obtained in this study, two studies suggest
themselves. They are presented below.

Gender specificity of task. Although male subjects received a male
specific task in this study, female subjects did not receive a female specific task.
A future study might have three tasks: male specific, female specific and gender
neutral. It is hypothesized that males would be more confident than females on a
male specific task and a gender neutral task, but that they would be equaliy or

less confident than females about a female specific task.
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xploration of the relationshi ween_variabili n in n
confidence judgments. The results of the present study implied that a network of

relationships existed between variability, uncertainty and confidence. A further
study might examine how variability and uncertainty together affect confidence
judgments. With a scenario similar to the rainfall problem, both variability and
uncertainty of the problem could be manipulated. It is hypothesized that high
levels of both variability and uncertainty would yield very low confidence
judgments, while low levels of both variability and uncertainty would yield

very high confidence judgments.

Summa[y

The major findings of the siudy were:

1. The mean of the subjective probability distribution was affected by the
interaction of amount of information and anchor point.

2. The standard deviation of the subjective probability distribution was
affected by problem variability and by gender.

3. Confidence judgments were affected by problem variability, gender and
a problem type by gendar interaction.

4. On the whole, subjects tended to make normatively appropriate

probability judgments.
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DECISION PROCESSES STUDY

{Do NOT write your name on this questionnaire)

Sex: Age, in years:

Town/City of resmsidence:

Number of years of univeraity:

Decisions about varioue evente must be made daily. For
example, individuals are concerned about the likelihood that it
will rain today or the likelihood that the Detroit Tigers will
win today’s baseball game. I believe that it is=s interesting to
study how individuals make decieions. On the following pages,
you are asked to make predictions about meteorological events
and about sports events. Please read the problems carefully and
then indicate your response on the blanke provided. Answer the
problems to the best of your ability. Thank you for your

cooperation.
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ANNUAL RAINFALL FORECAST

VAR = LOW
INFO = LOW
ANCHOR = 90

Meteorologists in Buenos Aires, Argentina decided to examine
the pattern of rainfall in Buenos Aires. The Arghives of the
Argepntinian Meteorological Society showed that the measurable
annual rainfall (in ecm.) in Buenos Aires, Argentina for the years
1980 to 1984 was:

1980 : 98.4
1981 : 99.1
1882 : 101.5
1983 : 100.4
1984 : 98.7

In 1985, the annual rainfall in Buenos Aires was 90 cm.

Please continue to next page.
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ANNUAL RAINFALL FORECAST

VAR = LOW
INFO = LOW
ANCHOR = 100

Meteorologists in Buenoe Aires, Argentina decided to

examine the pattern of rainfall in Buenoe Aires. The Archives

of the Argentipnisn Meteorological Society showed that the

measurable annual rainfall (in cm.) in Buenoe Airee, Argentina

for the years 1980 to 1984 was:

1980 : 98.4
1981 : 89.1
1982 : 101.5
1983 : 100.4
1884 : 88.7

In 1985, the annual rainfall in Buenos Aires was 100 cm.

Pleamse continue to next page.
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ANNUAL RAINFALL FORECAST

VAR = LOW
INFO = LOW
ANCHOR = 110

Meteoroclogiste in Buenos Aires, Argentina decided to
examine the pattern of rainfall in Buenos Aires. The Archives
of the Argentinian Meteorological Society showed that the
measurable annual rainfall (in em.) in Buenos Aires, Argentina

for the years 1980 to 1984 was:

1880 : 98.4
1881 @ 98.1
1982 : 101.5
1983 : 100.4
1984 : 99.7

In 1985, the annual rainfall in Buenos Aires was 110 cm.

Please continue to next page.
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ANNUAL RAINFALL FORECAST

VAR = HIGH
INFO = LOW
ANCHOR = 90

Meteorologists in Bueno=s Airems, Argentina decided to
examine the pattern of rainfall in Buenos Aires. The Archives
of the Argentinian Meteorgiogical Society showed that the
measurable annual rainfall (in cm.) in Buenoe Aires, Argentina

for the years 1980 to 1984 waa:

1980 : 95.86
1881 : 93.2
18982 : 103.4
1883 : 107.1
1984 : 99.7

In 1985, the annual rainfall in Buenos Aires was 80 cm.

Please continue to next page.
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ANNUAL RAINFALL FORECAST

VAR = HIGH
INFO = LOW
ANCHOR = 100

Meteorologists in Buenos Aires, Argentina decided to
examine the pattern of rainfall in Buenos Aires. The Archivas
of the Argentinjan Meteorglogical Societyv showed that the

measurable annual rainfall (in em.) in Buenos Aires, Argentina

for the years 1980 to 1984 was:

1880 : 95.8
1881 : 93.2
1982 : 103.4

1883 : 107.1
1984 : 98.7

In 1985, the annual rainfall in Buerioz Aires was 100 cm.

Please continue to next page.
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ANNUAL RAINFALL FORECAST

VAR = HIGH
INFO = LOW
ANCHOR = 110

Meteorologists in Buenoe Aires, Argentina decided to
examine the pattern of rainfall in Buenos Aires. The Archives
of the Argentipian Meteorclogical Societv showed that the
measurable annual rainfall (in cm.) in Buenos Aires, Argentina

for the years 1980 to 1584 was:

1980

L]

85.6
1981 : 93.2

1982 : 103.4
1983 : 107.1

*

1984 : 998.7

In 1985, the annual rainfall in Buenos Aires was 110 em.

Please continue to next page.
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ANNUAL RAINFALL FORECAST

VAR = LOW
INFO = HIGH
ANCHOR = 90

Meteorologists in Buenocs Aires, Argentina decided to
examine the pattern of rainfall in Buenos Aires. The Archives
of the Argentinian Meteorological Socjety showed that the
measurable annual rainfall (in cm.) in Buenos Aires, Argentina

for the years 1960 to 1984 was:

1960 : 102.0 1969 : 100.5 1977 + 98.0
1961 : 101.1 1870 : 96.4 1878 : 98.1
1962 : 98.1 1971 : 99.4 1879 : 100.8
1863 : 100.3 1972 : 99.8 1880 : 101.0
1864 : 101.6 1973 : 98.3 1881 : 98.6
1965 : 88.2 1974 : 101.7 1982 : 100.2
1966 : 99.2 1875 : 100.2 1983 : 100.4
1967 : 101.2 1976 : 89.6 1984 @ 99.7
1968: 99.0

In 1985, the annual rainfall in Buenoe Aires was 90 cm.

Please continue to the next page.



77
ANNUAL RAINFALL FORECAST
VAR = LOW

INFO = HIGH
ANCHOR = 100

Meteorologiste in Buencos Aires, Argentina decided to examine

the pattern of rainfall in Buenos Aires. The Archives of the

Argentinian Meteorological Society showed that the measurable

annual rainfall (in cm.) in Buenos Aires, Argentina for the years

1960 to 1984 was:

1860 : 102.0 1969 : 100.5 1877 : 988.0
1861 : 101.1 1970 : 98.4 1976 : 88.1
1962 : 88.1 1971 : 99.4 197¢ : 100.8
1963 : 100.3 1972 : 99.8 1980 : 101.0
1964 : 101.6 1973 : 98.3 1981 : 88.8
1965 : 98.2 1974 : 101.7 1982 : 100.2
1966 : 99.2 1975 : 100.2 1983 : 100.4
1967 : 101.2 1976 : 99.6 18684 : 98.7
1568: 99.0

In 1985, the annual rainfall in Buenos Aires was 100 cm.

Please continue to the next page.
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ANNUAL RAINFALL FORECAST
VAR = LOW

INFO = HIGH
ANCHOR = 110

Meteorclogists in Buenos Aires, Argentina decided to
examine the pattern of rainfall in Buenos Aires. The Archives
of the Argentinian Meteorological Society showed that the

measurable annual rainfall (in cm.) in Buenos Aires, Argentina

for the years 1560 to 1984 waa:

1960 : 102.0 1989 : 100.5 1977 : 98.0
1961 : 101.1 1870 : ©98.4 1878 : 98.1
1862 : 98.1 1971 : 99.4 1879 : 100.8
1963 : 100.3 1872 : 98.8 1880 : 101.0
1964 : 101.8 1873 : 98.3 1881 : 98.6
1965 : 98.2 1974 : 101.7 1882 : 100.2
1966 : 98.2 1975 : 100.2 1983 : 100.4
i967 : 101.2 1976 : 99.8 1984 : 99.7
1968: 95.0

In 1985, the annual rainfall in Buenos Aires was 110 em.

Please continue to the next page.
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ANNUAL RAINFALL FORECAST
VAR = HIGH

INFO = HIGH
ANCHOR = 90

Meteorologista in Buenos Aires, Argentina decided to
examine the pattern of rainfall in Buence Aires. The Archives
of the Argentinian Meteorological Society showed that the
measurable annual rainfall (in cm.) in Buenos Aires, Argentina

for the years 1960 to 1984 was:

1960 : 110.0 1969 : 102.9 1977 : 99.1
1961 : i12.4 1970 : 85.0 1978 : 94.8
1962 : 92.8 1971 : 96.7 1979 : 108.8
1963 : 107.6 1972 : 90.4 1980 : 103.1
1964 : 114.8 1973 : 87.4 1981 : 96.2
1965 : 87.0 1874 : 100.3 1882 : 106.7
1966 : 93.4 1975 : 111.2 1983 : 108.1
1967 : 104.7 1976 : B86.7 1984 : 99.7
1968: 985.3

In 1985, the annual rainfall in Buenos Airee was 80 cm.

Please continue to the next page.
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ANNUAL RAINFALL FORECAST
VAR = HIGH
INFO = HIGH
ANCHOR = 100
Meteorclogists in Buenos Aires, Argentina decided to
examine the pattern of rainfall in Buenos Aires. The Archives
of the Argentinian Meteorological Society showed that the

measurable annual rainfall (in cm.) in Buenos Aires, Argentina

for the years 1960 to 1984 was:

1960 : 110.0 1969 : 102.¢ 1977 : 89.1
1961 : 112.4 1870 : B85.0 1978 : 94.8
1962 : 92.9 1871 : 96.7 1979 : 108.8
1963 : 107.6 1972 : 90.4 1980 : 103.1
1964 : 114.8 1973 : 87.4 1981 : 98.2
1985 : 87.0 1974 : 100.3 1982 : 106.7
1966 : 93.4 1975 : 111.2 1983 : 108.1
1967 : 104.7 1976 : 86.7 1984 : 98.7
1968: 95.3

In 1985, the annual rainfall in Buenos Aires was 100 cm.

Please continue to the next page.
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ANNUAL RAINFALL FORECAST

VAR = HIGH
INFO = HIGH
ANCHOR = 110

Meteorologiets in Buenos Aires, Argentina decided to
examine the pattern of rainfall in Buenos Aires. The Archives
of the Argentinian Meteorological Society showed that the
measurable annual rainfall (in cm.) in Buenos Airees, Argentina

for the years 1960 to 1984 was:

1860 : 110.0 1969 : 102.9 1977 : 98.1
1961 : 112.4 1970 : 85.0 18978 : 94.8
1962 : 92.9 1971 : 96.7 1979 : 108.8
1963 : 107.6 1972 : 90.4 1980 : 103.1
1964 : 114.8 1973 : 87.4 1981 : 86.2
1965 : 87.0 1974 : 100.3 1982 : 106.7
1966 : 93.4 1975 : 111.2 1983 : 108.1
1967 : 104.7 1976 : 86.7 1984 : 88.7
1968: 85.3

In 1985, the annual rainfall in Buenos Airec was 110 cm.

Please continue to the next page.
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ANNUAL RAINFALL FORECAST

Assume that you are given the taek of predicting the annual
rainfall (in cm.) in Buenos Aires for 1986. Based on the
information given on the preceding page, please estimate the

probability that each of the following categories will occur
(in %).

Probability
Eetimate (in %)

In 19886, less than 90 cm. of rain will
fall in Buenos Aires, Argentina.

In 195886, S0 to 110 cm. of rain will fall
in Buenos Aires, Argentina.

In 1986, greater than 110 cm. of rain will
fall in Buenos Aires, Argentina.

Total = 100%

Note: Your probability estimates should add up to about
100% because the categories include all pomsibilities.

Please place an X at a point on the scale below which best
describes your confidence in the accuracy of your probability
estimates above.

Not At All Slightly Rather Quite Very Extremely
Confident Confident Confident Confident Confident Confident

Please continue to the next page.
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SPORTS SURVEY

VAR = LOW
INFO = LOW
ARCHCR = 30

A group of sportswriters in Boston, Massachusetts decided
to examine the average points per game that the Boston‘Celtics
scored over the past few seasons. Pro Basketball Digest showed
that the average points per game scored by the Boston Celtics

for the years 1980 to 1984 was:

1980 : 98.4
1981 : 88.1
1882 : 101.5
1983 : 100.4
19684 : 99.7

In 1985, the Boeston Celtics scored an average of 90 points per

game.

Pleame continue to the next page.
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SPORTS SURVEY

VAR = LOW
INFO = LOW
ANCHOR = 100

A group of mportswriters in Boston, Masmachusetts decided
to examine the average points per game that the Boston Celtics
scored over the past few seasons. Pz Basketball Digest showed
that the average points per game ascored by the Boston Celtics

for the years 1980 to 1984 was:

1980 : 98.4
1881 : 99.1
1982 : 101.5
1883 : 100.4
1984 : 99.7

In 1985, the Boston Celtics scored an average of 100 points per

game .

Please continue to the next page.
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SPORTS SURVEY

VAR = LOW
INFO = LOW
ANCHOR = 110

A group of sportswriters in Boston, Massachusetts decided
to examine the average pointse per game that the Boston Celtics
scored over the past few seasons. Pro Bagketball Digest showed
that the average points per game scored by the Boston Celtics

for the years 1980 to 1984 waa:

1980 : 98.4
1981 : 98.1
1982

101.5
1983 : 100.4

1984 : 99.7

In 1985, the Boston Celtice scored an average of 110 points per

game .

Pleaze continue to the next page.



86

SPORTS SURVEY

VAR = HIGH
INFO = LOW
ANCHCOR = 90

A group of sportswriters in Boston, Masasachusmetts decided
to examine the average points per game that the Boamton Celtics
scored over the past few seasons. Pro Basketball Digest showed
that the average points per game scored by the Boston Celtics

for the years 1980 to 1984 was:

1980 : 95.6
1981 : 93.2
1982 : 103.4
1983 : 107.1

1984 : 99.7

In 1985, the Boston Celtics scored an average of 80 points per

game.

Please continue to the next page.
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SPORTS SURVEY

VAR = HIGH
INFO = LOW
ANCHOR = 100

A group of sportswriters in Boston, Massachusette decided
to examine the average points per game that the Boston Celtices
scored over the past few smeasone. Pro Basketball Digest showed
that the average points per game scored by the Boston Celtics

for the years 1980 to 1984 was:

1880 : 95.6
1881 : 83.2
1982 : 103.4
1983 : 107.1

1884 : 98.7

In 1985; the Boston Celtice scored an average of 100 points per

game.

Pleaee continue to the next page.
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SPORTS SURVEY

VAR = HIGH
INFO = LOW
ANCHOR = 110

A group of esportswriters in Boston, Massachusetts decided
to examine the average points per game that the Boston Celtics
scored over the past few seasmons. Pro Basketbsal] Digest showed
" that the average points per game scored by the Boston Celtics

for the years 1980 to 1884 was:

1980 : 95.6
1981 : 83.2
1982 : 103.4
1983 : 107.1
1884 : 989.7

In 1985, the Boston Celtics scored an average of 110 pointe per

game.

Please continue to the next page.
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SPORTS SURVEY

VAR = LOW
INFO = HIGH
ANCHOR = 90

A group of sportswriters in Boston, Massachusetts decided
to examine the average pointe per game that the Boaton Celtics=
scored over the past few seasons. Pro Baasketbhal] Digest
ehowed that the average points per game scored by the Boston

Celtics for the yeara 1960 to 1984 was:

1960 : 102.1 1969 : 100.5 1977 @ 88.0
1961 : 101.1 1970 : 98.4 1578 : 98.1
1962 : 988.1 1971 : 99.4 1879 : 100.8
1963 : 100.3 1972 : 99.8 1980 : 101.0
1964 : 101.8 1973 : 98.3 1981 : 88.86
1965 : 98.2 1974 : 101.7 1982 : 100.2
1966 : 89.2 1975 : 100.2 1983 : 100.4
1967 : 101.2 1976 : 99.6 1984 : 99.7

1968 : 89.0

In 1985, the Boston Celtics scored an average of S0 points per

game.

Please continue to the next page.
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SPORTS SURVEY

90

A group of sportewriters in Boston, Massachusette decided

to examine the average points per geme that the Boston Celtics

scored over the past few seasons.

Pro Basketball Digest showed

that the average points per game scored by the Boston Celtics

for the years 1960 to 1984 was:

1980 :

1961
1962

1963 :

1964

(R

1965 :

1966

1967 :

1968

102.1
101.1
88.1
100.3
101.6
98.2
998.2
101.2
98.0

1969

1970 :

1971 :

1972

1973 :

1974 :

1975

1876 :

100.5
98.4
99.4
99.8
98.3

101.7

100.2
99.6

1877

1978 :

1979

1980 :
1981 :
1982 :
1883 :

1984

In 1985, the Boston Celtics scored an average of

game.

Please continue to the next page.
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SPORTS SURVEY

VAR = LOW
INFO = HIGH
ANCHOR = 110

A group of sporteswriters in

Boston, Massachusette decided

to examine the avearage points per game that the Boston Celtics

scored over the past few seasons.
that the average points per game

for the years 1960 to 1984 was:

1960 : 102.1 1869 : 100.
191 : 101.1 1970 : 98.
1962 : 8988.1 1971 : 99.
1963 : 100.3 1972 : 99.
1964 : 101.8 1973 : 98.
1965 : 98.2 1974 : 101.
1966 : 99.2 1975 : 100.
1967 : 101.2 1876 : 99.

1968 : 99.0

Pro Bamketball Dige=st showed

scored by the Boston Celtics

5 1977 : 88.0
4 1978 : 98.1
4 1978 : 100.8
8 1880 : 101.0
3 1981 : 98.6
7 1982 : 100.2
2 1983 : 100.4
8 1984 : 99.7

In 1985, the Boston Celtics scored an average of 110 points per

game .

Pleage continue to the next page.
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INFO = HIGH
ANCHOR = 90

SPORTS SURVEY

92

A group of sportswriters in Boston, Massachusetts decided

to examine the average points per game that the Boston Celtics

scored over the past few seasona.

Pro Basketball Digest showed

t+hat the average points per game scored by the Boston Celtics

for the years 1960 to 1984 was:

1960

1961 :
1962 :
1963 :
1864 :
1965 :
1966 :
1967 :
1968 :

: 110

112

92.
107.
114.

87.

93

104.

.0
.4

8

8
8
0
.4
7
.3

1968
1970

1971

1972 :

1973

1974 :

1975 :

1976 :

102.8
85.0
86.7
90.4
B7.4

100.3

111.2
86.7

1977 :
1978 :
1979 :
1980 :
1881 :
1982 :
1983 :
1984 :

99.
94.
108.
103.
86.
106.
108.
99.

o @ =

R S N

In 1985, the Boston Celtics scored an average of 90 points per

game.

Please continue to the next page.
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SPORTS SURVEY

VAR = HIGH
INFO = HIGH
ANCHOR = 100

A group of sportswriters in Boston, Massachusetts decided
to examine the average points per game that the Boston Celtics
acored over the past few measons. Prg Basketball Digeat showed

that the average points per gesme =cored by the Boston Celtics

for the years 1S60 to 1984 was:

1960 : 110.0 1969 : 102.9 1977 : 99.1
1861 : 112.4 1970 : 85.0 1878 : 94.8
162 : 92.9 1971 : 96.7 1979 : 108.8
1963 : 107.6 1872 : 90.4 1980 : 103.1
1964 : 114.8 1973 : B7.4 1881 : 986.2
18965 : B87.0 1974 : 100.3 1982 : 106.7
1966 : 93.4 1975 : 111.2 1983 : 108.1
1967 : 104.7 1976 : 88.7 1984 : 99.7
1968 : 95.3

In 1985, the Boston Celtice scored an average of 100 pointe per

game.

Pleame continue to the next page.
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SPORTS SURVEY

94

A group of sportewritere in Boston, Massachusetts decided

to examine the average points per game that the Boston Celtics

scored over the past few measons.

Pro Rasketball Digemt showed

that the average pointe per game scored by the Boston Celtics

for the years 1960 to 1984 was:

1960

1961 :

1962

1963 :

1964

1865 :

1966 :

1967 :

19€8 :

110.
112.

gz.

107

114.
87.
83.

104.
95.

0
4
9

.6

w N s O

1969

1870 :

1971

1972

1873

1874 :

1975 :

1976 :

102.9
85.0
96.7
90.4
87.4

100.3

111.2
86.7

1977

1978 :
1978 :

1880

1981 :

1982

1983 :
1984 :

In 1985, the Boston Celtics scored an average of

game.

Pleamse continue to the next page.
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SPORTS SURVEY

Assume that you are given the task of predlicting the
average points per game that the Boston Celtics will score.
Based on the information given on the preceding page, please
estimate the probability that each of the following categories
will occur (in X).

Probability
EEtijIE (]‘I] os)

In 1986, the Boston Celtice will average
leas than 90 points per game.

In 1986, the Boston Celtics will average
between 80 to 110 points per game.

In 1986, the Boston Celtics will average
more than 110 points per game.

Total = 100%

Note: Your probability estimates should add up to about
100% because the categories include all possibilities.

Pleame place an X at a point on the scale below which best
describes your confidence in the accuracy of your probability
eastimates above.

Not At All Slightly Rather Quite Very Extremely
Confident Confident Confident Confident Confident Confident

Please continue to the next page.
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DECISION PROCESSES STUDY

An estimate of two more values ia needed.

1) WITHOUT looking back on the previous pages
of this questionnaire, please give your best
estimate of the average pointe per game scored

by the Boston Celtics basketball team:

pointe/game

2) WITHOUT looking back on the previous pages
of this guestionnaire, please give your
best estimate of the average amount of
annual rainfall in cm. in Buenos Aires,

Argentina.

cm.

Thank you for participating in this study.
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ANCHOR.

CONuJ.
INFO.
MCAT.
PTE.

SCAT.

TYPE.

VAR.

Abbreviati

Anchor point

Confidence judgment

Amount of task information

Mean of the categorical probability estimates
Point estimate of the mean from memory

Standard deviation of the categorical
probability estimates

Problem type

Problem variability
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1959

1976

1976
1980

1980

1983

1985

VITA AUCTORIS

Born Chicago, lllinois
Graduated from Lakeview High School, Battle Creek, Michigan

Entered University of Michigan, Ann Arbor, Michigan

Graduated with a Bachelor of Science degree in Psychology from the
University of Michigan, Ann Arbor, Michigan

Enrolled in the Doctora! Program in Applied Social Psychology at the
University of Windsor, Windsor, Ontario

Graduated with a Master of Arts degree in Psychology from the
University of Windsor, Windsor, Ontario

Attained Doctoral Candidate Status in Applied Social Psychology
Program at the University of Windsor, Windsor, Ontario
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