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ABSTRACT

Computer integrated manufacturing is concerned with

providing control and high level integrated: autoéétion at

all levels of manufacturing industries, by ljnking islands

e

of automation into a distributed processing sysfem. The aim
of CIM networking is to provide a means for iniegration of

information flow. Hence, the communication network facility

in a CIM system becomes an impor{ant rescurceyér facility to

—

be considered while building CIM systems.f The available

=

literature on manufacturing 5ystehs do not consider this

important resource or facility as a factor in the CIM system

design process. -

Alsoc, CIM networking differs from conventional computer
networks as it inveolves information exchange of both control
data as well as less €ritical non-real time data and
internetwcrking with intercommunication probablities
depending on specific manufacturing functions. The fotus of
this research is to model and analyze thé performance of a
Communication network in a typical computer integrated
manufacturing environment.

As the proper cperation and functioning of a CIM systemn

- - vi -

\



depends on its communication network alsoc, care has to be
taken not +to overload the system to avoid long delays of
messages. At the same time providing overcapacity means high
unnecessary costs. So, it is imporitant to find ocut whether a
given network of given capacity is able to perform well for
the given inputs. This also helps one, before adding new
machines or facilities to the network to determine' whether

the network can accomodate new communication load brought in

by a newly added facility.

The input parameters and the performance metrics of the
problem are identified and an example system is choseﬁ to
illustrate the modeling and solution methodolgy. Simulation
is chosen as a modeling tool and is preferred over
analytical modelé as broadecasting networks have abstract
protocols and only simulation madel can accomodate them in
detail. SLAM II (Simulation Language Ffor Alternative

Modeling) is used for moéeling because of its capabilities

of process and discrete event simulation modeling.

Experimental design techniques are used to study the
effect of input factors on system performance. The results
are analyzed and 95%Z confidence intervals are established

for each of the performance measures at various levels of

- vii -
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experimental factors. Multiple linear regression model ig
fitted for predicting the system’s response and the

predicted values are compared with observed values.

The model was found to be sensitive and followed
logical expectations and was verified correct. Complete
validation was not possible because of the non—availability

of data from a real system to compare with.
Finally, comments are presented regarding practical

applicability of the model and the scope for further

research.

e - viii -
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CHAPTER I

e INTRODUCTION

Computer integrated manufacturing is concerned with
providing control and high leve; integrated automation at
all levels of manufacturing industries, by linking 1islands
of automation into a distributed processing system. It aims
at integration of wvarious <functions of manufacturing
business including design, manufacturing, sales, finance,

purchasing, etc. >

Computer Integrated Manufacturing (CIM) systems are
basically the evelution of manufacturing systems with
information technology integrated into them. The integration
of information technology into manufacturing systems leads
not only to immediate cost benefits but also better decision
support, risk limitation, better cash flow, better inventory
management, enhanced customer service and improved quality
of working life in the long term. Also this gives improved

efficiencies with increased scope of product line.

CIM system integrates many of the advanced

manufacturing technologies which rémain as the " islands of



.automation " such as flexible manufacturing systems (FMS),
computer aided design and manufacturing (CAD/CAM), and
Robotics with the managerial functions to ensure smooth,
efficient and effective flow of information avoiding
duplication, distortion, etc. Attempts have been made to
solve the technical problems of integration by General

Motors®™ manufacturing automation protocol (MAP).

It is clear that integration of information exchange is
the key to CIM. This integration of information Fflow is
achieved through the use of computer communication networks.
Hence, the communication network facility in a CIM system
becomes an important resource or facility to be planned
while building CIM systems. The available conventional
manufacturing system models do not consider this important
resource or facility as a factor in the CIM system design
process. Sao, the focus of thié research is to analyze the
performance of the communication networks in a typical

manufacturing environment.

A brief intrecduction to CIM systems and its subsystems
is given in chapter 2. Chapter 3 introduces computer

communication networks and their application to

-
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manufacturing environment. A literature review on computer
communication = networks and their application to
manufacturing environment is presented in chapter 4. The
cbjectives of the proposed research are presented in chapter
S. In_ chapter 6, the problem is formulated; the input
parameters, the performance measures are identified and the
solution methodolgy is discussed. Alsoc, an example CIM
system is presented here which is to be modeled and
analyzed. A simulation ¢ SLAM II - Simulation Language for

Alternative Modeling ) model for performance evaluation of
the example system is developed aéd is given in chapter 7.
Alsc, the verification and validation methodologies of thér

simulation model are presented.

In chapter 8, the model is analyzed for its performance
using experimental design techriques and the results of the
analysis are provided. Also, performance prediction
regression models are fitted . Chapter 9 provides a detailed
discussion on thé performance of the system and its
significant factors. Recommendations for improvement and the
scope for further research are also presented in this

chapter.

»



CHAPTER II

COMPUTER INTEGRATED MANUFACTURING SYSTEMS

> 2.1 CONCEPT

Computer integrated manufacturing (CIM) system is an
integrated system consisting of a business information
processing system, a Computer Aided Design (CAD) system, a
Computer Aided Manufacturing (CAM) system, a Flexible
Manufacturi;g / Assembly system and an integrating
networking system (Ranky, 1986). All the above subsystems
have evolved into a high degree of automation in the recent
years but unfnrtunate}y they remain as the so called
"islands of automation" making the management of them
difficult. So, efforts are made today towards integration of
these islands of automation to achieve a totaily integrated
automated system which allows free flow of information
between the sﬁbsystems and sharing of rescurces. This makes
a CIM system extremely flexible and productive with
effective utilisation of its resources as the information
flow is integrated on a distributed system towards a single

geal of the organisation.
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2.2 INFORMATION FLOW IN CIM SYSTEMS

2.2.1 IMPORTANCE

The importance of information flow has evolved from the

advent of computers. Computers are now used for information

* processing (note: different from data processing) and

chunking of information improves the throughput. As in the
€IM environment, there are different functions to { be
perfcrmed by dif%erent subsystems it is common to allot
dedicated computer workstations to achieve these functions.

If a single computer is assigned to do all these duties then

the reliability of the system comes down drastically and

-also the information processing is difficult to 'manage

because of greater wvariation between the tyﬁes of

information.

As all the subsystems have a single common goal of
producing a product, they have to co-ordinate with each
other to ensure that. the final goal is achieved. This
results in a requirement of a lot of interactions between
individual stations and hence the information exchange

between them.



There are s many instances when exchange of
information is required between various equipments and

facilities of a CIM system. Some of them are listed below.

1. When a processing information on a part is required.

e.g- part program by a manufacturing / assembly /

inspection workstation from CAD/CAM system.

2. When a workstation requires some aids to process the

given information.

-2.g. a machining center may require a tool or
fixture from an Automatic Storage and Retrieval
System (AS/RS) to process é particular part
program to machine a part or it may require
adaptive control data (finite element analysis
results of vibrations, temperature, cutting
forces involved in machining) from the CAD -

system.

3. Exchange of control data is required

2.g. Two assembly robots coordinating through the

network to make one assembly

o
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Dynamic distributed scheduling

e.g. Nétworkwide bidding scheme where schedules are
made dynamically to allocate a part to a most

suitable cell through extensive cemmunication.

Status reporting and monitoring of workstations

e.g regular status reporting by each workstation in
the factory regarding its performance to a
monitoring workstation

Automatic fault diagnosis

€.g. Information flows when an expert system based
fault diagnosis system queries the cell and

its elements for breakdowns.

Intracell communication

e.g. To achieve co—ord{hation between a robot and a
macﬁining center while lecading / unloading a
pallet or fixture, to get feedback from
inspection station for subsequent . corrective

action of the machining center

~4
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8. Intercell communication

e.g. Manufacture of a common part and sharing of

resources

-~

?. Productiensinventory control

‘e.g. CAM system requires information regarding
current inventory including work—-in—-process
which has to come from the cell controllers

and other stations in the FMS.

10. Traffic control of material handling systems

e.g. Traffic centrel of Automated guidance
Vechicles (AGVs) require information exchange

between the cells, AS/RS and AGV controllers.

There are so many other instances where information

exchange is crucial for the proper operation of an automated

manufacturing system.

ARlthough the highly automated machines and equipments
in a CIM environment are highly reliable still communication
failure could occur because of many different reasons

related to information exchange as follows:



1. Information required by a particular machine did not
reach it at all i.e. information is laost while
transmission between two stations because of poor

transmission media, etc.

2. Information arrived carries some noise (error)

because of external interference, etc.

3. Information required arrives after a critical time
period after which it loses its value. This delay
depends on the traffic load on the system and how

much the system can handle.

LY

So, it is really important to consider information flow
along with material flow ¢ includes parts, tools, and
fintures flow ) while designing €IM systems. The media which
makes this information flow possible thus is an impértant
resource or a facility to be planned so that it could handle

the given information load effectively without any problem.

2.2.2 CONSIDERATIONS IN THE DESIGN OF CIM SYSTEMS
There are two major segments of information flow in CIM

systems viz. technical and managerial. The technical

o}
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information integration is concerned with the shop floor
level and the managerial in%;rmation integration is
associated with the integratinn of :variBus managerial
functional departments. The major problem is the estimation
of the amount of information flow associated with each
station because of the unavailability of entrdpi: measures

on the messages communicated.

Hence, an  easy way of incorporating the information
flow considerations in de§igning CiIM systems is tﬁ
incorporate the physical siz; of each message measured as
the bits/bytes of computer memory storage. flthough the
physica1 size ddes not exactly represent the information
content it would suffice for design purp;ses as thejbhysical
media of communication is 1oaded only with bits or bytes of
messages at a particular rate. And it is easy to measure
the sizes of the messages in bytes as these data are readin

available in the factory network.

Communication networks are described as the media for
information exchange. Packet switching mode of operation- of
communication networks handles messages as packets of

restricted sizes. So, the information flow in a CIM system



€an be accounted for by studying the traffic of packets flow
in the communication network. Each station is considered to
have certain packet generation rate which follows a certain
distribution depending on its communication requirements
with the other stations in the same system. The
communication network should be capable enough to handle the
total packet traffic offered by all the stations in the
system. So, a need arises to evaluate the communication
network of the CIM system, given the offered traffic load of
packets by all stations in the system, for desired ‘measures

of performance.



CHAPTER 111X

COMPUTER COMMUNICATION NETWORKS

3.1 CONCEPT

According to Tanenbaum (1988) a computer network is an
interconnected collection of autonomous computers. Two
com;uters are said to be interconnected if they are able to
exchange information. iThe media of communication may be
copper wire, lasers, microwaves or communication satellites.
The communication subnetwork with the help of interface

message processors (IMPs) carries messages from hosts to

hosts. -

Computer networks are designed in a highly structured
manner as a series of layers or levels, each one built apcn
its predecessor. The purpose of each layer 1is tao offer
certain services to the higher lavers, shielding those
layers +from the details of how the offered services are
actually implemented. Layer n on one machine carries on a
conversation with layer n on another machine. The rules and

conventions used in this conversation are coallectively known

-
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as the layer n protocoli. The entities comprising the
corresponding .layers on different machines are called peer
processes. It is the peer processes that communicate using
the protocol. The interface between each pair of adjacent
layers defines which primitive operations and services the
lower layer cffers to the upper one. The set of lavers and
protocels is called the netwerk architecture which is
implemented by specific programs and har&ware designed for

each laver.

International Standards Organization(ISO) has taken
steps to standardize varicus protoceols and based on its
proposal, 0SI(Open Systems Interconnection) reference model
is developed which deals with connecting systems that are
open for communication with other systems. This seven layer
model tells what each layer should do. This madel is given

in appendix A.

The main goals of networking are resource sharing,
providing high reliability by having alternative sources of
supply, saving money as small computers have a much better
price/performance ratio than large ones, and providing a
powerful 'communication medium among widely separated

computers/equipments.



R

3.2 TYPES

Computer networks are divided inte +two broad
categories based on the physical distance they cover, viz.
A. Local Area Networks(LAN): They cover few kilometers.

B. Wide Area Networks(WAN) @ cover thousands of kilometers.

Also, there are two main designs of communication

subnetwork based on its mode of operation, viz.
1. Point-to—point network

In this design, IMPs are connected by lnumerous
cables and if two IMPs that do not share a cable want to
communicate, they must do this indikectly via. other IMPs.
When a message (represented by one or more packets) is sent
from one IMP to another via other IMPs, each packet is
received at each intermediate IMP in its entirety, stored
there until the reqguired output line is free, and then
forwarded. Some possible IMP interconnection topologies are

Star,Ring and Tree networks.
2. Broadcast network

Here, a single communicaticn channel is shared by all

the machines on the network. Fackets sent by any machine are

14



received by all the others. an address field within the
packet specifies for whom it is intended. Upon receiving a
packet, a machine checks the address field and just ignores
it if it is intended for some other machine. Some possible
broadcast subnets are bus, satellite or radio networks. As a
single channel is shared by many machines, a common channel

allocation mechanism has to be fixed to resolve collision.

3.3 EXAMPLE NETWORKS

Networks differ in their facilities offered, technical
design, and user communities. The facilities available range
from arbitrary process to process communication to
electronic mail, file transfer, real éime control, remote
login and remote execution. The technical designs can differ
in the transmission media used, the naming and routing
algorithms employed, the number and contents of the layers
present, and the protocols used. fhere are’ many currently

operating networks. Some of them are

Public networks (X.25 networks)
ARPANET (Advanced Research Projects Agéncy NETwork)
MAP (Manufacturing Automation Protocol) and

TOP (Techriical and Office Protocols)

F—t
th



CSNET (Computer Science departments® NETwork)
BITNET (Because It"s Time NET work)

SNA(Systems Network Architecture)

All of the above use different series of protocol
layers and have different standards established for each of
these layers. Of the above MAP and TOP are used in a CIm

environment and these network architectures are explained

bel ow.

S.4 COMPUTER NETWORKS FOR CIM ENVIRONMENT

Local area networks are most suitable Ffor factory
floors as the{? diameters are less thamn a kilometer. IEEE
has published three standards on LAN known as IEEE 802.3
CSMA/CD(Carrier Sense Multiple Access — Collision Detectien)
based on Ethernet, IEEE 802.4 based on Token bus and IEEE
B02.5 based on token ring. All +the LANs use packet
switching, broadcasting as their mode of transmission.: Each

packet may be considered as a carrier of information.

Iin any broadcast network, the main issue is how to
determine who gets +to use the channel when there is

competition for it. Broadcast channels are also called as



multiaccess channels or random access channels. The Medium
Access Control (MAC) sublayer is important for LANs which
use multiaccess channels as :-the basis of their

communication.

Ethernet (IEEE 802.3) works by having all the machines
listen +o the cable before transmitting. 1f the cable is
idle any machine may transmit. If two machines transmit at
the same time there is a collision in which case théy &1l
stop, wait for a random period of time and try again later.
In theary there is no;upper bound on the time a machine

might have to wait to send a message. -

6M (General Motors), U.S.A. for its assembly line felt
it is essential to have the worst case transmission time
known in advance(upper bound). So itfuées token bus in which
machines take turns, round robin,thus giving a deterministic
worst case performance rather than a statistical one as in
IEEE 802.3 Ethernet or CSMA/CD. IBM “has standardised on
token ring due to its high reliébilitQ‘and serviceability as

well as some other technical advantages.

Token bus (802.4) assumes a linear topology and it can

handle different classes of priority messages. It uses 75

17



chm broadband co—axial cable and uses three possible
different speeds 1, 5; and 10Mbps(Mega bits/sec). Also,:
baseband cable with S Mbps and 10 Mbps can be used. The
stations are organized logically into a ring, with each
station knowing the address of the station to the left and
right. Whem the logical ring iS initialized, the highest
numbered station may send the first frame. after it is done,
it passes permission to its immediate neighbor by sending
the neighbor a special control frame called token. The token
propagates around the logical ring, with only the token

holder being permitted to transmit frames. Since only one

station at a time holds the tocken, collisions do not occur.
A token bus network is shown in figure 1.

IEEE token ring is not really a broadcast medium but a
collection of individual point to point links that happen to
form a circle. It runs on twisted pair, coaxial cable or
fibre optics and is completely digital. It also has a known
upper bound on channel access. The network efficiency can
approach 1007 wunder conditions of heavy load. IEEE 802.5
specifically uses shielded twisted pairs running at 1, 2 or

4 Mbps. IEEE 802.5 token ring network is shown in fiqure 2.

Token ring alsc has a priority handling scheme but in

i8



token ring a station with only low priority may starve to
death waiting. for a low Priority token to appear. In token

bus each station gets its fair share of bandwidth.

In IEEE 802.4 the current token holder has special
powers. It maintains the logical ring by having a contention
interval every cycle. In IEEE 802.5 has a centralized
monitor to handle tokens. Both token bus and token ring have

excellent throughput and efficiency at high leads.

R N
\\:j’/; ’
S5.4.1 MAP and TOP
Beneral Motors, U.S.A. has standardised specific

protocols in each 0SI layer arriving at MAP for factory
automation. Boeing has standardisedQDSI layer protocols
calling it TOP which is more suited for office automation.
Although MAP and TOF differ at lower level layers at the
middle and higher level layers they are compatible. The MAP
and TOP protocol suites are shown in figure 3. It may be

noted that they follow the 0SI model (appendix A) closely.

MAP uses the token bus for the physical medium and TOP

usgs:Ethernet or token ring for its Ehysical medium.

12
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MAP uses a I1EEE token bus 802.4 as MAC and TOP uses
CSMA/CD 802.3 (Ethernet) and token ring 802.5 as MAC. IEEE
802 LAN standards differ at the physical layer and MAC

sublayer but are compatible at the data link lavyer.

Both MAP and TOP use IEEE 802.2 datalink protocol LILC
(Logical Link Control) in +the data 1link layer in the
connectionless mode as the service avéilable to the network
layer. The LLC sublayer assures timely aelivery of real time

data by means of following features.

—-Acknowledgement and waiver of aCknowledgement options
—Right of privileged terminals to transmit a message

by interrupting other terminals

—Selective admission of non privileged terminals into

the logical ring.

MAP/TOP use ISO 8473, a connectionless networklayer
protocol. And the transport layer is ISO 8072/8073 using
class 4 connection oriented service. This class assumes that
the network layer is not completely reliable and handles all
the error control and flow control itself. So it is possible
to connect any kind of network noc matter how bad it is, to

MAP/TOP. But this results in a complex transport layer that

'\:)



must deal with an unreliable network service.

s,
fi

The 0SI connect?gn oriented standards IS0 83256/8327 and
IS0 8822/8823 are uséd in MAP and TOP in the session and the
presentation layers. Also 0OSI standards such as file
transfer protocol, Virtual terminal pgstocols are used in
the application layers. .

TOP alsc recognizes an end system, a repeater., a
bridge, a router and a gateway. A repeater just forwards
bits +from one network to another, making the :two networks
lock logically like one network. A bridge is used to connect
two networks at the data link layer particularly when these
networks have different data link layers but the same
networ:k layer(e.g. a connection between a Ethernet and a
tuken; bus). A router is used to connect twe networks with
the same transport layer but different network layers. @A

gateway is used to connect to a network that does not use

the 0SI model at all.

MAP recognizes & types of nodes viz. MAP end system,
bridge, router, a gateway, the MINIMAP node and MAP/EPA

gateway. The last two nodes are compatible to PROWAY LAN

[0S
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standard which was common in factory environments prior to

MAP. MAP does not have a repeater —~ but it uses bridges for

that purpose.

2.5 DESIGN OF COMPUTER NETWORKS

~

The main network design pfnblems are topological
design, :IMP (Interface massage processaor) design and network

modeling (Frank, et al., 1972).

The topological design of a network is to achieve a low
cost, highly reliable network with a high throughput. The
IMP design problem is more concerned about +the network
operating procedure. IMP design itself has the physical
hérdware design prablem {(based on timing and reliability

considerations and the operating procedure) ard the design

and implementation of the operating procedure using the

specified IMP hardware. There are four primary areas of
operating procedure of the IMP design viz. message handling
and buffering, error control, flow control and routing. The
IMP provides buffering to handle messages for its host and

packets for other IMPs. Error control is required to provide

A
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reliable communication of host mességes in the presence of
nocisy communigatian Circuits. The design of the aperating
procedure should allow high throughput in the network wunder
heavy traffic loads. Two obstacles +to achieving this

" objective are:

1. The network canm become congested and cause the

throughput to decrease with increasing load, and

2. The routing procedure may be unable to alwa&s adapt
suffi:iently fast to the rapid movement of packets
to insure efficient routing. A flow control and
routing procedure is needed that can efficiently
meet this requirement. Neuman (1989) discusses this

problem.

Kurose and Mouftah (1988) describe three general

approaches towards network modeling,analysis and design viz.

1. Measurement
2. Analytic techniques

S. Simulation techniques

Measurement technigues provide the most direct

means of network performance evaluation; it is alsoc the most

-
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expensive one in the sense that a network must first exist
{(or a prntntQpe constructed) before measurements can be
‘taken. Alsc it takes a long time to come up with results

through experimentation.

Analytic models require a high degree of
abstraction and need a lot of efforts to develop : a
performance model. Also analytic models require that a
network to be simple and make a lot of assumptions in
modeling a complex network resulting in inaccurate results.

Analytic models are most suited for peint—to-point networks.

Simulation techniques help to model a network to a
greater level of detail and to model complex protococls which
are difficult to put in exact analytical form. Computational

requirements for simulation are usually large.

As the network in CIM environment is of broadcasting
type and different kinds of networks with caomplex protocaols
are interconnected together, simulation becomes the most

practical toocl for performance analysis of communicaticn

networks in CIM enviroment.



CHAPTER IV

LITERATURE REVIEW.

In this chapter a brief review of literature on the
application of computer communication networks for
integration of CIM systems is preﬁ%nted.

Manufacturing automation has been evolving from its
primitive hardwired automation to the modern softwired
automation. The computer revolution has contributed much for
this advancement. As the computer systems became more and
more sophisticated the level and flexibility -Df
manufacturing automation also improved. Manufacturing
avtomation cstarted with fypical hardwired NC machines in
i950"s. Then came CNC machines which later evolved into
DNC {Direct Numerical Control) systems. Scott, et al. (1983)
deyelcped a hierarchial control model for rautumated
manufacturing systems using DNC systems. With the advent of
robots and AGVs (Automated Guidance Vechicles) the Fflexible
manufacturing systems were developed. Merchant<{1985) defined
CIM (Computer Integrated Manufacturing) as the basis for the

factory of the future stressing the integration of various



manufacturing functions ( the so called " islandsl of
automatian " J. Distributed/intelligent systéms were
developed +for control of automated manufacturing systems.
Warnecke, et al. (1987) suggested local area networks for
integrating information flow to increase productivity of CIM
systems. Patrick (1988) suggested a combined CSMA/CD and
token ring factory-wide network as an alternative to an
expensive MAP/TOP broadband based network for small
industries. His paper alse addresses the fimancial

justification of CIM systems.

Much effort has been spent in recent years to
standardize a communication networking architecture for CIM
environment. This would enable the manufacturers of
automation equipments to design their equipments ta be
compatible with the communication standards. MAP/TOP are
such standard protocols now being standardized by GM and
~ Boeing. Local area networks have emerged as powerful media
‘For meeting caommunication requirements of autométed

manufacturing envirornment.

McGuffin, et al. (1988) discuss the  distributed

computing communication needs of CIM and show how MAaP/TOP

meets the technical challenges of this environment through
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‘their networking architectures. Ilic, et al. (1989) discuss
the role of local area networks as a Primary communication
toecl in factory automation as well as the problem of real
time control segnents. Ray(1988) discusses the challenges
involved in the design of CIM network for real time control
issues in the manufacturing environment. Pleinevaux and
Decotignie (1988) describe the implementation of field buses
at the sensory level of manufacturing automation to ensure
real time control. Hatfield, et al. <¢1988) describe the use
of Fiber ogti: LANs for the manufacturing environment.
Chang, et al. (1988) describe a knowledge based approach for
distributed control of a manufacturing cell using. MaP

networi.

Kusiak and Heragu (1988) give a structural perspective
of CIM and discuss the impact of machine layout on
manufacturing communication. Sintonen and Virvalo(1988) give
an  experimental framework of a hierarchial communication
subsystem consisting of in—cell and in—machine communication
netwarks for solving the distributed communication problems

in a programmable assembly cell.

Another important use of communication network in a

manufacturing environment is distributed, dynamic scheduling
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of flexible manufacturing cells. Shaw(l1987) describes a
distributed scheduling approach that uses the communication
network in a CIM environment. This approach is based on a
networkwide bid scheme wherein the scheduling decision is
made by collecting the price of each manufacturing cell for
taking on the job. He also describes a formalism and a model

for the distributed scheduling scheme that can be

incorporated in a communication protocol.

- Shaw(1988) discusses the dynamic scheduling in cellular
manufacturing systemslusing netwo?ked decision wmaking. In
this paper he describes a method which uses a dynamic,
distributed task assignment mechanism executed through a
communication network for intercell scheduling and a

knowledge based system for cell level scheduling.

Shaw and Whinston (1988) describe the appiicatinn of
distr}buted artificial intelligence +to .the reai time
planning and control of flexible manufacturing systems
consisting of asynchronous manufacturing cells. & knowledge
based approach is used to determine:the course of action,
resource csharing, and processor aésignments. Within each

cell there is an embedded automatic planning system <that



executes dynamic scheduling and supervises manufacturing
operations. Because of the de:entralised-control, real time
task assignments are carried out by a negotiation process
among cell hosts through the communication network. The
negotiation process is modeled by augmented Petri nets — the
combination of production rules and Petri nets - and is

executed by a distributed, rule based algorithm.

Ghosh and Wysk(1989) model +the performance of
communication facilities at each statinn level with CNC, DNC
(Direct Numerical Control) appraach. Bhﬁsh and Wysk (1989,
compare the application of queueing models, queueing network
models and simulation models and predict that simulation
models should be used when more accurate information is
desired. Bueueing models can be used when seeking gquick

results on the system performance.

Gupta and Ghosh (1989) present a twe stage model for
joint optimization of production velume and communication
system cost for mul tiproduct manufacturing system.The first
stége determines the optimal production volumes and the
second stage-determines the optimal design parameters for
communication system while achieving the near optimal

production volumes of the first stage. This‘® paper assumes



direct numerical control system rather than distributed

coentrol system.

There has been a lot of research qoing on in the design

of computer networks as such in various aspects.

Kleinrock (1970) presents analytical and simulation methods
involved in computer network design. The main network design
problems are topological design, IMP <(Interface message
prpcessor) design and network performance modeling as
discussed in Frank, et al. (1972). Mendiratta and Cornejo
{1989) discuss the topological design problem as applied to

‘th2 virtual circuit based LANs. Gavish and Neuman (1989)

-~

discuss the IMP design problem with regard to routing and
capacity assignment. Frost, et al. (1988) review the status
of efficiency enhancing techniques related to the simulation

of computer communication networks.

Bux (1981) provides a comparétive evaluation of the
local area subnetworks. Metcalfe and Boggs (1974) discuss
Ethernet LAN. Liu and Wise (1987) present a performance
analysis of a CSHA/CD protocol for local area network;.
Lewis(198%9) presents measurements on a large Ethernet LAN
and its bandwidth utilization. Bux (1989) discusses on token

ring LANs and their performance. Strole(1987) gives an

0



overview of the IBM token ring network. Pitt(1987) presents
the standards for the IBM token ring. Jayasumana and Fisher
(1983) present the tcken skipping channel access scheme
which bypasses idle stations in token bus networks. Colvin
and Weaver (1986) discuss the performance of single access
classes on the token bus. Clyne (1988) presents an overview
of discussions on LAN/WAN interworking. Brady (1988)
discusses the performance of an edge—to—-edge protocol in a

simulated X.25/X.75 packet networlk.

Strayer.and Weaver (1988) study the performance of data
transfer services in MAP. Ciminiera, et al. (1988) study the
performance of +type 3 LLC in industrial . 802.5 networks.
Marathe and Smith(1988) report an empirical analysis of a

MAP network adapter.

Cidon, et al. (1988) model the internal structure of a
packet switching node in a real-time system and characterize
the tradeoff between throughput, delay, and packet loss as a
function of the buffer size, switching speed, etc. They show
that with a small number of buffers the node will provide a
guaranteed delay bound for high priority traffic, a low
average delay for low priority traffic, no loss of packets

at the input and low probablity of packet loss at output.
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From the above review it is clear that it is wvery
important to evaluate the communication network facility for
the given:;anu¥acturing system in terms of its meeting the
performance requirements. A lacuna is ocbserved in the above
literature, namely, none of the papers specifically model a
factory based communication netwaork aperafing in - a
manufacturing environment where interconnected networks bf

different types exist and communicaticn between the networks

is functionally related.
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. CHAPTER V

OBJECTIVES OF THIS RESEARCH

The main objective of this research work is to provide
2 methodology <for modeling and performance analyéis af
communication network in CIM system. The idea is to use the
available literature on LANs to model a factory based
communication network and to develop a methodoleogy +to
analyze the model with respect to the system perfaormance

parameters.

The important factors to be considered when selecting

computer communication networks for CIM system -are:

- networking architecture
— protocol
— transmission media used

e

The chosen communication netwé?king facility should be
able to meet the requirements of the given manufacturing
environment at a minimum cost. Also it must be flexible
enough to accomodate the future changes in the manufacturing

system configuration which is veéry common in a dynamic

\
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market environment. Also the need Ffor planning this

important facility arises because of the. following reasons:

1. To ensure proper flow of information for the‘ smaocth
operation of the automated manufacturing system
without any loss in productivity because of
;navailability of required information by any of the
automated equipment. The requirements beccme

stringent because of the flow of control data in the

network, in a manufacturing environment.

2. To make sure that this networking facility is

effectively utilised.

3. To ensure that enough capacity of this facility is

available to sustain the offered traffic load.

< Given the information about the functional subsystems:
of CIM and about their communication traffic requirements

the first step is to select the networking architecture in

general.

Once the general networking architecture is selected
the problem now reduces to tuning the networking system with

given input parameters to meet some predefined perfarmance



metrics. These performance measures differ from system to
system depending on their functional requirements. For
setting the proper values to the input pérameters i.e. to
plan the network, a model of the networking system has to be
developed and anal&zed for sensitivity of performance
parameters to the input parameters soc that the levels of
input parameters which make the;system to achieve desired
level of performance can'be selected. Alsg, the . prediction
models for predicting the system performance within the

given range of operating parameters have to be developed.



CHAPTER VI

PROBLEM FORMULATION

6.1 INTRODUCTION

As mentioned in the previous chapter, the main aim of
this research is to provide a methodology for modeling and
performance analysis of communication network in CIM system.
In this chapter, the problem inputs and- the performance
measures are identified and are defined. Alsc, the sclution
methodology is presented‘ and a specific CIM system is

defined for illustrating the proposed solution methodoclogy.

s

6.2 PROBLEM INPUTS

The problem inputs have to come from the user of the

CIM system. The following information are required from the

user:

1. The physical configuration of the manufacturing
system.
This includes the number of workstations and their

physical location within the factory.



The workstations may be wvarious manufacturing
facilities such as machining centers, assembly
rebots, inspection stations, ABVs or information

processing computers.

The Ffunctional grouping of workstations and the

number of workstations in each group.

For example, the number of flexible manufacturing
cells, +flexible assembly cells and the number of
stations in each cell, the number of technical and
business office workstations available, etc.
Technical office workstations include CAD/ camM
workstations, and business office workstations
include computer systems performing managerial
functions such as finance, marketing and

Forecasting, etc.

Probablities of intergroup and intragroup

communication.

A communication network in the CIM environment has
to serve different functional groups which have

strong interactions within as well as between them.

For example, a machining cell (one group) has to

-
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communicate with the technical design groupt(housing

€AD/CAM workstations) once in a while to exchange

part programs but more frequently within itself.

So, the probablity +that a workstation would
communicate with any other station in the system
depequ on its functional interdependency and this
has to be estimated by the user. Practically, this
depends on the number of partfamilies and the
complexity of manufacturing features of each part
famgly. A complex part may require processing in
more than one cell, calling for intercell

communication.

The communication traffic load offered by the

system.

The offered communication fraf%i: load has two
components viz. arrival rate and the message length.
It is measured by bits/sec. It may be noted that the
total offered traffic load is the sum of all products
of a;ferage pgcket generation rate and average message
length of individual workstations. Also the
distribution followed by arrival rate and message

length must be known. These data could be obtained



from the past records and measurements of these

parametgrs in the factory through empirical studiss.

At this point it may be noted that the traffic 1load
has nothing to do with the information Processing
load within each station as communication networlk

does the function of transferring information only.

5. Network contiguration/Protocol

As such the user is not left with much choice regarding
the type of network to be used. But the particular
configuration of network which fits the physical system

is important for model ing.

MAP/TOP architecture is more suited for integration of
manufacturing system as discussed in earlier chapters.
MAP uses IEEE token bus and TOP uses IEEE token ring.
There: are a number of token bus and token ring
subnetworks in the factory environment connecting
specific groups of machines, computers, -etc. which are
again interconnected by a factory based backbone
network. The;'interconnection of networks requires
bridges or gaéeways which be:qme important resources to

be shared by a number of stations. So, the number of

subnetworks and the associated number of “hridges and

3



gateways beceme important input parameters.

6. Networg operating parameters

There are a number of nétwork hardware operating
parameters which are to be fixed before any further
analysis. Each subnetwork follows its own protocol
and requires some hardware inputs. For example, token
passing time and response window siie are important

in the case of token bus network.

The choice of transmission media may be copper wire

(baseband or broadband) or fiber optics. The

bandwidth of smedia used (data transmission rate in
JMbitsféec) in the 1links of the subnets and the
physical lengths of comaunication links form part of

the problem inputs.

e
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6.3 PERFORMANCE MEASURES

-
-

The performance measures reflect the requirements of

the end system which is the CIM system. There are three

ey

-

important performance measures viz.

1. System packet delay
2. System throughput

3. Scantime

¥



Each of the above performance parameters are explainaed

in detail below.

6.3.1 SYSTEM PACKET DELAY

All the stations (computers ar controllers) in a CIM
communication network Fummunicate with each other by sending
information as packe;s. The packets are delayed in the
system before they reach their destination due to many
reasons depending on the states of the system they have +to
go through. Very late arrival of these packets may affect
the total cycle time of the product and hence the
prcductivify of the manufacturing system as the machines may
remain idlé waiting for information. &s an example, consider‘
a machining center which has requested a part program +rom
the CAM system. If the arrival of this information is
delayed the productive machine hours are wasted accordingly
as @Hé maéhine can not act further without the part programs
further if this operation is in the critical path it would
affect the completion time of the product. So, the average
time a packet spends in the system is a performance measure

of the system.

%
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6.3.2 SYSTEM THROUGHPUT

Throughput of the system is nothing but the average
transmission rate of data bits through the system. This
gives a measure.of utilisation of the networking system as
it represents the fraction of time the network is used to
transmit data packets. As the netwarking facility involves
costs, providing extra capacity above what is actually
requiréd to service the offered traffic result in
underutilised, suboptimal systems. So, it.is important to
have the network throughput as a performance measure while
designing the system. As the network has so many subnetworks
it is difficult to estabilish an expression for overall
utiliéatiun. Individual subnetworks’ utilisation and

throughputs may be evaluated separately and analyzed if

required.

6.3.3 SCANTIME

As mentioned earlier, CIM system environment requires
éxchange of both wvery critical control data and less

critical non-real time data.

Example of a system where control data traffic is

critical is a typical robotic assembly cell or 1line where
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one or more robots in combination perform an assembly
operation on a unit. This usually requires;:unrdination of
one or more rnbots necessiting communication of control data
through the communication network. So, the network has to
respond within a critical time period making the exchange of
control data meaningful. The control data loses its wvalue
after the elapse of this critical time period. So the
network response time for control data traffic is a primary
performance measure. As the assembly cells and manufacturing
cells are connected by token bus networks, the cycle time or
scantime of the token is a measure of network response in
control applicaticns. This is defined as the time taken by
the +token between two consecutive arrivals at the same
station. Scantime can be used to evaluate the utilisation of
the network. The ratio of the average message service time

to the scan time is the utilisation of the network.

6.4 PROBLEM OUTPUTS

The problem outputs‘wnuld be to determine the eaffects
of input factors on the performance measures and to
estabilish their significance levels. Based .on  this the
prediction models for system performance are also

estabilished.

I
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6.5 PROPOSED SOLUTION METHODOLOGY

The proposed solugjon methodology is to model the given
interconnected token ring and token bus networks using
simulation methads. The analytical techﬁiques such as
queueing theory to model these broadcasting networks have to
make some simplifying assumptions to make the moadels less
complex as the protocols are abstract in nature. Simulation
models can model these abstract protocols to a greater
détail and are expected to be more accurate. Moreover, as
the probiem requires modeling of interconnected networks
with different operating parameters, servicing messages of
di%%ereﬁt sizes, which arrivér at different probablities,
simulation is more suitable since various features of
2 message can be taken care of by means of atributes. In

this research, discrete event simulation techniques would be

applied to madel the given networking system.

6.6 AN EXAMPLE CIM SYSTEM

An example of a CIM system has to be taken to discuss
the solution methodology in detail and more specifically.
This example system is shown in fig 4. The factory °consists

of Ffour main functional subgroups viz. technical planning,

N
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shopfloor management, Fflexible machining cell and flexible
assembly cell. Technical Planning graup has €A, cAM and
Business workstgtians connected by a token ring network (Ring
M). Shop floor management group has AS/RS control station,
Monitoring, and Material handling control stations cannected
by a token ring network (Ring N). Flexibie machining £;11
has a machining center, a robot, a cell manager statien and
an  inspection statieon connected by a token bus network (Bus

U). Flexible assembly cell has two assembly robots, an

inspection/testing station and a cell manager station (Bus

Vy.

The interccmmuni;ation probablifies are assumed to be
known and are shown in‘Appendix B. These probablities were
not completely chosen randomly but rather by the <functional
relatzunsths among the stations and different networks. As
mentioned ear}:er these have to be estabilished by the user

by - empirical research.

There are five netwaork submodules viz. ringl, ring2,
busl, bus2 and backbone as well acs two interconneting
interfaces wviz. Full duplex cable and bridge. The full
duplex cable is one which allows two way communication
simultaneously. This cable is selected at a higher data rate

to enhance data transmission between networks.
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x:
~



The input parameters are initially assumed as follows:

Network protocols used: IEEE 802.4 Token bus

IEEE 802.S Token ring

The backbone network assumed is Token bus with broadband

cablg( 10 Mbps); only one channel is used for data transfer.
The average network diameter is 1000 metres.

All the token bus subnets use S or 10 Mbps base band cable

and all the token ring subnets use 2 or 4 Mbps coaxial cable

(base band) as media of transmission.

There are 2 classes of priorities of messages low (1) and

high(2).

Mean token passing time = 10 micro secs for ring nets.
Mean token passing time = 83.5 micro secs for bus nets,

Mean token passing time =50 micro secs for backbone bus nets

Signal speed on the bus = 2%E+08 m/sec
Length of full duplex cable = 400m.

Data transfer rate by full duplex cable = 10 Mbps

Token length in ring néts = 48 bits(over head)
Packet overhead in token bus = 184 bits

Round trip delay(Ring) = 5 microsecs

446
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Propagation delay ( Bus ) = 5 micraosecs

Time delay per medium access unit = t micro sec
Deterministic Sridge processing time = 200 micro secs.
Response window size = 125 micro Secs.

Mean message length of low priority messages: 2 KBytes

Mean interarrival time of low priority messages: 100 milli
seconds.

Mean message length of high priority messages: 0.25, 0.5

KBytes.

Mean message interarrival time of high priority messages:

10, S milli secs.

The low priority messages are assumed to be generated .only
by business w/s, CAD and CAM w/s and the business w/s does
not generate any high priority messages. The rest of the

stations generate high priority messages.

6.6.1 LIST OF ASSUMPTIONS:

The following are the assumptions made for developing

—_
the simulation model of the system.

1. All the input message generation/arrival rates ~follow

M.

Poisson process.

e
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All the packet sizes are assumed to follow exponential

" distribution.

All the buffers are assumed to hold a capacity of maximum

100 messages.

At any time not more than 800 messages'are aliowed to be
present in the system. This assumption is made to avoid

congestion in the system and the delays increasihg

indefinitely.
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CHAPTER VII

SIMULATION MODEL

Z-1 INTRCDUCTION

The development of discrete event simulation model of
the given interconnected network is discussed in this
chapter. As the interconnected network has both token ring
and token bus networks, first both protocels are described
in detail before modeling is attempted. The simul ation model
was developed using SLAM II(PC version). The discrete event
model was possible becaus? all the state variables that
describe the system such as number of packets in the system,
number of busy stations in the system, etc. change. at
discrete points in time. The process orienﬁed approach
suggested by Pritsker(198s8) is employed for modeling the

system. .- &

The model has five major modules, one for each network
ringl, ring2, busl, bus2 and backbone. Each module has three
major submodules viz. message generation, network service,

and token synchronization. Furthermnre; each module does the
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functions of collecting internetwork traffic, routing and

collection of statistics.

The model 1is highly flexible for change as it 1is

completely modular and structured.

7.2 EOMMUNICATION PROTOCOLS USED IN THE MODEL

Before getting into modeling the exact mode of service
provided by the networks have toc be known. Sa., this section
explains in detail " how the token ring and token bus

protocols work.

7.2.1 TOKEN RING PROTOCOL

The control mechanism for regulating data flow in a
ring topology is based on the principle that permission to
use the communications link is passed sequentiall? from node

to node around the ring. With the tocken access control

scheme, a single token circulates around the ring (fig. 2},
giving each node, in turn, an opportunity to transmit data
when it receives the token. A node having data to transmit
can capture the tqken, change the token status to indicate a

frame, and begin data +transmission. The data to be



transmitted is attached with the busy token and transmitted.
The node that initiates a frame transfer must remove that
frame from the ring and issue a new free token upon receipt
of the frame it transmitted. If a node finishes transmitting
the entire frame prior tc receiving the header of its own
frame, it continues to transmit idle characters (contiguous
O-bits) until the header is recognized. This ensures that

cnly one token or frame is on the ring at any time.

The token access control protocol provides uniform
accéss to the ring for all nodes. a node must release a3
token after each transmission and is not allowed to transmit.
cantinuoﬁsly on a single token. All octher ncdeg on the r;ngj§
will have a cﬁance to capture a token before that naode can
capture the token again. The priority mode and reservation
indicatafé in the token frame are used +to control the

priority access to the tokens. The high priority level

messages always get the preference for next transmission.

Normal token operation is insured by 2 token monitor
function that is always active on each ring. This is

primarily for maintaining the ring-seeing that token is not

-

lost, taking action when the ring breaks(discantinuity),

cleaning the ring up when garbled frames appear, and

Li=n
wd



watching out for orphan frames(frames claimed by no
station). Every active station has the capability of

becoming the monitor.

There is a delay involved in passing the token from one
station to énnther which can éot be utilised at all. Aléc as
each message transmission requires busy token to be attached
to it, there is a constant framing overhead for every
transmission. Further there is a one bit delay involved at
the interface between the station and the ring. All these

delays have to be accounted for while modeling and analysis.

e

7-2.2 TOKEN BUS PROTOCOL

As di:ussed earlier, the token bus forms a logical rring

dﬁring its operation. When the ring is initialized, stations
S . :

are inéerted lﬁntoﬁ it in order of station address, fro@

ihighégi to lowest. Token passing is alsoc done from high to

‘low addresses. Each time a station acquires the token, it

must maintain a record of its active successor in the ring

and pass the token on to it.

Adding new stations and removing the inactive stations

to and from the logical ring are done maintaining the known

{1



worst case bound on token rotéfion. Here, unlike the " token
ring the monitoring function is totally decentralized. The
current token holder has special powers and it keeps track
of addition and deletion of stations to/from the logicgal
ring. Periodically, the token holder solicits bids from the
stations not currently in the ring that wish to join by
sending a SOLICIT_SUCCESSOR +rame. The frame gives the
sender’s address and the successor’s address. Stations
inside that range may bid to enter. If no station bids to
enter within a specified response time, the response window
is closed and the current token holder continues with its
normal business. Token bus also can handle limited number of
priority classes of messages. Apart from the token passing
time as in the case of token ring there is an additional
delay involved in maintaining the logical ring (= response

window size) and this has to be incorporated in the mcdelfr

7.5 SIMULATION MODEL

SLAM IX simdlationrlanguage is selected for modeling
purposes because of its capabilities and easy availability.
The different phases of message transmission are represented

a5 discrete events. Network mddeling technique is employed.

e
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The system modeling includes the modeling of traffic sources
connected to the LANs, modeling of the procedural
chéracteristics of a particular access method {(protocel) and
modeling of the data flows in the network configuration or
topology. Here we assume finite buffer sizes at each statioq
which allow a maximum of 100 messages to bé queued for
transmission. First in first out service policy is followed

with gueuwes which are always ranked by priorities.

Any message which is generated at a station in the
system may require service from one or more netwaorks. The
_gervice time of a message depends on its length and the data

~

transfer rate of the current network and is given by,

The message length{bits)

Service time =
The data transfer rate of
the current network(bits/sec)

There 1is also a constant -delay involved in the
transmission medium because of the limitations of signal
propagation speed(2-6 micro secs. normally). The messages
queue up at each station depending on their arrival rate. As
messages are served by a token, which can be considered as a
cyclic server, the cycle time (difference in time between

subsequent arrivals of token at the same station)varies each

cycle depending on the queues of messages and the individual

—~



message lengths. And as only one message per station is
serviced during each cycle any new message coming into the
queue has to wait till the messages ahead of it in its awn
queue complete their service and a random amount of time
depending on the sérver availability which in turn depend on
the traffic in other queues as well as their message length
distributions. And the <fact that in a2 system of
interconnectéd networks networks of different capacities
exist, which changes the basic service time of a message
itself{length/data rate) as the message flows through the
system, makes it very complex to model +the situation
analytically. A simulation model to model this situation has
been attempted and is found to be successful. The simulation
program wusing SLAM II for the example network is given 1in
Appendix B. The list of SLAM variables gnd atributes used. in

~-

the program are defined below.
SLAM II VARIABLES

XX (1)-Mean interarrival time of low priority messages in
milli secs.
XX{2)-Mean interarrival time of high priority messages. in
milli secs.
XX (3)—Mean message length of low priority messages in bytesg

XX (4)-Mean message length of high priority messages in bytes

-

-
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XX(3)=XX(8),XX{18) - Used in scantime evaluation
XX(?)-Bridge processing time—-200 micro secs.

XX(&O)—Channel bandwidth for ring netﬁurks in Megabits 7/
mifiisecé;

KX(11)—-Channel bandwidth For bus networks in Megabits}
millisgecgs.

XX (1Z2)-Channel bandwidth for backbone bus:SE3 Mbits/msec
XX(13)=XX (17} Service time for the current message in

networks M\N,U,V, and X

SLAM II ATRIBUTES

ATRIB{1)~1.2: Priority levels Low,High (used as GATE no. in
token synchronization network)

ATRIB(Z)-Time of creation (Used as scan time in token sync.)
ATRIB (3} -Resource number

ATRIB{4)-GATE number

ATRIB(S)-1,2.3,4: Destination network — M,N,U,V

ATRIB(&) ~ A sample from given message length distribution

ATRIB(7)-ATRIB(11)- used in token synchronization routines;

7.3.1 TOKEN RING MODULE

Figure 5 shows the SLAM network model for a token ring



network which is serving the technical design group of
workstations. The creation of messages is done according to
the given problem inputs. XX(1) is a SLAM wvariable which
represents mean interarrival time of low priority messages
with mean message length of XX(3) bytes. Similarly, XX(2)
and XX(4) represent the mean interarrival time and mean
message Ieng;hg of high priority messages. Each messége has
an atribute ATRIB(2) for interarrival time and ATRIB(&) for
ma@ssage lengths. ATRIRB(1) represents the priority class to
which the message belongs. ATRIE(S) gives the address of
destination network to which a particular message may be

routed to depending on the probablity of intercommunication.

-

Each station is modeled as a resour&e of capacity one
since a station can not start the next transmission until
the current one is complete. Each message in the qgueue
seizes’ its resource before it is transmitted and~frees the
resource once its service is complete. So, al{ the arriving
me@ssages at different stations await their respective
resources in respective gqueues. Once a message gets hold of
its resource(station) and is ready to be: transmitted it
still has to wait for the free token which is circulating in

the network to arrive at the interface between station and

the network. Each interface is modeled as one gate which is

—a-



opened only once in a cycle for 1 micro sec duration to
allow a message to seize the token . To get hold of token
the message waits in another AWAIT node for the gate to open

in its respective file number. The token circulation is

-
A

synchronized by passing the current service timevJvalues
through specific variables(XX{(13) in the cas; of Ringl? and
maintaining its circulation inde%initely in & disjoint
network, and alsa by taking caré of the token passing
time(0.010 millisecs. in the case of ringl) and one bit
interface delay. So, the token synchronisation network, in a
way pulses the flow of messages in the main network. Once
the message gets the token then it takes exactly, (message
length + overhead)/channel data rate + propagation delay to
complete its service (represented by XX{13)M). After
completion the atribute of the message is checked for ;ts
destination. If it is the current network then its
statistics are collected and it is terminated. Otherwise it
is routed to its destination address through full duplex
cable. ©This full duplex cable can also be conscidered a&as a
single server in either direction and is represented as a
queue in either direction. Its service time is given by

(propagation delay + data transmission time).

I¥f the message has tc go to the other kind of network~

&]
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{token bus) it has to cross the bridge and it has to undergo

a service in the backbone networlk maodule.

Also it may be noted that the current network may have

-
'

‘to  serve Ehe internetwork traffic apart from the intra
network traffic created. Messages from some other networks
again wait for their respective resources and gates to get
serviced in this network. Their service time ﬁgy be
determined without any problem as they carry their persocnal

data as atributes.

7.3.2 TOKEN BUS MODULE

This is different from the ring module mainly in
the token 5ynchr:nisation se:éiun as it operates as a
:logic;} ring. This incorporates the fact that inactive
stations are removed from the ring thus resulting in removal
of their quota of total token passing time around the
network. Also there is a constant delay involved at the endf
‘SPﬁievery cycle for maintaining the logical ring of :size
equal to response window. This is taken care of by adding a
delay activity at the end of every cycle. This module is
presented in fig. &6. It may be noted that here we have high

priority +traffic which is true since it is a manufacturinb

enviraonment.

-
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7.35.3 BACKBONE BUS MODULE

This has a similar token bus module except that
there are no message creations in this module i.e. input tao
this module comes from different networks. This module does

the job of routing the traffic between token ring . and token

bus type of networks. Also the hardware operating parameters
of ~_t:he backbone token bus are ﬁifferent. Only one data
channel of backbone bus is assumed to be used and there is
only one cyclic server in this module. This module is shown

in fig. 7.

The bridge processing time of XX(9) [0.2 msecsl is
experienced by each message coming into the backbonme module
.and leaving the backbone module. Alsc, messages have to wait
in queues for bridge service. The bridge processing time
includes conversion of the frame formats between different
types of networks as well as routing. The backbone network

comes in between the bridges.
The performance measures such as throughput and average

delay in the system, scan time(cycle time) are collected

within each network as well as in a overall manner.

&0



7.4 MODEL GERIFICATION AND VAL IDATION

Verification is determining whether a simulation
model performs as intended i.e. debugging a computer
program. (Law and Kelton, 1982). As the program 1is modular
2ach module was tested individually whether it gives desired
result. Also, for known results the model®s inputs were
framed and tested with reference to the results expected to
be achieved. For example, intercommunication packet routing
was checked by assigning various values for the probablities
of im}ercommunicatinn between © to 1 for a specific
subnetwork and studying that network’' s cutput statistics,
The E%race“ option in SLAM II was used to check the critical
sections of the program such as token synchronisation,
whether current service time variables were assigned proper
valueé by transfer. The program behaved positively for all
the above tests and the model was'verified as correct.

Validation is determining whether a simulation
model- (as opposed to computer program) is an accurate
represehtation of the real world sy;tem under study. In éﬁe
case of a CIM system the real world system performance
results for similar inputs were extremely difficult tp

obtain to make comparison with the simulation output. Hence,

"
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the general suggested validation procedure of comparing the

simul ation model outputs with that of the real system was
nct possible. However, efforts have been taken to validate
the model through sensitivity analysis. From Tanenbaum
(1988), the efficiency of token ring and token bus protocols
increase as the input traffic load increases. Measuring +the
efficiency as throughput, throughput was found to increase
as the input traffic load was increésed. Also, delay was
found to increase as the load on the system was increased
keeping the data rate of the networks constant. This is true

since a message has to wait longer for the token when

.2
g

traffic is heavy i.e. all stations in the network have  non-
empty queues. Thus, the model responds as per the basic
logical expectations and hence is considered valid with

respect to the communication network used.

i
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CHAPTER VITI

MODEL. ANALYSIS AND RESULTS

8.1 INTRODUCTION

Having finalised +the model it is important +to

R
In this chapter, the effects of input factors on the system't::

: performance are estabilished. There are a number of input

Parameters available and to do detailed analysis for all of

them is really expensive as most of the factors may not be

significant. So, the important input parameters are first

identified and their effects on the performance metrics of
the system are estimated along with their significance
levels through an experimental design and subsequent

analysis.

8.2 EXPERIMENTAL DESISN

Several preliminary ruhs are made at finalising
the input parameters which would affect the system
per%crmgnce the most. The network hardware operating

parameters such as token passing time and response window

~
. -

e
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analyze the behaviour of the system through the mmde1.§



size are (iifd as constant as the given network
configuration is fixed. The important parameters to which
the model is sensitive are found to be the offered traf%jc
load and the data rate of netwo;ks. Offered traffic load .is
nothing but total bits/sec created at all stations in the
network. This has two compeonents viz. mean message length
{XX14)) and mean message interarrival time (XX(2)). The data
rate of both bus (XX{11)) as well as ring (XX(10)) networks
were found to have considerable effect on the system. So,
the iﬁput parameters or factors to be studied are mean
message length, mean interarrival time, ring data raée and
bus data rate. The performance metrics as discussed &earlier
are aQerage systeh packet delay and average throughput of
the system. Scan time of aszembly cell network, utilisation
of assembly _cell network and throughput of assembly cell
netwark are included as performance measures so that the
e%Feéts of-* factors on :assembly cell subnetwork could be

demonstr@ted.

4 .
A 2—factorial experimental design is developed apd it

N et

is presented in Table 1. The twoe levels of each'¥5210r and
the experimental combinations are also given. The levels are

chosen to represent the near extremal conditions of the

system. :Only the channel capacities are controllable factors

Nt



TABLE 1

4
2 - FACTORIAL EXPERIMENTAL DESIGN

FARCTORS

- * D c B A
EXPT.NDO. XX 2 XX{4)} XX{11) XX{10)
1. Q 0 O Q
2. 0 o (o)
3. Q Q 1 Q
4. Q Q 1 1
S. &) 1 0 18]
G. 0 1 < 1
7 - O 1 1 O
8. 0 1 i 1
?. 1 0 Q )
10, 1 0 o 1
11. b3 0 1 O
12, 1 Q 1 1
15. 1 1 Q o
14, 1 1 - O 1
15. 1 1 1 0
15. 1 1 1 1
LEVELS XX €2 XX {4} XX{11) XX{(190) =
msec bytes Mbits/ms Mbits/ms B
0 10 250 SE3 2E3

1 S S00 10E3 - 4ES

. Data rate of token ring network — Mbits/ms

Data rate of token bus network - Mbits/ms

Mean message length of high priority messages—byfes

m—
-

Mean interarrival time of high priority messages-ms

~

i
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in a real system. But it is always in the interest of the
user to find out the system response if the input lpad is
increased. All +the wvalues of performance measures were

abtained for each of these experimental conditions by

-

running the simulation program. The output statistiecs are
collected for the service completion of 500 messages aftef
allowing SO millisecs of initial warm dﬁ period. Terminating
simulation is followed hare since it is enough to study the
netwnrg during the peak period(i.e.peak arrival traffic). fas
in ter@inating simulation the initial conditions may affect
the output considerably, the warm up period has +to be
provided for each simulation run to allow the system to

evolve to a state ¢7. peak period before actually starting to
g

collect statistics (Law and Kelton, 1982).

L
-

"
By
- i,

J;an for each experiment 0% confidence levels on mean

values of the performance measures were established using
the fixed sample size procedure (Law and Kelton, 1982) with

107 replications by changing seed values of random number

by

streams used for simulation. The mean values aleong with

their maximum absolute precision values are given in Table
~ P

2. To. establish these absolute precision levels 10 °

replications were sufficient encugh: This procedure is very

important to minimize théfrandomness of the output. The
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EYS
MEAN VALUES OF PERFORMANCE PARAMETERS

EXPT. SYSTEM " SYSTEM ASSEM. NET ASNET ASNET

NO. DELAY THROUGBHPUT SCANTIME 4 UTIL4 TPUT
*x (+15) (+0.9) (+0.08)  (+1.7) (+0.3)

-ms Mgps m; _Z M;ps

1. 145 &.49 0.473 10.14  2.03
2. 152 5.02 0.413 9.49 1.94
3. 157 5.62 0.338 8.58 1.57
4. 150 5.91 0.433 9.79 1.93
5. 145 5.262 0.359 8.77 . 1.64
6. 143 S.35 0.348 8.75 1.65
7. 152 S.470 0.372 9.11 1.67
8. 144 S.242 0.346 8.72 1.65
9. 161 5.233 0.459 10.22  1.91
10. 158 4.592 0.305 7.93 1.43
11. 151 5.803 0.349 8.74 1.47
12. 153 S.506 0.481 10.5 1.97
13. 208 6.59 S. 66 15.14 2.83
14, 188 6.13 3.127 10.52 2.09
15. 140 5.61 0.359 8.91 1.54

0.35 8.77 1.7

15. - 153 5.3

* All the above results are established after 10
replications of each experiment.

¥¥ The maximum absolute precision values ocbtained at
0% confidence level.

[
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variance reduction technique of using antithetic variates as
suggested by Law and Kelton(1982) was employed +to obtain
greater precisiun (smaller confidence intervals) Ffor the -

same amount of replications.

Care was taken to keep the " environment " the same
between different experiments. This is to ensure that the
same sequence of random numbers that are generated are used
for same purposes between experiments. This was achieved by
generating all the random elements related to an entity at
the time of creation of that entity itself and storing them
as atributes of that entity. For example, the message length
of anﬁéntity was created in the creation module itself and
stored ;; ATRIB{&6) of that entity before that entity started
flowing through the system. This atribute value is later

used in the system to calculate the service time as the

~

entity flows through various service modules of the system.
The TRACE option in SLAM was used to verify whether the
evaluation of these random sampling functions is done at
the ASSIGBN nodes placed in the message creation module

-

%j/itself and it was found to be true.



8.5 ANALYSIS OF EFFECTS OF FACTORS

The anal&sis of the simulation outputs (Table 2) for
the experimental design was done to estimate the effects of
each factor on the performance measqres. Thsf;esults of the
analysis are presented Tables 3 thr;ugh 7. The estimates of
the factor effects multiplied by half form the co-efficients
of a linear reqgression model representing the response
variable as the sum of the variables of main effects and
interaction effects (Law and Kelton, 1982). So, these
estimates could be “used for predicting the system
performance. For example, the regression model for system
packet delay would be as follows:

System Packet Delay = 156.25 + (-2.25/2) # xA' + (-

12.5/72) %x + (5.75/2)%x  + (1S5.S5/2)%x + (2.25/2) #»x + (-
B c D AB

/2)*x +  {(0.25/2) #x + (—11.25/2)%x + (—17/2)%x +
AC AD BC BD

(4.5/2)%x + (7.25/2)%x + (0.5/72) *xx + (10.75/2)%x
ABC ABD ACD €D

+ (~10.75/2) #x + (2.5/2)%x
~™ BCD ABCD

This model has a quite a number of parameters and is
clumsy. Most of the factor effects;may not be significant at
all. So, to determine which factors are significant the

normal probablity plots for each performance measure are



plotted and are given in Figures 8 through 12 to show the
level of significance of each factor effect graphically.
Fro$- this important factors are identified and multiple
regressiéﬁ models are fitted only with respect to these
factors..Fnr example, the fitted regression model for system
packet deléy is presented in Table 16 and is plotted against

the observed values in Figure 14, Multifactor ANOVA was

performed to evaluate the significance level of effects of

each factor and are given in Tables 8 through 15. Also, the

?5% confidence intervals were estabilished for various

levels of main as well as interaction factors upto 2-levels

and are provided in thke Tables 8 through 1S.



CHAPTER IX

[y

DISCUSSION AND CONCLUSIONS

2.1 INTRODUCTION

In the previcus chapter, the experimental factors which
have significant effects an the system performance were
identified and their effects and significance levels were
evaluated. Also, 95% confidence i;tervals for the gystem’s
response were estabilished For different levels of the,:
factors as well as regression model were fitted te predict
the system’s performance. In this chapter, a ithorough

discussicn;nn the results is presented and ways of improving

system”™s performance are also given.

9.2 DISCUSSION

The significant factors which affect the system packet
delay were found to be interaction factor between tmken bus
data rate and arrival traffic and arrival traffic (From
Table 3, Fig.rﬂ, Table 15 & Fig 14 - BCD,CD,BD). The arrival
traffic(CD) is combination of message length and arrival

rate. The ring data rate is nqt very significant because



most of the data traffic is generated in token bus type of
network. BCD has negative effects on delay which implies
that the increase in bus capacity results in higher decrease
in delay than the increase offered by increase in offered
traffic at the decided levels. So, the solution te reduce
system packet delay is to increase the bus capacity but this
results in additional costs. The arrival rate is usually
uncontrollable. As the interaction effect of arrival traffic
(CD) has positive coefficient igcrease in the arrival.
traffic would increase tﬁe delay which is expected. Also,
the interaction factor between the token bus capacity and
arrival rate (BD) is signifi;aﬁt as the increase in arrival
rate results in increase in‘queue length and more load on
the system. The confidence levels for the system packet
delay for different levels of BD are given in Fig. 13 and
from Table 9 it can be concluded that the bus capacity of
SMbps  and the interarrival time of 10 ms would result in
minimum system packet delay for the given operating

conditions.

The most important factor which affects the system

throughput (average data bits transmitted/sec) is the traffic

+ate (CD) i.e. interactions effects due %o message lendgh

and interarrival time (Table 4, Fig. 9). The network overall
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throughput should increase as the input data: traifi;; is
increased and that is perftectly reflected by the modef. It
may be noted that smaller message lengths result in larger
token overheads than the larger message lengths for the same
arrival traf#ic rate. Also, it may be noted that when the
traffic rate is not very high then, higher arrival rate
means that a message Qgg lesser residual waiting time for a
token. Also, the system throughput can not be increased
indefinitely by increasing arrival traffic as the

communication network has finite capacity.

ﬁrom,Table'12 and Fig iO it may be noted that the scan
time  of the assembly cell network is mostly affected by
factors ©CD and BCD, the offered Fraffic rate apd its
interaction with bus capacity. From fable 13 we finé that
higher. the bus capacity and lower the traffic rate, lower
the scan time. At the same time utzlzsat1cn of same network
is also af‘ected by bus capaczty—arr1va1 rate and ring-bus
capacity (BCD and AR From:Table &, Fig. 11), but higher the
capacity, lower the utilisation{-ve effect) and higher the
traffic rate, ;higher the utilisation (CD effect is
positivel). Increase in ring :apac{ty {data raféz when

interacting wi*h bus capacity gives higher utilisation as
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intercommunication flow is improved by increasing ring
capacity and hence more long messages {reduced token
overhead) may go to bus network improving utilisation.
Increasing utilisation of the network alsoc increases scan

time and hence degrade the network response for the given

data rate of network which in turn, may endanger assembly’

robots’coordination, communicating through th;§ particular
network. So, a compromise has to be:made betweegwfhese two.
Also, the throughput af the assembiy cell network can be
found to be directly proportional to assembly cell network’™s
utilisation (average service time/average scan time) by
comparing Fig. 12 with Figlli. This 1is true since the
throughput (average number cf;aata bits transmitted per sec)
is only a fraction of utilisation by the amount of - token

aoverhead used in data transmission.

From the above discussions clearly emerge two critical

significant factors which affect the system performance the

arrival traffic and its interaction with bus capacity. These

have serious physical interpretations. For example, .one

could not add more machines or facilities tc a manufacturing

cell or assembly cell without affecting the system

performance. If the system is already operating under

critical conditions, even an additien of a single machine

I
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would increase the communication load and hence the system

may completely collapse. Also, providing overcapacity of

network as precautionary measures would result in higher

costs. Hence, it isg impartant to do an analysis of the
system as presented in this research before any physical

modifications are made. Also, a need arises to incarporate

this Important aspect in the model for planning or designing

any computer automated manufacturing system for its

sucessful implementation.

~

2.5 CONCLUSIONS

The problem objectives as proposed in chapter S, have
been /gthieved. The example system was sucessfully modeled
and ; detailed analysis on it was provided. ngthough the
system chosen was more spe:ifi:; the methodnlé;y is quite

general. Any CIM communication network can be modeled and

analyzed using the methodology presented in this research.

The concept-o¥ simulation as applied to communication

network modeling is proven to Ee an accurate, effective tool

for analysis. Although analytical modgl% can be developed

with simplifying assumptions, they fail to serve the purpose

~
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where most of tﬁé.assumpticns mace béénme impractical. The
validation of simulation model with regard to the
communication protocols was deone using sensitivity analysis,
but the model~s oufbut was not compared to that of a real

CIM system”™s output because of non—availability of data. The

model was found to be sensitive with féspect tnlgiven inputs
and it followed the logical expectations. Any change in the
system can be easily accomodated in the model because of the

modular nature of the model. SLAM II language wés chosen

N

N
because of its capability to perform process and discrete
event simulation and its availability. Any simulation
language which has discrete event simulation capabilities

can be used for this type of modeling.

The net&orﬁﬂprntocols used in developing this model are
the latest ones and are adopted fy presently developing
automated manufaé%uring firms. However, new updations have

to be incorpordﬁéﬁ in the model then and there to keép the

T
Py

model uptodate.

There is a scope for further research in connection to

this area. How to relgte the input traffic distributions. ta§

-

the parts being maﬁufactured in the factory is an importgnt

-

el



problem to be solved. This has to be solved empirically by

analyzing day—to-day data from the factary.

However the model developed in this research is still

applicable. If the input distributions follow a distribution

other than exponential, the new distribution has to be -

introduced in the message generation section. In _7th
. ~..

= . £3 \ :
Situation where message generation does not follow any

readily available distribution exactly the user is advised

to fit an empirical distribution (quﬁénd Kelton, 1982) and

introduce it in the model. This model when applied to real
systems could easily predict whetﬁg? the required
performance criteria are met such as average system packet
delay is well within the limits or scan time is above the
sampling period of the communicating controllers or, the
system has too much of Capacity Fhen required i.e. very

little utilisation. :

\
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APPENDIX A

THE 0S1 REFERENCE MODEL

oSt { Cpen Systems Interconnection ) reference model
developed by International Standards Organization(ISO) 1is
‘discussed below. This seven layer model tells what each
layer should do. This is not a networlk architecture as it
does not specify the exact services and protocols to be used

in each laver.

The physical laver is concerned with transmitting raw
bits over a communication channel. The design issues here
deal with mechanizal, electrical, and procedural interfaces,
and the physical transmission mecium, which lies below the
physical laver.

p

Tha data 1link layer™s task 1is to take a raw

transmission facility and transform into a line that appears
free of transmission errors to the network layer by having
the sender break the input data up into data ¥rame§;

transmit the frames seguentially, and process the



acknowledgement frames sent back by the receiver. Physical
layer merely transmits a stream aof bits without any regard
to the meaning of frame structure. Further data link layer

has to perform the task of error handling and flow contrel
between IMPs ( to keep the fast transmitter from drowning a
clow receiver in data ). Alsc data link layer has to handle

the traffic of acknowledgement frames.

The networl laver is concerned with controlling the
operation of the subnet. The design issues of this lavyer are
routing (static or dynamic) of packets from source to
destination, congestion control, accounting of packets sent
by each source, and interconnection of hetercgeneous

networks.

The transport layer has to accept data from the session
layer, split it up into smaller units , pass these tc the
network 1layer, and ensure that the pieces all arrive
correctly at the other end. ft determines what type of
service to provide the session layer viz. an error free
point—-to-point chanrnel or broadcasting of messages to
multiple destinations. This layer is a true end—-toc-end laver

as a program on the source machine carries on conversation



with a similar program on the destination machine. using the
message headers and control messages. in lower layers the
protocols are between each machine and its neighbours(IMPs).
Alsa, transport layer must regulate the flow of information

between the hosts-

The session layer allows users an different machines to
establish sessions between them. A session might be used to
allow a user to log into a remote +ime—sharing system or to
transfer a Ffile between two machines. Session layer’s
services include managing dialogue control between twoc hosts
ang syncﬁfnnization in case of large file transfers with in

between system crashes.

The presentation layer is concerned with the syntax and
cemantics of information transmitted rather than just moving
the bits reliably from here and there. It manages the
abstract data structures and conversion from their
representation inside the computer to the network standard
representation. It also handles data compression and

cryptography.

The application laver contains a variety of protocols



that are commonly needed. It has all the wvirtual terminal
software to support many different terminal types which work
on the network. Alsc it handles transfer of files between
two incompatible systems. Further it handles electronic
mail, remote job entry, directory lookup, and various other

general purpose and special purpose facilities.

The data transmission in the O0SI model occurs as
follows. The sending process has some data it wants to send
to the receiving process. It gives the data to the
application 1layer, which then attaches the application
header %to the front of it and gives the resulting i?em to
the presentatieon layer. The presentation layer may trénsform
this item and add & header to the front , giving the result
to the session layer. The process is repeated until the
data reach the physical layer where they are actually
transmitted to the receiving machine. On that machine the
various headers are stripped off one by one as the message
propagates up the layers until it finally arrives at the
receiving process. There are two major types of services

used by the layers as below.

1. connection—oriented service which is like a telephone



system. The service user first establishes a connection,

uses the connection and then terminates the connection.

2. connectionless service which is like a postal system.
Each message carries the full destination address and each
one is routed through the system independent of all the

others. Unacknowledged connectionless service is called

datagram service.



APPENDIX B

Sk xSIMULATION MODEL OF FACTORY NETWORK®€3%%%%E%%%%E

iThe factory consists of four main functional groups viz.
s Technical planning, Shop¥floor management, Flexible
smachining cell and flexible assembly cell.

?Technical planning group has ©CAD,CAM and Business
sworkstations connected by a token ring network - Ringl

;Shop floor management group has AS/R system, Monitoring,
sand Material handling workstations connected by a token
sring network — Ring2

sFlexible machining cell has a machining center, a robot, a
scell manager and a inspection station connected by a token
sbus network — busl

sFlexible assembly cell has two assembly robots, a
iinspection/testing station and a cell manager station—bus2

sThis program contains five network submodules viz. ringl,

sring2, busl, bus2 and backbone as well as two
sinterconneting interfaces viz. full duplex cable and bridge

;SLAM II VARIABLES
$XX(1)-MEAN INTERARRIVAL TIME OF LOW PRIORITY MESSAGES IN

SMILLI SETONDS.

s XX {(Z2)Y-MEAN INTERARRIVAL TIME OF HIGH PRIORITY MESSAGES 1IN
SMILLI SECS.

§XX{3}—MEAN MESSAGE LENGTH OF LOW PRICRITY MESSAGES IN BYTES

sXX(4Y—-MEAN MESSAGE LENGTH OF HIGH PRIORITY MESSAGES IN
sBYTES

FXXL(T)Y=XX(8),XX{18) - USED IN SCAN TIME ESTIMATION



s XX (9)-BRIDGE PROCESSING TIME: 200 MICRO SECS.

s PROPAGATION DELAY IN FULL DUPLEX CABLES—-0.002 MILLI SECS.
sFOR AN AVERAGE DISTANCE OF 400M AND PROPAGATION SPEED OF
;2 * E+0B M/SEC.

$XX(10)-CHANNEL BANDWIDTH FOR RING NETWORKS IN MEGABITS 7/
sMILLISECS.

sXX{i1)- CHANNEL BANDWIDTH FOR BUS NETWORKS IN
;s MEGABITS/MILLI SECS.

XX (12)~ CHANNEL BANDWIDTH FOR BACKBQﬁE BUS: SE3 MBITS/msec

sMEAN TOKEN PASSING TIME BET. TWO STATIONS IN TOKEN RING
sNETWORKS 0.010 MILLISECS -

sMEAN TOKEN PASSING TIME BETWEEN TWO STATIONS IN TOKEN BUS
s NETWORKS 0.0835 MILLI SECS

sMEAN TOKEN PASSING TIME BETWEEN TWO STATIONS IN BACKBONE
s TOKEN BUS NETWORK ©.050 MILLISECS

sRESPONSE WINDOW SIZE IN TOKEN BUS 0.125 MILLI SECS
sROUND TRIP PROPAGATION DELAY IN RING {1000M) - 0.0037 msecs.
: PROPAGATION DELAY IN BUS (1000M) 0.005 MILLI SECS.

XX (13)-XX (17) SERVICE TIME FOR THE CURRENT MESSAGE IN
s NETWORKS M,N,U,V, AND X

sSLaM II ATRIBUTES

:ATRIB(1)-1,2: PRIORITY LEVELS LOW,HIGH (USED AS GATE NO. IN
s TOKEN SYNCHRONIZATION NETWORK)

sATRIB(2)-TIME OF CREATION (USED AS SCAN TIME IN TOKEN SYNC)
s ATRIB(3) -RESOURCE NUMBER

s ATRIB(4)-6ATE NUMBER



$ATRIB(S)-1,2,3,4: DESTINATION NETWORK — M.N.U,V
sATRIB(&) - A SAMPLE FROM GIVEN MESSAGE LENGTH DISTRIBUTION

sATRIB{(7)Y-ATRIB(11) — FOR TOKEN SYNCHRONIZATION;

oo

5 A HHEEXEHHXXE SLAM NETWORK PROGRAM 356338665655 6XEXX

GEN, SARA,CIM FACTORY NETWORKS, 08/03/89,163
LIMITS, &0,7,800;3
SEEDS, 3324611/Y3

PRIORITY/1,HVF (1) /2, HVF (1) /S, HVF (1} /4, HVF (1)}
PRIORITY/S,HVF (1) /6,HVF (1)}
PRIORITY/7,HVF(1) /8, HVF (1) /9, HVF{1);
PRIORITY/10,HVF (1} /11, HVF (1) /12,LVF{1);
PRIORITY/13,HVF (1) /14, HVF (1) /15,HVF (1)
PRIORITY/1&6,HVF (1) /17 ,HVF (1) 718, HVF (1) ;5
PRIORITY/19,HVF (1) /20, HVF (1) /21 ,HVF (1)3
PRIORITY/22,HVF (1) /23, HVF (1) /24 ,HVF (1)}
PRIORITY/49,HVF (1) /50,HVF (1) /S1,HVF (1)}
PRIORITY/S2,HVF (1) /S3,HVF (1) /54, HVF (1)
PRIORITY/S55,HVF (1) /S6,HVF (1) /37 ,HVF (1) /58, HVF (1) 3

INTLC, XX (1)=100, XX {3)=2000, XX {?}=0.200, XX (12) =10ES3;
INTLEC, XX (2)=10, XX (4)=250, XX (11)=5E3, XX (10) =2E3SEXPT. 1

NETWORKS

(s

s RESOURCE BLOCK

RESOURCE/M1, 1/M2, 2/M3,3/M4, 4/M5,5;
RESOURCE/N1,6/N2,7/N3,8/N4, 9/NS, 103
RESOURCE/U1, 11/U2, 12/U3, 13/U4, 14/US, 15/U6, 163
RESOURCE/V1, 17/V2, 18/V3, 19/V4, 20/VS, 21/V6, 225
RESOURCE/X1,23/X2,24;3

s GATE BLOCK

GATE/MI1,CLOSE,25/MI2,CLOSE, 26/MI3, CLOSE, 273



“;4 )

s

G1

P1

P2

P3

P4

GATE/MI14,CLOSE, 283

GATE/MIS, CLOSE, 295

GATE/NI1, CLOSE, 30/NI2, CLOSE, 31/N13, CLOSE, 323
GATE/NI4,CLOSE, 333

GATE/N15, CLOSE, 34/U11,CLOSE, 35/U12, CLOSE, 363
GATE/UIS, CLOSE, 37 /UI4, CLOSE, 38/UIS, CLOSE, 395
GATE/UI&, CLOSE, 403

GATE/VI1,CLOSE, 41/V12,CLOSE, 42/V13, CLOSE, 433
GATE/VI4,CLOSE, 443 :

GATE/VIS, CLOSE, 45/V16,CLOSE, 46/X11,CLOSE, 475
GATE/XI2,CLOSE, 485

TECHNICAL PLANNING GROUP

R1: TOKEN RING MODULE 1 — 3 STATIONS

INTRA NETWORK TRAFFIC

STATION 1 -~ BUSINESS INFORMATION PROCESSING WORKSTATION

CREATE, EXPON (XX (1)), ,2;

GOON, 15

ACT, ,0.8,P13

ACT, ,0.2,P23

ACT, ,0.0,P3;

ACT, ,0.0,P4;

ASSIBN, ATRIB(S)=1,1;

ACT, 5 , 523

ASSIEN, ATRIB(S5)=2, 13

ACT, 5 623

ASSIGN, ATRIB(5)=3, 13

ACT, 5 » 623

ASSIGN, ATRIB(S5)=4,1;

ACT, ,,562

GOON, 13

ASSIEN, ATRIB(1)=1,ATRIB(3)=1,ATRIB(4)=25;
ASSIGN, ATRIB (&) =EXPON (XX (3)), 15
ACT, , , QUES

STATION 2 — CAD WORKSTATION
LOW PRIORITY TRAFFIC

CREATE, EXPON (XX (1)), ,25

93



63 GOON, 15
ACT, ,0.8,P5;
ACT, ,0.10,P&;
ACT,.,0.05,P7;3
ACT, ,0.05,P8;
PS ASSIGN, ATRIB(S)=1,1;

ACT, ,,G4;
P& ASSIGN,ATRIB(S)=2,15
ACT, , s 643
P7 ASSIGN,ATRIB(S5)=3, 13
ACT, , , G435
Pg ASSIGN, ATRIB(S)=4, 13
ACT, , ,G4
Ga GOON, 13

ASSIGN, ATRIB(1)=1, ATRIB(3)=2,ATRIB(4) =253
ASSIGN, ATRIB (&) =EXPON (XX (3)), 13
ACT, , , QUE; ‘

CAD WORKSTATION - HIGH PRICRITY TRAFFIC

CREATE, EXPON(XX{2) ), ,23
G5 GOON, 13
ACT, ,0.15,P9;
ACT, 0. 10,P10;
ACT,,0.5,P113
aCT, ,0.25,P125
P ASSIGN, ATRIB(S)=1,1;
ACT, , 5 563
P10 ASSIGN,ATRIB(S5)=2,13
ACT, , , G6&3
P11 ASSIGN,ATRIB(S)=3, 13
ACT, 5 , 663
P12 ASSIGN,ATRIB(S5)=4,1;
ACT, , , 665
66 GOON, 13
ASSIGN, ATRIB(1)=2, ATRIB(3)=2,ATRIB(4) =263
ASSIGN, ATRIB(&)=EXPON(XX(4)), 13
ACT, , , QUE;

STATION 3 ~ CAM WORKSTATION
LOW PRIORITY TRAFFIC
CREATE, EXPON (XX (1)),,25

67 GOON, 13
ACT, ,0.6,P13;




ACT, ,0.10,P14;
ACT, ,0.15,P15;
ACT, ,0.15,P165

P15 ASSIGN,ATRIB(S)=1,13
ACT, , ,G83

P14 ASSIGN,ATRIB(S)=2,1;
ACT, , ,583

P15  ASSIGN,ATRIB(S)=3,1;
ACT, , ,G83

P16 ASSIGN,ATRIB(S)=4,1;
ACT, . ,683

G8 GOON, 13
ASSIBN,ATRIB(1)=1,ATRIB(3)=3,ATRIB(4)=27;
ASSIGN, ATRIB (&) =EXPON(XX(3)),13
ACT, , . QUE;

CAM WORKSTATION — HIGH PRIORITY TRAFFIC

-

CREATE, EXPON (XX (2)),,23

69 GOON, 13
ACT, ,0.05,P17;
ACT,.,0.15,P18;
ACT, ,0.4,P19;
ACT, ,0.4,P203

P17 ASSIGN,ATRIB(S)=1,1;
ACT, , s 6103

P18  ASSIGN,ATRIB(S)=2,1;
ACT, ,,G103

P19  ASSIGN,ATRIB(S)=3,1;
ACT,, ,6103

P20 ASSIGN,ATRIB(S)=4,1;
ACT,, 6103

610 GOON, 1
ASSIGN, ATRIB(1)=2,ATRIB(3)=3,ATRIB(4)=27;
ASSIGN, ATRIB(6)=EXPON(XX(4)), 135
ACT, , , QUES

INTERNETWORK TRAFFIC

NMR  ASSIGN,ATRIB(3)=4,ATRIB(4)=28;
ACT, , , BUE;

BIMR ASSIGN,ATRIB(3)=5,ATRIB(4)=29;
ACT, , , QUES




H : CHANNEL CYCLIC (GATED) SERVICE

QUE  AWAIT(ATRIB(3)=1,5/100),ATRIB(3)/1;
AWAIT (ATRIB(4)=25,29) ,ATRIB(3);
ASSIGN, XX (13) =8*ATRIB(&) /XX {10) +48/XX (10) +0. 0063
ACT, XX(13) 3
FREE,ATRIB(3)
ACT,0.013
ASSIGN, XX (13)=03;SET THE CURRENT SERVICE TIME = O
GOON, 15
ACT,. ,ATRIB(S) .EQ.1,TIS1;
ACT, ,ATRIB(S) .EQ.2,MNT;
ACT, ,ATRIB(S).GT.2,MB1T;

: COLLECT STATISTICS ON PACKETS ADDRESSED TO THIS NETWORK
TIS1 COLCT, INT(2),PKT DELAYi,,1;

COLCT,BET, TIME BET. ARR1l,,1;

COLCT,ATRIB{5) ,PKT LEN1,,135

ACT, ., TISS

ROUTE PACKETS TO OTHER NETWORKS

e

MNT QUEUE (49}, 5, 1005
ACT,0.002+8*ATRIB(&) /XX (12}, ,MNR5Rec. buf. N

MB1iT QUEUE(S0),,100;
ACT,0.002+8%ATRIB(6) /XX (12), ,RBiR;Rec. buf. Bl

SHOPFLOOR MANAGEMENT GROUP

R2: TOKEN RING MODULEZ - 3 STATIONS

STATION1 — AS/R SYSTEM WORKSTATICN

CREATE, EXPON (XX (2)),,23
K1 GOON, 13
ACT,,0.3,R13
ACT, ,0.10,R2;
ACT, ,0.3,R3;
ACT, ,0.3,R43
R1 ASSIGN, ATRIB(S)=2, 13
ACT, , K23
R2 ASSIEN,ATRIB(S)=1,1; ,
ACT, , ,K23 -
R3 ASSIGN,ATRIB(S)=3, 13
ACT, , , K23



R4

L 1]

RS

R&

R7

R8

K4

e

KS

R?

R10
R11
R12

" K&

ASSIBGN, ATRIB(S5)=4, 13

ACT, . K2

GOON, 13 N
QSSIGN,ATRIB(1)=2,ATRIB(3}=6,ATRIB(4)=30;
ASSIGN, ATRIB(6) =EXPON(XX(4}),.15

ACT,, ., BU5

STATION 2 — MONITORING STATION

CREATE, EXPON (XX (2)),,25

GOON, 13

ACT, ,0.2,RS;

ACT, ,0.1,R63

ACT, , 0.35,R7;3

ACT, ,0.35,R8;

ASSIGN, ATRIB(S)Y=2,13

ACT. . K43

ASSIGN,ATRIB{S)=1,13

ACT, . K43

ASSIGN,ATRIB(S)=3, 13

ACT, s K43

ASSIGN, ATRIB(S)=4,1;

ACT, , K43

GOON, 13

ASSIGN, ATRIB{1)=2,ATRIB(3)=7,ATRIB(4)=313
ASSIGN, ATRIB{&) =EXPON(XX(4)),13
ACT, 5 5 QU3

STATION 3 — MATERIAL HANDLING

CREATE, EXPON (XX (2)),,25
GOON, 13

ACT, ,0.3,R93

ACT, ,0.1,R103

ACT, ,0.3,R11;

ACT, ,0.3,R123
ASSIGN,ATRIB(5)=2,1;
ACT, , K63

ASSIGN, ATRIB(S)=1, 1}
ACT, , K63
ASSIGN, ATRIB (5)=3, 1}
ACT, , K&3
ASSIGN,ATRIB(S)=4,13
ACT, 5 K63

GOON, 13

ASSIGN, ATRIB (1)=2,ATRIB(3)=8,ATRIB(4)=32;



ASSIGN,ATRIB (&) =EXPON(XX(4)),1;
ACT, , , QU3

INTER NETWORK TRAFFIC

L]

MNR  ASSIGN, ATRIB(3)=9,ATRIB(4)=33;
ACT, , , QU; ,

BINR ASSIGN,ATRIB(3)=10,ATRIB(4)=343
ACT, , , QU3

RINGZ CYCLIC SERVICE

Qu AWAIT (ATRIB(3)=6, 10/100) ,ATRIB(3) /13
AWAIT (ATRIB(4)=30,34) ,ATRIB(3);
ASSIGN, XX (14) =8*ATRIB (&) /XX (10} +48/XX (10} +0. 0063
ACT, XX (14) 5
FREE, ATRIB(3);
ACT,0.013
ASSIGN, XX (14)=0;SET THE CURRENT SERVICE TIME = O
GOON, 13
ACT, ,ATRIB(S) .EQ. 2, TISZ;
ACT, ,ATRIB(S) .EQ. 1,NMT;
ACT, ,ATRIB(S) .GT.2,NB1T;

5 COLLECT STATISTICS ON PACKETS DESTINED TO RING2
TIS2 COLCT, INT{(2),PKT DELAYZ,,1;

COLCT,BET,TIME BET. ARR2,,1;

COLCT,ATRIB(&) ,PKT LENZ,,13

ACT, ,, TIS;

SEND INTERNETWORK TRAFFIC TO TRANSMITTER QUEUES

NMT 8QUEUE (51>, , 1003 ;
ACT,0.002+8#ATRIB(&) /XX (12}, ,NMR;Rec. buf. R1
NB1T QUEUE(S2),,100;
ACT, 0.002+8%ATRIB{(6) /XX (12), ,RB1R;Rec. buf. Bl

FLEXIBLE MANUFACTURING CELL
Uiz TOKEN BUS MODULE 1 ~ 4 STATIONS
STATION 1 - MACHINING CENTER

e e

CREATE, EXPON(XX{2)),,2;
I1 GOON, 13
ACT, ,0.45,513
ACT, ,0.05,52;



s1

s2

s4

I2

e

I3

S5

S6

sS7

sg

14

I3

859

ACT, » 0. 2,533

ACT, ,0.3,545

ASSIGN, ATRIB(S)=3,1}

ACT,, 5 123

ASSIGN, ATRIB(S)=4,1;
ACT.y.125 -

ASSIGN, ATRIB(S)=1,13

ACT,,, 123 '

ASSIGN, ATRIB(S)=2,13;

ACT,,,12

GOON, 13
ASSIEN,ATRIB(1)=2,ATRIB(3)=11, ATRIB(4)=353
ASSIGN, ATRIB (&) =EXPON(XX(4)),13
ACT, , , 33

STATION 2 — ROBOT

CREATE, EXPON (XX (2)) , ,25

GOON, 13

ACT, ,0.45, S5;

ACT, ,0.05, 565

ACT, ,0.2,573

ACT, ,0.3,583

ASSIGN, ATRIB(S)=3,13

ACT, , 5 143

ASSIGN,ATRIB(S)=4,13

ACT, , , 143

ASSIEN,ATRIB(S)=1,13

ACT,, , 143

ASSIGN,ATRIB(S)=2,13

ACT,,, 14

GOON, 13

ASSIGN, ATRIB(1)=2,ATRIB(3)=12,ATRIB(4)=36;
ASSIGN, ATRIB(6) =EXPON (XX (4)), 13
ACT, , .33

STATION 3 — INSPECTION STATION

CREATE, EXPON (XX (2) ), , 23
GOON, 13

ACT, ; 0.45,59;
ACT,,0.15,5103

ACT, ,0.15,5113

ACT, ,0.25,512;

ASSIGN, ATRIB(5) =3, 13



510
S11
S12

1s

M

17

S13

s14

S15

S16

I8

VUR

B2UR

L 1]

ACT, , s 163

ASSIGN, ATRIB(S)=4,1;

ACT, 5 5 163

ASSIGN, ATRIB(S)=1,1;

ACT,,, 165

ASSIGN, ATRIB(S)=2,1;

ACT, ,, 163

GOON, 13

ASSIGN, ATRIB(1)=2,ATRIB(3)=13,ATRIB(4)=37;
ASSIGN, ATRIB (&) =EXPON(XX(4)),13
ACT, . + @5

STATICON 4 - CELL SUPERVISOR

CREATE, EXPON (XX (2)),,2; .
GOON, 13

ACT,,0.45,513;

ACT, ,0.15,5143

ACT, ,0.2,515;

ACT,,0.2,5163

ASSIGN, ATRIB(S)=3, i}

ACT.,.18;

ASSIGN, ATRIB(S)=4,1;

ACT, , . I8;

ASSIGN, ATRIB(S)=1,1;

ACT, ,, 183

ASSIGN, ATRIB(5)=2,1;

ACT,,, I8;

GODON, 13

ASSIGN, ATRIB(1)=2,ATRIB(3)=14,ATRIB(4)=38;
ASSIGN, ATRIB (&) =EXPON (XX (4)), 1}

ACT,, , @3

INTERNETWORK TRAFFIC

ASSIGN,ATRIB{3)=15,ATRIB(4)=39;
ACT,,, 3
ASSIGN, ATRIB(3)=16,ATRIB(4) =403
ACT,,,0Q;5

CYCLIC SERVICE (LOGICAL RING)

AKAIT(ATRIB(3)=11,16/100),ATRIB(3) /15
AWAIT(ATRIB(4)=35,40) ,ATRIB{3);

ASSIGN, XX {15)=8#ATRIB(&) /XX (11)+184/XX(11)+0.006;
ACT, XX {(15) 3



FREE, ATRIB(3);

ACT, 0.0835:

ASSIGN, XX (15)=03;SET THE CURRENT SERVICE TIME = O
GOON, 13

ACT, ,ATRIB(S) .EQ.3,TIS3;

ACT, ,ATRIB(S) .EQ. 4,UVT;

ACT, ,ATRIB(S) .LT.3,UB2T;

COLLECT STATISTICS ON PACKETS ADDRESSED 7O Ul

b

TISS COLCT,INT(2),PKT DELAYS,,1;
CoLCT,BET, TIME BET. ARRS,, 15
COLCT,ATRIB(&) ,PKT LENI,, 13
ACT, ,,TIS;

UVT  QUEUE(S3),, 1003

ACT, 0.002+8%ATRIB(&) /XX (12}, ,UVRiRec. buf.4
UBZT QUEUE(S4),,100;

ACT, 0. 002+8*ATRIB(6) /XX (12) , ,KB2R;Rec. buf. Bl

FLEXIBLE ASSEMBLY CELL

'y

uz2: TOKEN BUS MODULE 2 — 4 STATIONS

e

STATION 1 — ROBOT1

CREATE, EXPON (XX (2)),,2;
J1 GOON, 13
ACT.,0.6,T13
ACT, ,0.01,T2;
ACT, ,0.19,T3;
ACT, ,0.2,T4;
Ti ASSIGN, ATRIB(S)=4, 13
ACT, 5 ,J23
T2 ASSIGN, ATRIB(S)=3,1;

ACT, , ,J23

T3 ASSIGN, ATRIB(S)=1, 13
ACT, 5 5323

T4 ASSIGN,ATRIB(S)=2, 13
ACT, 4 502

Jz2 GOON, 13
ASSIEN,ATRIB(1)=2,ATRIB(3)=17,ATRIB(4)=413;
ASSIGN, ATRIB (&) =EXPON (XX (4)),135
ACT, , , 003



STATION 2 — ROBOTZ2

13

CREATE,EXPON (XX (2)),,2;
J3 GOON, 13
ACT,,0.6,TS;
ACT,,0.01,T5;5
ACT, ,0-19,T7s
ACT, ,0.2,T8;
TS ASSIGN,ATRIB(S)=4,13
ACT, , 5 J43
TS ASSIGN, ATRIB(S5)=3, 13
ACT, , s J43
T7 ASSIGN, ATRIB(S)=1,13
ACT, , 5 J43
TS ASSIGN, ATRIB(S)=2,1;
ACT, ,,J4
Ja GOON, 13
ASSIGN,ATRIB(1)=2,ATRIB{3)=18,ATRIB(4)=42;
ASSIGN, ATRIB(&) =EXPON(XX(4)}, 1}
ACT.,.Q8;3

STATION 3 — INSPECTION STATION

CREATE, EXPON (XX (2)), ,23
Js GOON, 13
ACT, ,0.45,T9;
ACT, ,0.15,T10;5
ACT, ,0.15,T11;
ACT,,0.25,T12;
T9 ASSIGN, ATRIB(S)=4,1;
ACT, , ,J63
T10 ASSIGN,ATRIB(S)=3,13
ACT, 5 5 Jb3
Ti1  ASSIGN,ATRIB(S)=1,1;
ACT, , , J63
Ti2 ASSIGN,ATRIB(S)=2,1;
ACT, , 5 J6&3
Jé GOON, 13
ASSIGN, ATRIB(1)=2,ATRIB(3)=19,ATRIB(4)=43;
ASSIGN, ATRIB (&) =EXPON(XX(4)), 15
ACT, , , 803



J7

Ti3

T14

TiS

T16

J8

UVR

B2VR

b 1]

aa

L 1)

TIS4

STATION 4 — CELL MANAGER .

CREATE, EXPON (XX {2)) , .23

GOON, 13

ACT, ,0.45,T13;

acT, ,0.1,T14;

ACT,,0.2,T1S;

ACT, ,0.25, T16;
ASSIGN,ATRIB(S)=4,13

ACT, , ,J85

ASSIGN, ATRIB(S)=3, 13

ACT,,,J83

ASSIEN, ATRIB(S)=1,13

ACT, , ,J85

ASSIGN, ATRIB(S)=2,13

ACT, , ,d835

GOON, 13

ASSIGN, ATRIB(1)=2, ATRIB(3)=20,ATRIB(4) =443
ASSIGN, ATRIB (&) =EXPON(XX(4)),13
ACT, , ,08;

INTERNETWORK TRAFFIC

ASSIGN,ATRIB(3)=21, ATRIB (4) =453
ACT, ., 003
ASSIGN, ATRIB(3)=22, ATRIB(4)=46;
ACT, , , 005

GATED SERVICE BY TOKEN BUS U2

AWAIT (ATRIB(3)=17,22/100) ,ATRIB(3}/1;

AWAIT (ATRIB(4)=41,46) ,ATRIB(3);

ASSIGN, XX (16) =B*ATRIB(6) /XX (11)+184/XX (11) +0.0065
ACT, XX (16)3

FREE, ATRIB(3) 3

ACT,0.0835;

ASSIGN, XX (16)=03SET THE CURRENT SERVICE TIME = 0
GO0ON, 13

ACT, ,ATRIB(S) .EQ. 4, TIS4;

ACT, , ATRIB(S) .EQ.3,VUT;

ACT, ,ATRIB(S: .LT.3,VB2T;

COLLECT STATISTICS ON PACKETS DESTINED TO uz2

COLCT, INT{2) ,PKT DELAY4,,13
COLCT,BET, TIME BET. ARR4,,13

I

I



)

COLCT,ATRIB(&) ,PKT LEN4,,13
ACT, , , TISS

SEND INTERNET TRAFFIC

Ll

VUT  QUELE({SS5},,100;

ACT, 0.002+8+ATRIB (&) /XX (12), ,VUR;Rec. buf. U1
VB2T GQUEUE(S&),,1003

ACT, 0.002+8#ATRIB (&) /XX (12), ,KB2R;Rec. buf. Bl

BACKBONE MODULE - 2 BRIDGES

RBIR ASSIGN,ATRIB(3)=23,ATRIB(4)=47;
ACT, XX (9), , BRID;

KB2R ASSIGN,ATRIB(3)=24,ATRIB{4)=48;
ACT, XX (9) ,, BRID;

BACKBONE TOKEN BUS CYCLIC SERVICE

-

BRID AWAIT{(ATRIB(3)=23,24/100),ATRIB(3) /13
AWAIT (ATRIB(4)=47,48) ,ATRIB(3);
ASSIGN, XX (17) =8*ATRIB(6) /XX (12) +184/XX (12) +0. 0063
ACT, XX {1773
FREE, ATRIB(3)
ACT,0.05;
ASSIGN, XX (17)=03SET THE CURRENT SERVICE TIME = O
GOON, 13
ACT, ,ATRIB(S) .LE. 2, B1RT;
ACT, ,ATRIB(S) .GT. 2, B2KT;
BIRT QUEUE(S7),,100;
ACT, XX{(9), ,B13
B1 GOON, 13
ACT,0.002+8#ATRIB (&) /XX (12) ,ATRIB(S) .EQ. 1,B1MR;
ACT, 0.002+8%ATRIB (&) /XX (12} ,ATRIB(S) .EQ. 2, BINR;
B2KT QUEUE(S8),,1003
ACT, XX(9) , ,B23
B2 GOON, 13
ACT, 0. 002+8+#ATRIB (&) /XX (12) ,ATRIB(S) . ER. 3, B2UR;
ACT, 0.002+B%ATRIB (&) /XX (12) ,ATRIB(5) . ER. 4, B2VR;

COLLECT STAT. AFTER WARMING UP

L 1]

TIS GOON, 13
ACT, , TNOW. LE. 50, WARM;
ACT, , ,STAS

WARM TERM;



sSTA

s

LOPL

- LOP

LP1
LP

COLCT, INT(2),SYS PKT DELAY,, 13
COLCT,BET, TIME BET. ARRSYS,,1;
COLCT,ATRIB(&) ,SYS PKT LEN,,1:
TERM, 5003

TOKEN SYNCHRONIZATION
RING 1

CREATE, 55513

ACT:

ASSIGN, ATRIB(1)=1, XX (S)=TNOW;
OPEN, ATRIB(1) 3

ACT,0.00153

CLOSE, ATRIB(1) 5

ACT, XX(13)5 .
COLCT, XX (13),SERV TIME1,,1;
ASSIGN, ATRIB(1)=ATRIB(1)+1;
ACT:

GOON, 13

ACT,0.01,ATRIB(1) .LE.5,LOP;
ACT,0.013
ASSIGN, ATRIB (2) =TNOW-XX (5} 5
COLCT,ATRIB{(2) ,SCAN TIME1, .13
ACT, , ,LOP1;

RING 2

CREATE, 555 15

ACT;

ASSIGN, ATRIB(1)=6, XX (&) =TNOW;
OPEN, ATRIB(1);

ACT,0.0013

CLOSE,ATRIB(1)3

ACT,XX{14)3

COLCT, XX (14) ,SERV TIME2,,1;
ASSIGN, ATRIB(1)=ATRIB(1) +13
ACT:

GOON, 13
ACT,0.01,ATRIB(1).LE.10,LP;3
ACT,0.013

ASSIGN, ATRIB(2) =TNDW-XX (&)
COLCT,ATRIB(2),SCAN TIMEZ2,,13
ACT,, ,LP13



Suclt

e

LL1
LL

suc2

BUS 1

CREATE, , 513

ACT; '
ASSIGN,ATRIB{1)=11,XX (7) =TNOW;
OPEN, ATRIB(1);

ACT,0.0013

CLOSE,ATRIB(1);
COLCT, XX (15) ,SERV TIMES,,1;
GDON, 13

ACT, , XX (15) .ERQ.0,SUC1;

ACT, XX (15) +0. 0835;

ASSIGN, ATRIB{1)=ATRIB(1)+13}
ACT;

GOON, 13

ACT, ,ATRIB(1) .LE. 16,L;
ACT, 0. 1253
ASSIGN, ATRIB (2) =TNOW-XX (7} ;
COLCT, ATRIB(2},SCAN TIMES,,1:
ACT,,,L13

BUS 2

CREATE, 55,13

ACT;
ASSIGN,ATRIB(1)=17, XX (8) =TNOW;
OPEN, ATRIB(1};

ACT,0.001;

CLOSE,ATRIB(1);

COLCT, XX(16) ,SERV TIME4,,13
GOON, 13

ACT, , XX (16) . EQ. 0, SUC2;

ACT, XX (16) +0.0835;

ASSIGN, ATRIB(1)=ATRIB(1)+1;
ACT;

GOON, 13

ACT, ,ATRIB(1) .LE.22,LL;
ACT, 0. 1253

ASSIGN, ATRIB(2) =TNOW-XX (8) ;
COLCT, ATRIB(2) , SCANTIME4, , 13
ACT,,,LL1; -

BACKBONE

CREATE, ;4415



ACT3
LLL1 ASSIGN,ATRIB(1)=23,XX{18)=TNOW;
LLL  OPEN,ATRIB(1)3
ACT,0.0013
CLOSE,ATRIB(1)3
COLCT,XX(17),SERV TIMES,,1;
GO00N, 13
ACT. , XX (17) .£8.0,8UC3;
ACT, XX (17) +0. 053
SUCS ASSIGN,ATRIB(1)=ATRIB(1)+1;
ACT;
GOON, 13
ACT, ,ATRIB(1) .LE.24,LL1L3;
ACT, 0. 1253
ASSIEN, ATRIB (2)=TNOW-XX(18);
COLCT,ATRIB(2) ,SCAN TIMES,, 13
ACT,.,,LLL13
END3

INIT,0, 1E+4; LIMIT MAXIMUM TIME OF SIMULATION
MONTR, CLERR S03CLEAR ALL STAT. ARRAYS AFTER 50 ms.
SIMULATES

H CHANGE EXPERIMENTAL CONDITIDNS

INTLC,XX(2)=10,XX(4)=250,XX(11)=5E3,XX(10)=4E3§
SEEDS, 3324611/Y3

MONTR, CLEAR, 503

SIMULATES

INTLC, XX (2) =10, XX (4) =250, XX (11) =10E3, XX (10) =2E3;
SEEDS,3324611/Y; '

MONTR, CLEAR, 503

SIMULATE;

INTLC, XX (2)=10, XX (4) =250, XX {11)=10E3, XX {10) =4ET;
SEEDS, 3324611/Y3

MONTR, CLEAR, 503

SIMULATES

INTLC, XX (2) =10, XX {4) =500, XX (11) =SE3, XX (10) =2E3;
SEEDS, 3324611/Y3

MONTR, CLEAR, 503

. SIMULATE;



INTLEC, XX (2) =10, XX (4} =500, XX (11)=5E3, XX (10)=4E33
SEEDS,3324611/Y35

MONTR, CLEAR, 503

SIMULATES

INTLC, XX {2)=10, XX {4)=500, XX (11)=10E3, XX (10)=2E3Z;
SEEDS,3324611/Y5

MONTR, CLEARR, 503

SIMULATES

INTLC, XX (2)=10, XX {4) =500, XX (11)=10E3, XX (10} =4E3;
SEEDS,3324611/Y3

MONTR, CLEAR, SO3

SIMULATES

INTLC, XX (2) =5, XX {4) =250, XX (11) =SE3, XX {10) =2E3;
SEEDS, 3328611/Y;

MONTR, CLEAR, 503

SIMULATE:S

INTLC, XX (2) =5, XX (4) =250, XX (11) =SE3, XX (10) =4E3;
SEEDS, 3324611/Y3

MONTR, CLEAR, 503

SIMULATE;

INTLC, XX (2}=5, XX (4)=250, XX (11)=10E3, XX (10)=2E3;
SEEDS, 3324611/Y3

MONTR, CLEAR, 503

SIMULATES

INTLC, XX {2) =5, XX (4) =250, XX-{11) =10E3, XX (10) =4E33
SEEDS, 3324611/Y;

MONTR,CLEAR, 503

SIMULATES

INTLC, XX (2) =5, XX (4) =500, XX (11)=5E3, XX (10) =2E3;
SEEDS, 3324611/Y5

MONTR, CLEAR, 503

SIMULATES

INTLC, XX (2) =5, XX (4) =500, XX (11) =SE3, XX (10) =4E33
SEEDS, 3324611/Y3

MONTR, CLEAR, 503

SIMULATES

INTLC, XX (2)=5, XX (4) =500, XX (11)=10E3, XX {10 =2E3;



SEEDS, 33244611/Y3
MONTR, CLEAR, 503
SIMULATE:

INTLC,XX(2)=5,XX(4)=500,XX(11)=10E3,XX(10)=4E3§
SEEDS, 3324611/Y3

MONTR, CLEAR, 503

SIMULATES

FINj
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TABLE 3

Estimates of *factor effects on system packet delay

aver= 134&.25
& = =2.25
E = =12.3
AR = 2.25
[ = S.75
AC = -2

BC = -11.25
ARC = 4.5
D = 15.5
AD = 0,25
BD = -17
ARD = 7.25
ChD = 10.73
ACD = 0.5
BCD = —10.75
ARCD= 2.9
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E=stimates of factor effects on

TAELE 4.

GRC

AD
BD
ARD
cD
~CD
BCD
ARBC

Womon o BB womowowounnun !

D

S.033
-0, 259355
—0. 13073

0.11725
—-0. 0275

G.02&
-0, 278
-0 18275
=0, 078
0. 1735

0. 058925

. 25E-0

00,6515

0.016
—0.54575

0.11025

125

th;ggghput

P



TAERLE D

Estimates of factor effects on scan time of
aseembly cell network

aver= 0,88373
A = =0, 32075
R = —1.0145
AR = D.3E88T7S
c = 95875
AL = =0.324
BC = —1.0022%
ARBC = 0,258%5
D =  1.001
/D = —Q.F20Z2E
ED = -0.988%
ABD = 0. 33572
ChD = 1.01&73
RED = 0,304
RCD = -1.0337%

ARCD

.30
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TAELE 6

Ectimates of factor effects on utilisation of
assembly cell network

avers 9.547313
& = —0.51625
E = —1.00&825
A = 1.22&25
c = 0 38873
AC = —Q.&7T75
BRD = =0.9137%
ARC = -0, 20125
D = (1,89625
AD = =D.T70620
BD = —0.71&23
ARD = 0.F0625
Ch = 1.09875
alh = —-0.38I7C
BECD = —1.3253573%

ARCD= 0.30875
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TRELE ¥

Estimates of factor effects on throughput
of assembly cell network

aver= 1.819
A = —Q.035
B = -0,255
AB = 0.28F
C = 0.0825
AC = —-0.1128
BC = =Q.1373
AHEC = —=0_04&87%
D = 0,10z
AD = —-0.105
ED = —-(.14

aEd = 0Q.18%

CD = .2825
ACD = =0.037%
BCD = —0,2875
AECD= Q.O475
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TABLE

Analysis of Variance for System packet delav

Sgurce of wvariation Sum of Sguares d.f.
Meib EFFECTS 1738, 2000 4
& 2002800 1
& b &2 . Q00 1
C 132.2500 1
D @51 . 0000 1
Z-AalTOR INTERACTIONS 2161 . Q000 &
= B 20,2500 1
] C 16, 00D 1
B c S50&6. 2500 1
= D « 2500 1
21 D 11546, 0000 1
C D 4452, 2500 1
RESIDUAL 779. 50000 b
TOTAL (CORR.) AET79. Q000 15

159, 20000

129

Mean sguare F-ratio Sig. level

4734, 62500 2.788 . 1454
20. 25000 - 130 «T3EG
S25. 00000 4,009 . 1015
1722, 25000 .3848 L A087
2&1. 00000 &. 164 LASST
360, 1667 2.310 L1882
20,2500 .13 . FRAT
156.0000 . 103 . 7HAY
S506. 2500 . 247 L1314

: L 2500 L 002 . 2700
1154, 0000 7.415 L0414
462.2500 2.9653 . 1457



TARLE $§

Table of means for Svetem packet delay
Stnd. Error Stnd. Error 95 Percent Confidencs
Lenwvel Count Average {internal) (poocled s) for mearn
A ;
b a8 157 . 37500 7.6228638 4.414454% 144502359 1468.724841 |
4 g 195. 12300 9. 008698 4.41443649 147.77389 16547641
& ‘
: i
= g 162, Z0000 2.287254 4.41444649 151.1485° 173.85141
i 8 150, 00000 1.927248 4.41444649 138. 4648359 161.35141 §
¢ 1
250 a 1593.37500 1.802156 4.45144649 142, 02559 184.72&641 4
SO 8 15F. 12500 8.8285601 4, 41444649 147.77359 170.4786481 F
L
g g 164 . Q0000 7.933232 4,4144649 152.454859 1TS.ES141
10 8 148. 30000 1.7&270% 4.414454% 127.14859 159.8%141 |
“ by # : i
2 S 4 154. 75000 14, 9017462 &. 24299581 148, 495469 i80.80371
fotal 186 156. 25000 3.121498 E.1214980 148. 22354 1684.275565
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TABLE 9 Continued)
Table of means for System packet delay

Strnd. Error Stnd. Error 25 Fercent Confidencs
Levsl Caunt Average {internal}l {pooled s) for mean
2 10 4 150, 00000 T.28235484 &, 2429961 153945669 16608371
4 = 4 160025000 . 70000 5.24299461 144,1968%9 176, 303531
4 10 4 1560, Q0000 2.121320 &. 24299461 133.94566%9 156.03331
& By O
2 250 4 153, 300090 I D00000 6.2429951 157.445649 169.55351
& SO0 4 161, 258000 19.77864357 & 2429961 145. 19689 177, 30331
4 =84 4 153, 29000 1. 701715 5. 2429941 137. 19489 169, 30331
3 S0 4 157 . 00000 10.5735128 b, 2429961 140.9466% 1730593531
By O
5 280 4 154, Q0000 F.EST0554 H. 2429951 137.94659 17003531
o &o0 4 17100000 15, 119347 &. 2429961 154, 74669 18703551
Lo 250 4 152, 75000 1.547848 &. 24299561 136, 69689 168.803531
1o SO0 4 147, 25000 3.145764 &, 2429%61 131019669 163, 70331
S by D
Total 14 156. 25000 3.1z1498 T.1214980 148. 223> 164,27 665
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TABLE 8 (Cantinued)
Table of means for System packet delay

——— —_ e v — —— — e s —

Stnd. Error Stnd. Error 25 Percent Confidence

Level Caount Avearage (internal) {pooled s) fOr mean

Z S 4 145, 00000 14.9&61061 b. 2429961 148.94569 181.0535L
z 10 4 14%., 75000 2.926175 5. 2429961 133, 696569 165.80332
g = 4 163, Q0000 8.4156254 L 2429951 14594569 1792.03351
4 10 4 147.23000 2.212653 b, 24299461 131.19564% 165, 30531
B ov D .

b 5 4 178.73000 11.8559064 &, 2429941 162. 4898669 194,80331

5010 4 146, 25000 1.973787 B, 2429F61 130.1946% 162, 20331
a0 b 4 149, 25000 J.1191s1 5. 2420951 133, 19669 165, 30352
it 10 4 150. 75000 2.488711 &. 2429961 134, 69569 166.80331
C by D :

250 3 4 155. 73000 2.3986737 & 2429961 139.8956% 171.3033
230 10 4 151, 00000 2.483277 4. 24299561 134.9456469 167.03353
00 3 4 172.23000 15. 643822 6.7 29961 1356.194686% 188. 30331
SO0 10 4 146, Q0000 2.041241 b. 3329961 129.94669 162, 0533
Total 16 156. 25000 Z.1214%9B Z.1214980 148. 22354 1684. 275646
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TARLE 10

Analysis of Variance for System throughput

Sgurce of vartation Sum af Sguares d.f. Mean square F—-ratio Sig. level

ME&IN EFFESTS ITFTATSRE 4 Q933691 T - 3365
~ . 2570490 1 2570490 985 . 5834
< . OFOPO2T 1 LDR0PO2S . 338 -S92T
[ - QQTO2ET0 1 L DOIN250 L1211 L 208
0 0225000 1 LQRITO0O0 - 084 .7871

T-FACTDOR INTERACTIONS 2.2014547 & . SHERO9S 1,367 - 758
= ] LOS42903 1 L OS49905 . 204 w&T749
=3 C L OO27040 1 L OOR7040 010 L92EL
b2 C < SOETH2T 1 CI06TERE 1.138 . ol
(1 ) . 1204090 1 - 1204090 . 447 - o401
B D L19182% 1 LO191823 71 8029
C D 1.&69780%0 1 1.&97B0%0 G. 705 - 058

RESIDUAL 1.34&63490 S 2692698

TOTAL (CORR.) T.92128%0 15
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Nou
™

250

S

TARLE

1

Table of means for System throughput

Stnd.

Count fver age
g S5.75973500
8 5. S062500
2 9.708FT730
a8 S. 0576250
8 5. 5457300
8 S. 6192500
3 DL S9S95000
=] 5. &70S000
4 5.8937500

15

s — . — i a2

F. HIZ0000

. it L —

Error
tinternal)

Error
(pooled s?

Stnd.

?5 Fercent Confidence
for mean

- 1830095
.1787182

- 2886765
L OBORF20

- 2003708
- 1726839

» 21348636

. 1350948

« 18344631
. 18344631

. 1834631
. 1834631

- 1834631
. 1834631

- 1834631
- 18346351

25945451

5.2879907
5. 0344907

5.2566157
S.0858657

S.1749907
5.1474%907

S.1257407
5.198740Q7

3.2265818

6. 2313095
5. 2780093

&. 18013473
5. 0293843

5. 1185095
&, 0910093

&L QETZEEP3

6. 18225893

6. 5609184
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1297280

9.2994138

9. 70688452




TaBELE I

(Continued?

Table of means for System throughput

LCount

Average

10
]
10
C
250
S0
280

En)

et

F C

=
250
S0
254
IR IR

2

phbhb bbb

bbb b

4

N

uwoLho

1s

5.62573500
S.S2T0000
$.48%3000

- 78865000
L TII0000
« SO700Q0
-3

OSSO0

- 3BITFTO0

FIT0000

&L TO97I00
L EOST000

5. HII0000

Stnd. Error

{internal)

Stnd.

(pocled =)

Error

2% FPercent Contidence
for mean

. 0682866
. 3549822

.1311784

- 2628797
. 234782
- SEREP74

. 2OPTIEZR

LA2021385
3189289
LOROTIT S
. 0aES378

. 1297280

135

2594561
. 2594561
. 2394561

20943561
2594561
. 2594561
. 25943561

. 2594561
. 2594561
. 2594561
. 2594561

4.758T816
4.33583516
4.8223516

S. 1195318
5.065831&
4.8398318
4.8383318

4.2148381&
S.1658316
5.0425816&
4_7IBI3LG

S. 2994158

£.2729184
&. 1901684
&. 15464684

&.4TTHLES
H.A001H34
& 1741684

—_ 2

&, 1724884
4. 2509184
&.3001634
H.I7869184
4. 0725684

oot s i e T S e i Sy o ki s e S S P i S Y e A A S Lo P S BTEE o Sl AL Sy e

S.%46584z2




TARELE [} cContinued)
Table of means for Svstem throughput

5tnd. Error Stmd. Error 95 Fercent Confidence
Level Count Average {internal) (pooled ) for mean
2 = ) 5. 2020000 . 28599741 . 2594081 S.1418%16 &. 4761584
el 10 4 5. 710000 2700005 . 2T948561 D.0433516 L. T776684
5 5 4 S. 2820000 L3169 784 L 2594561 4.7148318 &, 04915684
4 10 4 5. 4305000 . 19356704 . 2594561 4,9633316 b, 29765684
by D
= 5 4 5. &ETE2500 - 4473185 . 2594561 4,8708186 &. 2034184
=10 4 5. 7805000 . 2508211 L 25945061 S.11355244 &5.447465684
i b 4 5.9547500 - 1048527 2594561 4,8875816 2219134
o 10 4 5. E5503000 - 1400568 . 2594561 4,8933316 H. 227565684
L bv D
280 3 4 5.2833000 . 25821565 . 25945561 3,.8163531s 5. 9T046T4
250 19 4 6. 0100000 . 1808773 . 2594361 o, 3428316 6.6771684
S0 3 4 5. FOTE000 2847335 . 2E94561 S.24033516 &. 59745534
300 10 4 T ETL0000 051932 P 2524561 4. 56638316& 5.99815684
Tatal 1o e HTITO0N00 « 1297280 L 1297280 S. 2994158 5. 2565842
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2-FELTOR INTERACTIONS

RESIDUAL

pgiooOom

TOTAL (CORRL.)

TABRLE 2

d.f. Mean sguare F-ratio
12,.21451745 4 3.0332934 2,687
411522 1 4115223 . 28Y
4.116841 1 4.11468410 3.5994
3. 4746808 1 T.6T7LBO62E F.212
4,008004 1 4., 0080040 L5011
135.435722 - & 2.2392870 1.956
SR IP08 1 L DATROLT 475
-319904 1 4199040 - 367
4,018020 1 4,0180202 Z.E10
10240 1 L4102402 . o588
3.908329 1 H. 083220 Z.414
4,135122 1 3. 1351227 F.612
5.72434%3 5 1.1448499
B1.373245 15

137

analvsis of Variance for Scan time of assembly net.

Sig. level
. 1555
LSB10
L1144
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TABLE 13
Table of means for Scan time of assembly nat.

Stnd. Error Stnd. Error ?% Percent Confiderce
Level Count fiverage {internal) {pooled =) for mean
&
Z & LO451250 LSTI93FT1T .S/ B2972 Q7 ITSET2 2.01888z28
4 e . T2ETT7I0 . S4E68173 W S7TBE9T72 ~.2473328 1.&49813728
B
5 8 1. 3930000 - &PT7A203 . 3782972 L A202422 2.38ST7STE
o 8 - ST8S000 LOIBOELT . 3782972 -. 5942578 1.3512578
C
230 a LAQSTTE0 QZIB200 - 3782972 -. 55663828 1.3791228
SO0 & 1.23651250 .7u28u9 CFRRYTR . SP20672 2.TITE82E
I
5 a 1.3862500 LSTEBELS . 27R297E 4134922 ZLEEO00NTI
1 5] L SET2S00 1707 CITBR9T2 -.9875078 1.358007
A bv B
= = 4 1.7377500 1.3076856350 CETA9IFI0 - SS520827 . 11343730
Tota ] 1s . 8857500 - 26749865  2ETA95S L 19790&T 1. 5735937
i
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TABLEMM Continued?
Tahle of means for Scan time of assembly cell net.

Stnd. Error

finternall

Strd. Error

{pooled s)

95 Fercent Contidence
for mean

. SS45000
1.0482500
L BO2T000

L AOA4T SO0
1.48875000
- AO80000
1.0427500

24125000
2L.I7IS000
- OOZR3I00
. IESTES00

. 0072399
. 5932721
L OT29659

- DISTS490
1.3241702
SRETIT7IT
- 5947305

. D3BO3SS9
1.2737254
0342719
0057645

Lavsel Count
= 10 4
4 ] 4
4 10 4

A oov O
b 250 4
= S 4
B 25 &
& S0 4

Bobw ©

S 250 4
o 500 4
10 250 4
10 SO0 )
~ by D
Total 1&

. 8857300

. 5349930
534993
. ST4F9TO

. 5349930
L ETAPPIO
L ST49930
. ST499T0

L SE49930
. SIAYPTO
. ST49930
. SI499TO

~1.0211873
- . ZR74373
-. 9731873

-, F709TTI
LF118127
~. 946748873

il Iutricd
- TI29ITI

-. 9831873

.FR78127
~-.F754573
-1.0189575

2674965

139

. 26749635

19790463

—— v st

1.7301873
2.42TPITE

1.7781873

1.7804373
1. 06T1873
1.7836873
2. 4184373

1.7881873
T.7491873
1. 7759573

1.732435735




TABLE I3 {Continued)
Table of means for Scan time of assembly cell net

J.0B24T73
1.75118773
2.441435773
1.7&046875
T.T7&T43ITE
1. 7739373
1.7&04375
1.7479373

1.77418773
1.7899377
T.74948873

Stnd. Error Stnd. Error 95 Percent Confiderce
Laveal Court Average iinternal? ‘pooled =) for mean
2 & 4 1. 7067300 1.32179840 - S349930 « 3310627
e 10 4 - SBSS000 0299938 - 5349930 —-. 9201873
3 = 4 1. Q857500 . 688BO96S - 5349930 —.I099IT73
4 10 4 « Z8S0000 LO22T1596 . 5349930 - IP0EBTT
E bv D
a2 S 4 2.3877300 1.2&8B5962 . ST49950 1.01208627
5 Lo 4 - ZR82500 - 0286BOY -S349930 ~. Q774373
10 = 4 . 2847500 LOTZ21620 . 3349950 —.9R0RTTI
HUCHE S 4 - S722500 0215111 L S349930 -1.00E4373
C bv D
230 5 4 - 3F8SO0 Q423847 L O2499Z0 -.?771873Z
250 10 a4 4142500 0283119 - H149930 —. FOLAETE
=T L 4 2.F740000 1.Z275460%9 . 74950 - 9983127
S0 10 4 - ZESHI2E0D LDOS9T774 . 5749930 -1.0124Z73

Total | 156 . 88357300

2674965
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17319373

&7 A965

- 1972065
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TABLE 14

Analvsics of Variance for Utilisation of assembly cell net

F IMTERACTIONS

B

-
L

>

)

A

]
¥

Sum of Sguares

&.38477350
1.5190563
4.,05015362

6045062

3. 2130542

20.0456487
5.014738
1.81573&
I.ITPTIS
1.9951&&
2.032058
4.229005

11.748081
41.181334

P pn———— PRl E Bl i

d.f. Mean sguare F-ratio Sig. lev=l
4 2. 3856937 . 997 485
1 1.9190565 . 547 L AE50
1 4.0501382 1.724 L2462
1 6045062 L2957 L HIET
1 T.2130562 1.367 . 2950
& T.3410812 1.422 .58l
1 5.0147553 2,560 1705
1 1.B157562 L7735 L4285
1 TL.3E9TE6T 1.421 2867
1 1.9951583 . 249 L4084
1 2.0520582 873 L4024
1 4,2290062 2.035 L2l
5 2.5496163

15
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TABLE IS5
Table of seans for Utilisation of assembly cell networlk

Stnd. Error Stnd. Error 92 Percent Confidence

Laval Count Averaqe (internal? ipocled &) far mean

= 2 P.751230 LTTE2011 .5419429 8.5575917 11.3445808

4 g F.IIS000 e PPS13 .5419428 7.9414417 10, 728558
B

= a2 10, 1458250 7774044 -S4139428 . FSZE9LT 11.579308

10 =] 2.130000 W 2ISTHEZ L S412428 T.74644317 10.257558
o

280 8 F.448750 . S2T0299 .0419428 8.0851917 19, 342708
THO0 ] 2.837500 .7TE67288 . 2419428 8.4439417 11.231053
-

= a2 10.091250 .7781435 .5419428 8.89786917 11.484308

10 a F. 195000 .2101245 . 5412428 7.8018417 10, 5328308
= hByv B

e S 4 11, Q6TS00 1.397a848 . THE4Z2T FLO9RTILG BRRIRA - - L
totsl 1& F. 047120 LEBE2LIE L IBI21L1S B.ETFTIOE DL, eESI
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T
S0
D0
00
C

250
SO0

e
Japmi LN

SO0

- BTITOO0
Q. 225000
2. 445000

2. 420000

10.482500

F. 477300
&. 122800

F.a4F5000
N.T7ITIO0
2402500
8.877500

Stnrnd. Error
fimpternaly

TaRL I5(LG
ie of assembly c

11374614
.HETI W1

.4294567

L GAGTO2S
1.9040658
W SAH4TES

L3268

=inued)

network

Stno. Erroe-
ipocled )

9% Fercent Contidencs
for mean

.7@&422?

2.44Z125

- S345481 L TREAZ22G
1.3034477 L TREL2ZT
ASTEFSS . Ta642E
LOBTIO9S 7654229
L S8TELLT L EZBE211S

143

G. 8642110
T.2542110
74782110

7.4492110
g.S117110
7.5067110
TL2ZL7110

7.5242110
B.8267110

7.4T17110
£.90&7110

B.46377E03

1ﬂ BOS7EY
. 19573%
11.4;5,9@

11.390789
12, 455289
11.34328%
11.16328%

11.46573°
2.748208%
11.3273228%
10, 848299

10.628520




Fvarage

s

e

10, 752500
P. 150000
F.4T0000
?. 240000

10.952500
F. 340000

. 2T0000
. OSOOO0

2. 347300
F.S50000
10.835000
8. 840000

iinternal)

TABELE 19{Continued)

Stnd. Error-
(pooled s}

Table of means for Utilisation of assembly cell network

e oo e S AL S B S R BT e e e e e O LA e e bl S D S o A AN A S e S SR LA S P S ek S Y T S S MY T ST S e o e e ey e i S S S

tnd. Error

9?5 Percent Confidencs
for mean

1.4994075 . TEE4227
- SATTTOT7 L THSHE229
- 58567867 . THHA2ZES
. 2895111 - 7664229

1.5109124
- H444561
4249510

- 7HE4E29
L THEA42ZER
. THS4229

P.643125

8.¥8i7110
7172110
7.4592110
7.2692110

8.9217110
7. EE9Z110
7.2592110

2.72328%
11.120789
11.400789
11.21078%

12.923289
11.310782
11.200739

. 2709551 - 7664229 7.0792110 11.02078%
. 5101827 THH4229 7.3767110 11.731828°9
" SET74LET 7554229 7.59772110 11.52078%
1.48890462 . TOO4227 8.8842110 12.80578%
- 09046458 - 764229 &£.8692110 10.81078%
. 3832118 . 3832115 B.&S77I03 10, 428520
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Reqrassion moael

Independent variable

TARELE 1

fitting resules far

=

Systam pacrkat delay

CONSTANT
EXD

BEXxC

B

BXCXD

D

=*D

R-3G.
Freviously:

15 observations fitted,

(ADJ.) = 0.B83%98

forecast(s)

ar -ilysis ot Variance

———— ——— — o —— T S v ——

T. 09288

. 7S5554
£5.618277
5.72189%
11.36%711
5.721855
5.618577

t-value 510.leval
45,1932 G, QOO0
-1.5844 0, 12583
-2.8210 0., 3275
1.2649 0.2377
-3.7584 O, 0033
Z.3116 D.0451
S.8170 O 0003

4.031230

A )

for the Full Regression

Durbwat=

Z.370

0, OCHD

computad for © missing val. of dep. var.

F=values

Source Sum o+ Sqauares DF Mean Square F-Fatio
Model 4284.7% ) 714.125 1&. 022
Error 94,250 ? 45,3056

Total (Corr.) 4579.00 15

R-sauared'= 0.915741 Stnd. error of est,
R-sguared (Adi. for d.+.} 0.38395&8 Durbim—Watson statistic

145
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1953

1980

1982

1986

1988

1789

VITA AUCTORIS

th

Born in Tirumangalam, India on the 11 of May.

Completed

Governmen

seccondary schoal education f

rom

t higher secondary school, WVridhachalam,

India, securing first division.

Eompleted

higher secondary school education

from

Kalyanasundaram higher secondary school,Thanjavur,

India, se
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