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Abstract

Optical fibers and Wavelength Division Multiplexing (WDM) are being researched as
well as commercially deployed as technologies that can satisfy the bandwidth
requirements of the Internet today and the foreseeable future. Since optical resources are
expensive, we need to develop network design mechanisms, which can achieve an
efficient utilization of network resources in a reasonable computational time. In WDM
networks, the failure of a single fiber link may cause very large data loss if the traffic is
not rerouted quickly. Therefore, the survivability of optical connections has become a

very important issue for WDM network design.

In this thesis, we present a heuristic method to determine the logical topology and routing
scheme with WDM shared-path protection. In this protection scheme, a primary path and
a backup path are determined for each optical connection. The simulations of our
heuristic show that it is simple and efficient, and can be used for designing fault-tolerant

logical topologies for practical-sized WDM networks.

Keywords: WDM, Wavelength Routed Networks, Physical Topology, Logical
Topology, Single-Hop, Multi-Hop, Routing and Wavelength Assignment (RWA),

Survivability, Protection, Restoration, MILP, Heuristic.
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Chapter 1: Introduction

Nowadays optical fibers and Wavelength Division Multiplexing (WDM) [Gre92,
Muk97] are being researched and deployed as technologies that can satisy the
bandwidth requirements of the Internet today and the future. Optical fibers are the
most attractive medium in today’s telecommunication traffic, because of its high
bandwidth, low error rate and low loss [Coc95]. Wavelength Division Multiplexing
(WDM) technology can utilize the tremendous bandwidth of optical fibers by
transmitting data over separate wavelength channels on each fiber. Each channel can
operate at an electronic speed of a few gigabits per second. Transmissions on multiple
WDM carrier wavelengths from different end-users are combined and transmitted on

the same fiber [Muk97, RS98].

In WDM networks, Wavelength Routed Networks (WRN) are potential candidates for
the next generation of wide-area backbone networks [Muk97]. In WRN, optical
signals can be selectively routed, based on wavelength. The physical topology of a
WRN consists of end nodes, optical routers and fiber links connecting them. Each end
node has a limited number of optical transmitters and receivers. Each fiber link is
capable of carrying a certain number of carrier wavelengths. End nodes may
communicate with one another via all-optical paths, which may span multiple fiber
links and router nodes. The optical routers used at the intermediate nodes can route
the signals on incoming fibers to outgoing fibers as needed without any opto-

electronic conversion. Such all-optical paths are referred to as lightpaths [CGK92,



RS98]. Each lightpath can be viewed as a point-to-point connection from a transmitter

at a source node to a receiver at a destination node.

The set of lightpaths presented in an optical network define a logical topology
[Muk97] over the physical topology. The nodes in a logical topology are the end-
nodes in the physical topology. Each edge in the logical topology is a lightpath, which
provides a single-hop communication between two end nodes. The higher layer
services are carried by the logical topology. An arbitrary logical topology may be
defined using any given physical fiber network. In such an overlay architecture, the
logical topology makes the physical topology invisible to the higher layer networks

(such as SDH, ATM, or IP) [MPPMO2].

1.1 Motivation

Ideally, we would like to set up lightpaths between all the N(N-1) pairs for a N nodes
network. However, this is usually not possible because the number of wavelengths
available per fiber is limited and the optical transmitters and receivers at the source
and destination nodes are expensive. The logical topology design problem is to
determine how the lightpaths should be defined in order to make optimum use of

network resources.

Without wavelength conversion [Joe93], a lightpath must use the same wavelength on
all the links it traverses. This is called wavelength continuity constraint [Bra90],
which is assumed in this study. Given a wavelength routed network, for all requests

for communication, finding routes for the lightpaths through the physical topology



and assigning wavelengths to these lightpaths is called routing and wavelength
assignment problem (RWA) [RS95, ZJMO00]. Logical topology design is actually a

problem of selecting lightpaths and RWA.

When it is not possible to establish a direct lightpath between a source-destination
pair, they still can communicate by a sequence of lightpaths through intermediate
nodes. This is called multi-hop approach [Muk97, Bra93]. In our study, if we cannot
find a single-hop path for a source-destination pair, we try to find a multi-hop path for

it.

With different lightpaths assignments, the same physical topology can have many
different logical topologies. The performance of each logical topology can be quite
different. The performance can be evaluated by the network congestion, which is
defined as the maximum traffic load on any lightpath. Therefore, the purpose of most
studies is to design the optimal logical topology, i.e., the logical topology with the

lowest congestion [LA91, RS98].

The adoption of the WDM technology makes it possible that a single fiber link can
carry much more traffic than before. However, the failure of the fiber link in a WDM
network may possibly affect a terabit of traffic per second. Therefore, the issue of
survivability of WDM networks has become a very important problem [Fum99, GR0O,
MNO1, AMMOO, CPTD98]. There are two main approaches for fault management:
restoration [RM99a, IG00, LDS98, DDHH+99, DG00] and protection [RM99b, CB9S,

EHS00, SG00].



In restoration [RM99a], the spare capacity is not reserved in advance. After the fault’s
occurrence, the available spare capacity has to be found and used to recover the
disrupted traffic. If a fiber fails, the nodes adjacent to the failed fiber link send link-
fail message to all the source-destination nodes of all connections that traverse the
failed link. When a source node of a connection receives a link-fail message, it
initiates a restoration-path search on a certain set of wavelengths. The restoration-path
search is performed on each wavelength in parallel. If a restoration path is found, the
connection is set up on the restoration path. If more than one restoration path is found

for a connection, the first one found is utilized, and the others are released.

In protection [RM99b], spare capacity is reserved in advance. When we define our
logical topology and decide that there has to be a logical edge from node i to node j,
we have to set up two lightpaths from node i to node j. We will call the first lightpath
as the primary lightpath and the second lightpath as the backup lightpath. In the
absence of any fault in the network, all communication will use the primary lightpath
only. When there is a fault in the network, a number of primary lightpaths which use
the faulty component of the network cannot be used. In each case where the primary

lightpath cannot be used, we use the corresponding backup path.

The vast majority of faults is due to a fiber cut and our main concern in this thesis is
to handle fiber cuts. To make sure that a single fault due to a fiber cut cannot affect
both the primary lightpath and the backup lightpath of a node pair, we have to make

sure that the primary lightpath and the backup lightpath are edge-disjoint.



Recently, a number of researchers have proposed strategies to design fault tolerant
logical topology in WDM networks. Some approaches formulate the problem as a
Mixed Integer Linear Programming (MILP) {ILO1]. The solution of the MILP
formulation provides an optimal logical topology and an optimal scheme for routing
the traffic between every source-destination pair. A complete MILP formulation for
determining the optimal logical topology and routing scheme with WDM path
protection is presented by Hong Guan [Gua03]. This formulation guarantees the
lowest congestion. However, to solve these MILP formulations takes a very long time.
In [Gua03], it has been reported that it takes several days to get the solution for a four
node network. Therefore, the MILP formulation is infeasible even for small networks

although it can provide optimal solution for the logical design problem.

1.2 Problem Outline

Since the process of solving the MILP formulation is too time consuming [HABJ+02],
we developed a heuristic for determining a fault tolerant logical topology and the
routing scheme over the logical topology. This heuristic can be solved much faster
than the MILP formulation. For example, to find a fault tolerant logical topology for a
14 node network, it takes less than one second. Therefore, this heuristic is feasible for
much larger networks. However, this approach speeds up the solution time at the cost

of optimality.

For designing the logical topology, the physical topology, the characteristics of the
fiber and the traffic matrix are major factors. The physical topology tells us the

number of nodes (end nodes and router nodes) as well as the connectivity between the



nodes. For each end node, the number of transmitters and receivers for each carrier
wavelength is also known. The characteristics of the fiber tell us the number of
wavelengths that can be carried by each fiber. In this work, we considered a static
traffic scenario. In this case, the long-term average traffic for each node pair in a
network can be conveniently represented by a matrix T which is usually called the
traffic matrix [Muk97]. The (i, ™ element t, of the traffic matrix is the amount of

traffic between the source-destination pair (i, j).

Given a physical topology and a traffic matrix 7, we are required to find a logical
topology. Over this logical topology, each traffic request between a source-destination
pair can be accommodated by one or more lightpaths. That is, each request for traffic
between the source-destination pair (i, /) can be handled by one or more single-hop
path(s) from node i to node j and/or one or more multi-hop path(s) from node i to
node j. This logical topology also provides protection against a single fiber failure,
which, as mentioned earlier, is the predominant form of failures in optical networks.
Since we use WDM path protection scheme, for each communication request, we
need to determine the logical topology. For each edge in the logical topology, we
need to find a primary and a backup route and the wavelengths for the primary and the
backup lightpaths. In addition, we need to ensure that there is a transmitter at the
source node and a receiver at the destination node for each lightpath. When we route
the traffic, we try to route it by existing lightpaths first. If we cannot do so, we route it

by adding new lightpaths.



1.3 Thesis Organization

The thesis is organized as follows. Chapter 2 provides a literature review of the basic
terminology and techniques of WDM networks and fault management techniques for
WDM networks. Chapter 3 starts with the MILP formulation of the logical topology
design and the routing problem which has been studied in detail by [Gua03]. Chapter
3 also includes an overview of the heuristic algorithm for designing the logical
topology which is the main topic of this thesis. Chapter 4 explains the implementation
of the heuristic. Chapter 5 analyzes the results of experiments for some well-known

networks. Chapter 6 concludes the thesis with a critical summary, and future work.



Chapter 2: Background Review

With the tremendous growth of the Internet and the World Wide Web (WWW), the
data network is evolving to include more and more bandwidth-intensive network
applications, such as data browsing on the WWW, java applications, video
conferencing, etc. Optical networking [Gre96, Muk97] is the key technology to satisfy
the increasing bandwidth requirements of the emerging applications. Optical fiber is
the main medium in today’s networks, because of its huge bandwidth, low error rate,

reliability, and maintainability [Muk97, RS98].

In optical networks, in order to make use of the huge bandwidth available in the fiber,
concurrency among multiple user transmissions can be achieved through wavelength
using wavelength division multiplexing (WDM) [Muk97, RS98]. WDM is perceived
to be a promising candidate to address the bandwidth shortage on the Internet.
Survivability of WDM networks has grown into an issue of great importance, and is
being researched by many researchers [Wu92, Ger98]. In this chapter, we give a brief
review of background information related to the remainder of this thesis. WDM
networks, wavelength routed networks, single-hop and multi-hop networks, logical

topology design and network survivability are introduced in this chapter.



2.1 WDM Networks

Wavelength division multiplexing divides the huge bandwidth of a fiber (up to 50T
bits/s) into many non-overlapping wavelength ranges, called WDM channels. Each
WDM channel may be operated at a very high speed, e.g., peak electronic speed of a
few gigabits per second (Gbps). Transmissions on multiple WDM channels from
different end-users are multiplexed on the same fiber. In this way, the aggregate
network capacity can reach the number of channels times the capacity of each channel.
The number of distinct wavelengths that are simultaneously carried by a given fiber
depends on fiber characteristics and other technological constraints, such as crosstalk

(the effect of other signals on the desired signal).

A WDM system uses a wavelength multiplexer at the source node to combine several
wavelengths on to a single fiber and separates the composite signal at the destination

node using a wavelength demultiplexer (Figure 2.1).

Transmitters Receivers
D A M .E] N
— > e
Fiber link
— > L S
Wavelength Wavelength
Multiplexer Demultiplexer

Figure 2.1 Wavelength Division Multiplexing



2.2 Wavelength Routed Networks

The commonly used architectural form for WDM networks is Wavelength Routed
Networks (WRN) [Muk97], which is the network architecture in our research.
Wavelength Routed Networks (Figure 2.2) are composed of one or more wavelength
selective nodes called optical routers and fibers interconnecting these nodes. Each
optical router has a number of input and output ports. These ports are connected to
either end-nodes or other optical routers. The optical routers could be Optical Cross-

Connects (OXCs), Add-Drop Multiplexers, etc.

2 4
................... M ? [] end-node
—_—— ) optical router

Figure 2.2 Wavelength Routed Networks (Physical Topology)

Each optical router makes its routing decision according to the port and the
wavelength of the input signal coming to that port. All the routing is done in the
optical domain. Signals routed to the same output port should have different carriers.

In Figure 2.3, signals on A, A4 can be routed to the same output port, same as signals

on Az, As. Signals on a number of input fibers may be routed to different output fibers.

10
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Figure 2.3 Optical Router

Depending on the design and the components in use, an optical router may have a
variety of capabilities. For example, its routing matrix may be static or reconfigurable,
it may provide wavelength conversion or not. These features have direct influence on

the operation and the scalability of the network.

2.3 Physical Topology and Logical Topology

2.3.1 Physical Topology

The physical topology of a wavelength routed network consists of end-nodes, optical
routers and fibers connecting them [Muk97]. End-nodes are the nodes can generate,
send and receive data. End-nodes are attached to the optical routers. An example of a
physical topology is given in Figure 2.2. The physical topology is the network
topology seen by the optical layer. In this topology, end-to-end connections between
the end-nodes are established on wavelength channels through one or more optical
routers. Such an end-to-end connection behaves like a high-speed transparent pipe
between the end-nodes, which is called a lightpath [Muk97]. For example, in Figure
2.2, the lightpath between node 2 and node 4 is an end-to-end connection on

wavelength A, through three optical routers.

11



2.3.2 Lightpath

A lightpath uses a channel on each link in a path between the source and the
destination. Depending on the capabilities of the network, the lightpath could be set
up or taken down upon request of the higher layer. This could be viewed as a circuit-
switched service, similar to the service provided by older generation telephone
network. Alternatively, the network may provide only permanent lightpaths, which

are set up at the time the network is deployed.

In wavelength routed networks, if an optical router is equipped with a wavelength
converter [Joe93], a lightpath may switch between different wavelengths on its route
from its source to its destination. Otherwise, the lightpath should be assigned to the
same wavelength along its route, this is called the wavelength continuity constraint
[Bra90]. In Figure 2.2, the lightpath between 2 — 4 spans two fiber links. But it is
assigned same wavelength A, along its route. Due to the high cost of wavelength

converters, most proposed optical networks do not allow wavelength conversion. In

this thesis, we assume the wavelength continuity constraint.

In addition, lightpaths sharing a common fiber should be assigned to different
wavelengths. However, if two lightpaths do not share a fiber on their routes, they can
be assigned to the same wavelength. In Figure 2.2, lightpaths between the end-nodes 1
— 3 and 2 — 4 (similarly 2 — 1 and 3 — 4) are assigned to the same wavelength
because they do not share any fiber on their routes. Therefore, wavelengths reuse can
be achieved in wavelength routed networks. This feature results in a tremendous

reduction in the number of wavelengths required for building the wide area networks.

12



2.3.3 Logical Topology

The logical topology [Muk97] is the network topology seen by the higher layer.
Figure 2.4 is the logical topology for the physical topology in Figure 2.2. The nodes in
this topology correspond to the end nodes of the physical topology, and each directed

edge in this topology represents a lightpath has been set up in the physical topology.

1
Ay
Ay
2 ” ! 4
A
! ] end-node
— lightpath

Figure 2.4 Wavelength Routed Networks (Logical Topology)

2.4 Single-hop and Multi-hop Networks

In single-hop networks [Muk92a], the nodes must communicate with one another in
one hop (by one lightpath). That means, a packet transmitted from source reaches its
destination directly without going through other end nodes. These networks are all-

optical, which results very fast communication.

All-optical networks [Muk92a] are designed to avoid the electronics bottleneck (the

performance is limited by the maximum speed of electronics) employed in switches

13



and end-nodes. That is, information is conveyed in optical domain (without facing any
electro-optical conversions) through the network until it reaches its final destination.
In all-optical networks, the end-to-end connection contains only optical devices.
Therefore, the electronics at a node only handle the data intended for that node, not

the data passed through that node on to other nodes in the network.

Single-hop networks with N nodes must provide M(N-1) lightpaths. Therefore, they
need a large number of wavelengths for static networks. In a reconfigurable single-
hop network, a significant amount of dynamic coordination between nodes is required.
For a packet transmission to occur, one of the transmitters of the sending node and
one of the receivers of the destination node must be tuned to the same wavelength for

the duration of the packet’s transmission.

Due to the problems of single-hop networks, an alternative mechanism is needed. In
multi-hop networks [Muk92b], a packet from a source to a destination may have to
hop through intermediate nodes. The channel to be tuned is relatively static by a
node’s transmitter or receiver. The intermediate nodes are responsible for routing data
among wavelength channels electronically. In this way, the packet is transmitted from
optical domain to electronic domain and then to optical domain. Therefore, electronic

buffering slows the network.

Figure 2.5 is an example of physical and logical topology of a multi-hop network. The

physical topology is a star while the embedded logical topology is a 2x2 torus. Note

that, in this example, node 1 can communicate with node 3 and node 4 directly via

14



wavelength channels Ay and A4, but in order to reach node 2, information from node 1

should multi-hop either through node 3 or node 4.

Wavelength routed networks is a combination of single-hop and multi-hop systems. A
lightpath provides single-hop communication. Because of limited number of
wavelengths, multi-hopping between lightpaths for some source-destination node

pairs may be necessary.

In Figure 2.4, communications between 2 — 1,2 — 4, 1 — 3, 3 — 4 are examples of
single-hop since each of them is done by single lightpath. However, transmission
between 2 — 3 is multi-hop, because it needs two lightpaths 2 - 1 and 1 — 3 to
establish this communication. A lightpath may carries not only the direct traffic
between the nodes it connects but also traffic between nodes that are not directly

connected in the logical topology.

15
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Figure 2.5 A Multi-Hop Network
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2.5 Routing and Wavelength Assignment

The logical topology of wavelength routed networks consists of a set of lightpaths,
which are set up between end nodes over the physical topology. With wavelength
continuity constraint, each lightpath is assigned a path through the network and a
wavelength on that path. Finding routes for the lightpaths through the physical
topology and assigning wavelengths to these lightpaths is called routing and

wavelength assignment problem (RWA) [RS95, ZJM00, OB01, SB97, Ram95].

Depending on whether the lightpath requests are known initially and fixed over time
or not, routing and wavelength assignment schemes can be classified into two

categories as static and dynamic.

In static RWA [Mar93, Chl93, CGLM+00], all the lightpath requests between the
end-node pairs are known initially. This is the case for large transport networks or
wide-area networks (WANSs), in which the traffic demand is more fixed over time.
Therefore, static RWA can be seen as the primary case for today’s wavelength routed

networks, which are suitable for WANs due to their high costs.

In dynamic RWA [Ger96a, Ger96b], lightpath requests between end-nodes assumed
to arrive at random times and have random holding times. That is, lightpath requests
are established on demand. This is the case for data networks or local-area networks

(LANS), in which the traffic demand frequently changes over time.

17



2.6 Fault Management Techniques

The routing problem discussed above assumes that the network has no faults.
However, network fault is a major problem in optical networks. In a wavelength
routed network, the failure of a network component such as a fiber link can lead to the
failure of all the lightpaths that traverse the failed link, thereby leading to large data
loss. So, it makes fault-tolerance a very important issue in network management

[LTSO01, MS98, MTO01, SA00, SSS02].

There are essentially two types of fault-management techniques: protection and
restoration. In protection [RM99b, CB98, EHS00, SG00, ABJ02, SW99], spare
capacity is reserved in advance, which means the backup resources (routes and

wavelengths) are pre-computed and reserved in advance.

In restoration [RM99a, 1G00, LDS98], the spare capacity available after the fault’s
occurrence is utilized for rerouting the disrupted traffic. That means, when a failure
occurs, another route and a free wavelength have to be discovered dynamically for

each interrupted connection.

Generally, restoration schemes are more efficient in utilizing capacity due to the
sharing of the spare capacity, while protection schemes have a faster recovery time
and provide guarantees on the recovery. We consider protection schemes in WDM

layer in our research.

18



2.6.1 WDM Protection

From the network-topology perspective, WDM protection can be classified as ring
protection [GRS97, RLO1] and mesh protection [EHS00, RM99b, MPPMO2]. Both
ring protection and mesh pfotection can be further divided into two groups: path

protection [RM99b] and link protection [SB99], which are illustrated in Figure 2.6.

primary path

N

source ., .,.-( destination

backup path

(a) Path protection

primary path

source destination

backup path
| end-node

(b) Link protection
wm— fiber link

- —p primary path

........ » backup path

Figure 2.6 WDM Protection
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In path protection, the traffic is rerouted through a link disjoint backup route once a
link failure occurs on its working path. In link protection, the traffic is rerouted only
around the failed link. WDM path protection typically outperforms link protection.

Therefore, we use path protection on a mesh topology in our study.

In the design of optical networks, a standard assumption is that there is at most one
fiber fault in the physical network at any time. We also make the same assumption in

our research.

In WDM path protection, the lightpath that carries traffic during normal operation is
known as the primary lightpath. When a primary lightpath fails, the traffic is rerouted
over a new lightpath known as the backup lightpath. When setting up the primary
lightpath, a backup lightpath is set up as well. The primary path and the corresponding
backup path should be fiber-disjoint. Otherwise, if the joint fiber fails, the primary

path and the backup path are all fail.

There are two approaches in WDM path protection, one is dedicated-path protection,
another is shared-path protection (also called backup multiplexing). In dedicated-path
protection [SW99], for each primary path, a dedicated fiber-disjoint backup path and
wavelength are reserved. The backup wavelength is not shared with other backup

paths.

In shared-path protection [SRM02, YJO1], for each primary path, a fiber-disjoint

backup path and wavelength are reserved. However, the backup wavelength may be

shared with other backup paths. If two primary paths are fiber-disjoint, then, under the
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single fiber fault assumption, they will never need to use their backup paths at the
same time. Thus, their backup paths can share one or more fibers and be assigned the
same wavelength. In Figure 2.7, primary paths p; and p; are fiber-disjoint, so the

corresponding backup paths b; and b, can share channel A; and edge 0 — 2.

P M
0 - —> 1
~
N A
\\ \\bli?\q :
AN o 1
bz: 7\42\\ \\\ :
~
N ‘\\: [[] endnode
3 9 - fiber link
> ——p primary path

P2 M
- -» backup path

Figure 2.7 Shared-Path Protection

Shared-path protection is more capacity efficient than dedicated-path protection, since
the resources used to create backup paths remain idle under fault-free conditions.
However, the recovery operation for shared-path protection can be complex and
requires reconfigurable optical router at the intermediate routing nodes. Dedicated-
path protection schemes are simpler and faster and do not require reconfigurable

optical routers. In our research, we try to implement backup multiplexing.

21



Chapter 3: Overview of Our Work

In this chapter, we present an overview of our research work. First, we define the
WDM network model used in our research, which includes the physical topology, the
fiber characteristics, and the traffic matrix. Based on this network model, we explain
the objectives of our research and the two approaches used in our research. The first
approach involves a Mixed Integer Linear Programming (MILP) formulation, which
generates the optimum logical topology and the optimum traffic routing scheme.
Because solving this MILP formulation takes a very long time, we introduce the
second approach, based on a heuristic algorithm, which creates the suboptimum
logical topology, but can be solved much faster than the MILP formulation. The first
approach has been described in detail in [Gua03]. This thesis concentrates on the

second approach.

3.1 WDM Network Model Definition

The model of WDM network that we used in our design method is defined by a
physical topology. It is a mesh topology composed of N end nodes, a number of router
nodes and M WDM links connecting two nodes (end nodes or router nodes). Each
WDM link between nodes i and j is bidirectional and consists of two unidirectional
fibers. Each fiber can simultaneously carry the same set of wavelengths, A, 4z, ..., Ax.
In other words, there are K channels with the channel number m having a carrier

wavelength A4,, 1 £ m < K. The capacity of each WDM channel (i.e. the maximum
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amount of traffic it can carry) is the same. In our model, the i" end node has T,m

transmitters which are tuned to wavelength 4,, and R,-m receivers which are tuned to

wavelength 4, 1 <m < K. A typical network is shown in Figure 3.1.

0 1 je 2

=

|:| end-node

Each node has a
number of transmitters

|33 " 4L|l > 5:' and receivers

<> bidirectional fiber

Each fiber can carry K
signals at wavelengths
N A’], 2’2,"'3 AK

Figure 3.1 A Typical Network

In addition to the physical topology, the traffic matrix 7, a N X N matrix is given, each
entry of the matrix #; is the amount of traffic from node i to node j. As mentioned in
chapter 1, we only consider static traffic in this study. Under a static traffic pattern,

the connection requests are all available in advance.

3.2 Objective

Based on the physical topology and the traffic matrix 7, the goal of this study is to

determine the lightpaths to handle all the traffic requirements as specified by the
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traffic matrix 7, and hence define the logical topology. For a given entry ¢; in the
traffic matrix 7, our approach is to find a mechanism for communicating the traffic 4
from node i to node j for all (i, j) pairs. To do this, we have to find, for all i and j
where #; is not 0, a number of routes ry, 7, ..., rp, for some p, p > 0, from node i to
node j. The traffic #; will be communicated with some of the traffic #; using route 7,
some using route ry, ..., the rest using route r,. In some cases, a route consists of a
single hop, so that it is possible to have a primary lightpath and a backup lightpath
from node i to node ;. In other cases, we need to find nodes 4, B, ..., X, such that we
have a lightpath from i to 4, a lightpath from 4 to B, ..., a lightpath from X to j, in
order to define a route i = 4 — B — ..., - X —j from i to j. In this case, we need to
have a primary lightpath and a backup lightpath between the node pairs i and 4, 4 and

B, ..., Xandj

We assume the wavelength continuity constraint, so that the channels on all fibers
used by a given lightpath have the same wavelength. For each lightpath, say from
node i to node j, we need to find a route and assign a wavelength 4, for it, and we
need to ensure that node i has a transmitter and node j has a receiver at wavelength 4,

which is guaranteed to be available when we need to use this lightpath.

3.3 MILP Formulation

The problem we mentioned above can be solved by using Mixed Integer Linear
Programming (MILP). Linear Programming (LP) is the most popular optimization
technique designed to optimize the usage of limited resources in operation research.

LP problems are composed of objective functions and constraints. If any or all of the
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LP variables are further restricted to take integer values in the optimal solution, then it

is called MILP [ILO1].

In our research, we use the MILP formulation to solve the WDM network
optimization problem, which try to find the optimum solution for logical topology
design and traffic routing scheme. The objective function of the formulation is to
minimize the network congestion Fiy, which is the maximum amount of traffic flow

on any lightpath.

For the physical network model defined in section 3.1, the tasks of this problem are as

follows:

. Determine which lightpaths should be chosen. The set of potential
lightpaths consists of all lightpaths between all N(N-1) node pairs. Note that
this formulation allows several lightpaths between a given pair of nodes. For
example, if two lightpaths are allowed between any node pair, the set of

potential lightpaths has 2X/N(N-1) lightpaths.

« Determine a primary path and a backup path for each such chosen

lightpath, along with a wavelength assigned to each of the primary path and

the backup path.

« Determine how the traffic between each node pair will be routed from the

source to the destination based on the given traffic matrix.
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The constraints of the formulation are:

. For a given source-destination pair, the primary path and the backup path
must be fiber-disjoint. If the primary path and the backup path share a fiber,
and the shared fiber fails, both the primary path and the backup path will be
affected at the same time. In order to avoid this, the primary path and the

corresponding backup path must be fiber disjoint.

« Each primary path is edge-channel disjoint with every other primary path.
Any fiber cannot carry two signals at the same carrier wavelength. Therefore,
all lightpaths sharing a common fiber should be assigned different carrier
wavelengths. Using the same argument, if two primary paths use the same

carrier wavelength, then they cannot use the same fiber on their routes.

« Each primary path is edge-channel disjoint with respect to every backup
path. This ensures that no backup path use the same channel and fiber used by
any primary path. The rationale for this is the same as that for the previous

constraint.

« If a fiber is shared by two primary paths and this fiber fails, then both these
primary paths fail at the same time and the traffic must be switched over to
their respective backup paths. However, if their backup paths share a channel
and an edge, then both the backup paths cannot be used at the same time.
Therefore, if two backup paths share a channel and an edge, then

corresponding primary paths must be fiber-disjoint.
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. Ifno fiber fails, the number of primary paths which use wavelength 4,, and
originate from node u, should be less than the number of transmitters at node u
tuned to A, for all # and m. This ensures that we have the requisite number of

transmitters at each node.

« Ifno fiber fails, the number of primary paths which use wavelength A,, and
terminate at node u should be less than the number of receivers at node u
tuned to A, for all u and m. This ensures that we have the requisite number of

receivers at each node.

. If a fiber fails, the total number of lightpaths, including the working
primary paths and the backup paths that replace the unusable primary paths,
originating from node u and using wavelength 4,, cannot exceed the number of

transmitters at node u tuned to A, for all u and m.

o If a fiber fails, the total number of lightpaths, including the working
primary paths and the backup lightpaths that replace the unused primary paths,
terminating at node u using wavelength A, cannot exceed the number of

receivers at node u tuned to A, for all  and m.

» The amount of traffic #; from i to j may be handled using a number of

routes. If more than one route is used to handle #;, then each route carries only

a part of #;, and the sum of the traffic carried by these routes is #;.
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« The maximum amount of traffic flow on any lightpath is Fyqx.
. The total amount of traffic flow on any lightpath is not greater than 1. In

other words, the maximum capacity of a lightpath is 1.

The complete mathematical formulations are in Appendix A, which has been studied
in detail in Ms. Hong Guan’s thesis [Gua03]. We use CPLEX 7.5 [IL01], a powerful
optimization tool, to solve this MILP formulation. The solution of this problem
provides us the optimal logical topology and gives us a routing scheme over the

logical topology. Our primary objective is to minimize the network congestion.

However, the main drawback of this method is that it takes a very long time to solve
the MILP problem. Even for a four node network with 10 edges and 4 channels per
fiber, the number of constraints of this complete MILP formulation is 15476. The
number of variables is 3840. And the number of integer variables is 348. It needs
467484.68 seconds to get the solution. Therefore, this approach is not practical even

for small networks.

3.4 A Heuristic for Defining the Logical Topology

As solving the complete MILP formulation is time consuming, we divided this
problem into two parts. First, we develop a heuristic algorithm to establish the logical
topology with WDM shared-path protection. This is the major work of this thesis.
After that, we formulate the traffic routing problem as a LP problem over the
suboptimum logical topology, which can be solved much faster than the MILP

problem. This work will be done by another graduate student.
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In this thesis, one assumption we make, for simplicity, is that the entire traffic # from

node s to node d is handled using one route only.

In our heuristic algorithm, we use a greedy heuristic and try to find routes for the node
pairs having high traffic first. Since there is relatively more spare capacity at the
beginning, it is easier to find single-hop routes for the node pairs having high traffic,
which helps to reduce the congestion in the network. In general however the traffic
between some node pairs involve multi-hop paths. If we use a multi-hop path s — 4
— B — ... — X — d to route the traffic #,, zero or more of the hops use some or all
of the spare capacity of existing lightpaths and the remaining hops use new lightpaths
created during our process of finding a near optimal way to handle #. The cost of the
path to handle £, is the number of new lightpaths created during our process to handle

tsd.

In this algorithm, we try to find the minimum cost lightpaths for each source-
destination pair (s, d). For example, let our heuristic determine that the traffic #q4
should use multi-hop route s - a —» b — d. If s —» a and b — d are the new
lightpaths and a — b is an existing lightpath, then the total cost to transmit traffic £, is

1+0+1)=2.
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Given the physical network and the traffic matrix, our heuristic includes the following
steps:
Stepl: Create, if possible, n edge-disjoint shortest paths for all the NM(N-1)
node pairs using Dijkstra’s algorithm (in our implementation we used n
=3).
Step2: Sort all the traffic from the highest to the lowest.
Step3: While all nonzero entities in T have not been considered, repeat steps 4
-17.
Step4: Take the highest traffic £, in T, £, is the amount of traffic from node s
to node d.
Step5: Check if it is possible to send traffic 4 from node s to node d using
existing lightpaths. If so, omit step 6.
Step6: Check if it is possible to send traffic £, from node s to node d using a
minimum number of additional lightpaths.

Step7: If step 6 failed, report failure and stop. Otherwise set #;4 to zero.

Some explanation of these steps is given below. In step 1, these shortest paths provide
the routes for the primary and backup lightpaths between source-destination pairs.
Because each primary path and its backup path between a source-destination pair
must be edge-disjoint, it is convenient to consider edge-disjoint paths only. Three
shortest paths (n = 3) for every node pair provide enough route choices for the

primary path and the backup path in most networks [RM98].

In step 5, we check if there is enough spare capacity in some existing lightpaths to

carry the traffic f,; If there exist nodes 4, B, ... X such that there are existing
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lightpaths s — 4, 4 — B, ..., X — d, and each of the lightpaths have at least 7, spare
capacity then these existing lightpaths can carry the additional traffic Zw without
adding any additional lightpath to the network. We choose the sequence lightpaths s
—A4-—B— ... > X — d, which can transmit the traffic ¢, by a minimum number of

hops.

In step 6, if traffic £,; cannot be transmitted by existing lightpaths, we need to find a
minimum number of new lightpaths for it. In other words, we try to decrease as much
as possible the number of hops to transmit the traffic 7, from node s to node d. We
wish to use as few as hops since each hop involves one additional transmitter and
receiver. Each new hop has a primary lightpath and a backup lightpath. For any two

edge-disjoint primary paths, we try to find shared backup paths for them.

The main steps of this algorithm are explained in detail in chapter 4. We tested the
heuristic with three networks, a random six node network, the NSFNET (14 nodes)
and the EURONET (20 nodes). The details of the experiments are presented in

chapter 5.
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Chapter 4: Heuristic Implementation

In this chapter, we describe our heuristic in detail. The goal of this heuristic is to find
the most economic way to define a logical topology for a given WDM network and
traffic matrix. We use a heuristic that looks at the source-destination pair having the
highest traffic first. In this process, we first try to use the existing lightpaths to send
the traffic for this source-destination pair. If this is not possible, we add the minimum
number of new lightpaths which can accommodate the traffic for this source-
destination pair. In the remainder of this chapter, we will first introduce the
simplifications which are used in our heuristic, and then illustrate each main step of

the implementation in detail.

4.1 Simplifications Used in the Heuristic

We have made three simplifying assumptions in our heuristic as follows:

Simplification 1) In the MILP formulation, we consider all the traffic requests
simultaneously. In our heuristic, we only consider one traffic request at a time,
starting with the node pair having the highest traffic. This makes our heuristic a

greedy heuristic.

Simplification 2) In our heuristic, we only choose the route for each lightpath

from three edge-disjoint alternative paths between each source-destination pair.
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However in the MILP formulation, all possible alternative paths between each

source-destination pair are considered.

Simplification 3) In the heuristic, we send the entire traffic ¢, from node s to
node d by one route only. That is we do not decompose the traffic ¢, to more than
one route. In the MILP formulation, the traffic ¢, can be distributed using more

than one route.

4.2 Create Shortest Paths

The first step in our algorithm creates three edge-disjoint shortest paths for every node
pair in the network. When we want to establish a lightpath between a particular
source-destination pair, we choose one of these paths as the route for the primary
lightpath and another as the route for the backup lightpath. Since the primary route
and the backup route must be edge-disjoint, it is convenient to consider only edge-
disjoint paths. We accomplish this by successively applying Dijkstra’s algorithm
[Ski97] to each node pair. When attempting to find a new shortest path for a given
node pair, we erase the edges used by the previously found shortest paths for this node
pair and use the modified graph to create the next shortest path. This ensures that all
three shortest paths will be edge-disjoint. A brief description of Dijkstra’s algorithm

and an example of creating three shortest paths is given in Appendix B.
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4.3 Search Best Path

After creating three shortest paths for every node pair, we sort the traffic in
descending order. Then we try to find the best path for each traffic request. This is the
main part of our algorithm. We select the source-destination pair (s — d) having the
highest traffic 4. Our objective is to find a single-hop or a multi-hop route from
source s to destination d traversing one or more logical edges using a minimum
number of new lightpaths. In general, such a route will consist of a combination of

new lightpaths and existing lightpaths.

First, we try to route the traffic #, from node s to node d using existing lightpaths
which have already been established to accommodate traffic requests considered
previously. As explained earlier, to implement the path protection scheme, each edge
in the logical topology corresponds to two lightpaths — the primary lightpath and the
backup lightpath. It is convenient, from now on, to speak of the load on a logical edge.
This is the traffic that will be carried by the primary lightpath corresponding to this
logical edge if all fibers in the path are fault-free. If there is any fault involving this
primary path, the same traffic will be carried by the backup lightpath. In order to
accommodate the traffic z,; from source node s to destination node d using the spare
capacity of existing logical edges, we only need to look at logical edges having spare
capacity greater than or equal to #,,. If the destination d cannot be reached using only
these existing logical edges, we try to create some new logical edges. Each new
logical edge that we consider is a potential candidate that will be included in the final

logical topology only if that logical edge appears in a minimum cost path to the
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destination node d. Figure 4.1 shows our heuristic to find the best route from source

node s to destination node d carrying the traffic #;.

Stepl: Create a zero-cost list containing only s, and create an empty one-cost
list.
Step2: Create a zero-cost list containing all nodes that can be reached from
current zero-cost list using existing lightpaths only. If d is in the zero-
cost list, then go to step 9.
Step3: For each node i in zero-cost list, do steps 4 — 5.
Step4: For each node j that does not appear in the zero-cost list, do step 5.
Step5: If it is possible to add a new logical edge from i to j, then add j to the
one-cost list.
Step6: If d is in the one-cost list, then go to step 9.
Step7: If the one-cost list is empty, then the algorithm has failed.
Otherwise,
redefine zero-cost list so that contains the same nodes that appear
in the one-cost list, and
empty one-cost list.
Step8: Repeat steps 2 — 7.

Step9: Set up all new logical edges.

Figure 4.1 Search-Best-Path
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Figure 4.2 is an example to illustrate how to find a route for a traffic request #.;o from
node 0 to node 10. The set of logical edges currently existing in the network is {Lo: 0
> 1,L:0521:2-53,13:4—6,Ls:6—>8,Ls: 57} Atthe beginning, the
zero-cost list contains only source node O (Figure 4.2(a)), and one-cost list is empty.
Suppose that the logical edges Lo, L; and L, have sufficient spare capacity to carry the
traffic £9.79 from node 0 to node 10. After step 2, the zero-cost list contains nodes {0, 1,
2, 3}, which can be reached by using Lo, L; and Lo. Figure 4.2(b) shows this situation
where we have used dashed lines to depict an existing logical edge. Because
destination node 10 is not in the zero-cost list, we go to step 4. Suppose we are able to
establish the following logical edges: Ls: 0 — 4, Ly: 1 — 5. Figure 4.2(c) shows this
situation where we have used solid lines to depict new logical edges. After step 4, the
one-cost list contains {4, 5}. Because destination node 10 is not in the one-cost list,
we move the nodes in the one-cost list to the zero-cost list and empty the one-cost list.
Now the zero-cost list becomes {4, 5} and the one-cost list is empty. Since we still
haven’t reached the destination node 10, we need to repeat from step 2. After step 2,
nodes {6, 7, 8} are added to the zero-cost list by using existing logical edges L3, L4
and Ls (Figure 4.2(d)). Now the zero-cost list becomes {4, 5, 6, 7, 8}. Since the
destination node 10 is not in the zero-cost list, we have to do step 4. Suppose we are
able to establish the following logical edges: Lg: 5 — 9, Lo: 7 — 10 (Figure 4.2(¢)).
After step 3, the one-cost list contains {9, 10}. Because the destination node 10 is in
the one-cost list, we stop searching and set up the new logical edges required to reach
the destination node 10. The traffic from node 0 to node 10 goes through four logical
edges: 0 — 1 (zero cost), 1 — 5 (one cost), 5 — 7 (zero cost), 7 — 10 (one cost). The

new logical edges we needare 1 — 5,7 — 10.
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Figure 4.2 An Example for the Search-Best-Path Algorithm
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The heuristic given in Figure 4.1, has two main steps. The first is to extend the search
tree using the existing logical edges that can carry the additional traffic #4. The other
is to find the set of new logical edges that may be constructed from the nodes already

in the search tree. We will now explain these steps in detail.

4.4 Reuse of Existing Logical Edges

One of the tasks in the search-best-path algorithm (step 2) is to find all new nodes that
can be reached from a given set of nodes, using only existing logical edges. In this
section, we explain this process in detail. First we check all the existing logical edges,
whose sources are the nodes in the zero-cost list. From these, we select the logical
edges that can carry an additional f,; amount of traffic. The destinations of these
logical edges are added to zero-cost list. This process is then repeated with the new set

of nodes, until no new nodes can be added. Figure 4.3 gives the outlines of this work.
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Stepl:

Step2:
Step3:
Step4:

StepS5:

Step6:

Create a current-node list consisting of the initial set of nodes in zero-
cost list
Create an empty next-node list
For each node i in the current-node list, do steps 4 — 5
For each existing logical edge /p from node i, do step 5
If the spare capacity of this logical edge is greater than the traffic 4,
and the destination of /p is a node that is neither in the zero-cost list nor
in the next-node list, then

put the destination of /p to next-node list
If next-node list is empty, stop. Otherwise,

zero-cost list = zero-cost list + next-node list

current-node list = next-node list

go to step 2

Figure 4.3 Reuse of Existing Logical Edges

4.5 Create New Logical Edges — Phase 1

If it is not possible to find a path s - 4 — B — ... X — d from source node s and
reach the destination node d using the spare capacities on existing logical edges, we
need to check if we can create new logical edges to find a paths =4 2B — ... X —
d in the logical topology to accommodate the traffic #,,. Some of the edges in this path
are logical edges which existed earlier and have sufficient spare capacities while the

remaining edges are new. Our objective is to create new logical edges to define the
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path using as few network resources as possible. This corresponds to steps 3 — 5 in
Figure 4.1. However the computational effort to find the best solution to the problem
is enormous. This is the most complicated part of our heuristic and is best described in
two phases. In phase I, we find a path s > 4 = B — ... X — d where we ignore the

possibility of sharing backup paths.

4.5.1 Initialize Wavelength Information on Fibers

In order to find a new logical edge, we need the wavelength information on all fiber
links, i.e., which wavelengths are available, which wavelengths are being used and
whether they are used by primary paths or backup paths. The wavelength information
for the existing logical edges is readily available. Since we may have to explore a
number of possible multi-hop routes from the source to the destination before we find
the minimum cost multi-hop routes, we have to take into account the new logical
edges from the source node s to the current node i. For example, in Figure 4.2, when
we try to find new logical edges from node 7, in addition to all the existing logical
edges (shown by dashed lines), we also need to know the wavelength information for
the new logical edge L7: 1 — 5. Information corresponding to other new logical edges
(e.g. Le: 0 — 4, Lg: 5 — 9) are not relevant at this point, since they are not on the path
0 — 1 — 5 — 7. This means that, they will never be actually created if the traffic is

ultimately sent over the sequence of logical edges0 -1 — 5 — 7 — 10.

Figure 4.4 outlines how to find a new logical edge from node i in the zero-cost list to

a new node j without considering the possibility of shared backup paths.
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Stepl: Create temporary wavelength information on all fiber links for all the
existing logical edges and the relevant new logical edges

Step2: For each new node j, do step 3

Step3: If we can find a new primary lightpath and a new backup lightpath
from node i to node j

add node j to one-cost list

Figure 4.4 Create New Logical Edges — Phase 1

4.5.2 Find a New Logical Edge
As mentioned before, whenever we try to establish a logical edge between a given
node pair (i, j), we are actually trying to find two lightpaths (a primary path and a

backup path) for this source-destination pair.

To establish a lightpath from a source node i to a destination node j, we have to

« find a route for the lightpath
. make sure that there is a wavelength A, that can be used for the lightpath
. make sure that there is an available transmitter at node i tuned to A,

. make sure that there is an available receiver at node j tuned to Ap.

If two such lightpaths are found (along two edge-disjoint routes) then it is possible to
establish a new logical edge from node i to node j. The outline of this process is
shown in Figure 4.5. When the process stops, either the process has failed or it has
succeeded. If it has succeeded, one of the paths found may be used as a primary path

and one of the remaining paths may be used as a backup path.
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Stepl: If there is no transmitters at node i or there is no receivers at node j,
then indicate failure and stop
Step2: For each shortest path p from i to 7, do step 3
Step3: If the set of available wavelengths (A) on path p is not empty, repeat
step 4
Step4: If there is an available transmitter for A at node s and an available
receiver for 4,, at node d, for some 4,,€ A, then
increase the number of paths found by 1
Step5: If the number of paths is at least two, then
indicate success and stop

Otherwise, indicate failure and stop

Figure 4.5 Find a New Logical Edge

4.6 Create New Logical Edges — Phase 11

In phase I we found a path s — 4 — B — ... X — d from source node s and reach the
destination node d using a minimum number of new logical edges. For each new
logical edge, we create the backup path from scratch and hence we are using
dedicated protection. It is possible to further minimize the needed network resources
by using shared protection. In this phase, we use the same primary paths that we
found in phase I but check whether shared protection is possible for the backup path.

Figure 4.6 shows how to set up the lightpaths on the route from node s to node d.
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Stepl:

Step2:

Step3:

Step4:

For each new logical edge on the route s >4 - B — ... X — d from s
to d, do step 2

Create the primary lightpath for the new logical edge using one of the
feasible routes and the corresponding wavelength found in phase I

For each new logical edge on the route from s to d, do step 4

Create the backup lightpath with shared protection using the remaining
feasible routes found in phase I. We minimize the amount of additional
network resources used by ensuring that the number of channels not

shared with other backup paths is minimum.

Figure 4.6 Create New Logical Edges — Phase II
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Chapter 5: Experiments and Results

In this chapter, we have explained the experiments carried out for testing our heuristic
and have analyzed the results of these experiments. In our experiments, we used three
physical topologies. One is a randomly generated six node network. The other two are
well-known networks — the NSFNET (14 node) [RS96] and the EURONET (20 node)

[MSYZ95].

We have used our heuristics to generate logical topologies, which are embedded over
a given physical network. We are interested in studying the performances of the
logical topologies under different conditions. These conditions include:

« the number of available wavelengths on each fiber,

. the number of transmitters at each node for each wavelength and

« the load (total traffic) on the network

We always ensured that there were enough receivers at each node for each

wavelength.

To test the heuristics described in chapters 3 and 4, we have written a C program
which takes, as inputs, the physical topology of the network, the number of channels
per fiber, the number of transmitters and receivers per wavelength per node, and the
traffic matrix. When evaluating our networks, we are interested in the following
information:

« how much total traffic can be supported by the logical topology
«  how many traffic requests are failing, because they cannot be accommodated
« how efficiently the network resources are being utilized

« how long it takes to obtain a solution.

44



We also need to determine how the above values change with the amount of
available resources. In order to study the networks generated by our heuristic, we

have run a number of experiments

For each set of experiments, we selected a specific physical topology and varied the
traffic matrix as well as the number of available wavelengths and available
transmitters at each node. For each physical topology, the traffic matrices were
selected to reflect different load conditions. They were classified as low, medium or
high load, based on the total amount of traffic presented to the network (obtained by

adding all the entries of the traffic matrix).

Our program generated the logical topology, as defined by the primary and backup
lightpaths. The results of the output generated by the program are summarized below
in Tables 5.1 — 5.3. These tables report on a number of different parameters,
including the number of single-hop connections, the number of multi-hop
connections, the number of lightpaths, and the total amount of traffic accommodated
by the resulting logical topology. They also indicate the number of failed requests,
and the time required to obtain a solution (indicated in the last column). This is an
important criterion, since our main objective in attempting this work was to be able to

generate a reasonable solution quickly and efficiently.

One way to evaluate how efficiently resources are being utilized, is to determine the
percentage of idle capacity in the network. Low values of idle capacity indicate more
efficient resource utilization. The information on resource utilization is analyzed in

section 5.4.
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5.1 Experiments with a Six Node Network

D end-node
— bidirectional fiber link

Figure 5.1 Six Node Network

Figure 5.1 is a randomly generated six node network with twenty-two edges. We
tested our heuristic on this topology with seven different traffic matrices {7}, T>, T3,
T4, Ts, Ts, T7}, where T; and T3, represent low load conditions, 75 and Ty represent
medium load conditions and T'5 and T, represent high load conditions. 77 represents a
special case, where each entry of the traffic matrix, #; is equal to 100, i # . The actual
traffic matrices are given in Appendix C. The results for the six node network are
given in Table 5.1. For each traffic matrix, we started by allowing 3 wavelengths per
fiber and 1 transmitter per wavelength, per node. Then, we gradually increased the
resources until the resulting network was able to accommodate the entire traffic. As
indicated in Table 5.1, there was not much variation in the amount of time required to

find a solution, for the six node network.
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5.2 Experiments with NSFNET

Figure 5.2 Fourteen Node Network

Figure 5.2 is a well-known network NSFNET with fourteen nodes and forty-four
edges. Same as the experiments with the six node network, we tested our heuristic on
this topology with seven different traffic matrices {T, T2, T3, Ty, T5, T, 17}, where T}
and T3, represent low load conditions, 75 and T represent medium load conditions
and Ts and Tj, represent high load conditions. 77 represents a special case, where each
entry of the traffic matrix, #; is equal to 100, i # . The actual traffic matrices are given
in Appendix C. The results for the fourteen ﬁode network are given in Table 5.2. For
each traffic matrix, we gradually increased the resources (wavelengths and
transmitters) until the resulting network was able to accommodate the entire traffic.
As indicated in Table 5.2, there was not much variation in the amount of time

required to find a solution, for the fourteen node network.
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5.3 Experiments with EURONET

Figure 5.3 Twenty Node Network

Figure 5.3 is a well-known network EURONET with twenty nodes and eighty edges.
We tested our heuristic on this topology with ten different traffic matrices {77, 12, I3,
T4, Ts, Ts, T, Ts, To, T10}, where Ty, T> and T represent low load conditions, Ty, T
and Ts represent medium load conditions and 77, T3, and Ty, represent high load
conditions. T}y represents a special case, where each entry of the traffic matrix, #; is
equal to 100, i # j. The actual traffic matrices are given in Appendix C. The results for
the twenty node network are given in Table 5.3. For each traffic matrix, we gradually
increased the resources (wavelengths and transmitters) until the resulting network was
able to accommodate the entire traffic. As indicated in Table 5.3, there was a little bit
variation in the amount of time required to find a solution, for the twenty node

network.
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5.4 Analysis of Experimental Results

Table 5.1 — 5.3 indicate that, when we increase the number of wavelengths per fiber
or the number of transmitters per node per fiber, the logical topology created by our
heuristic accommodates more traffic. This is because, with more wavelengths or more

transmitters, it is possible to establish more lightpaths, which can carry more traffic.

As we increase total amount of traffic, the percentage of idle capacity in the network

decreases. The idle capacity C; is defined as follows:

i 1)

1- total traffic on the network %100
total capacity on established lightpaths

This means that network resources are being utilized more efficiently, with increasing

traffic.

With the high load traffic matrices, the chances of multi-hop communications
decrease considerably. This is because, most of the traffic matrix entries are greater
than 60 and are routed on one route. So the chances that existing lightpaths will have
enough spare capacity to accommodate the traffic are low. Therefore, if enough
wavelengths and transmitters are available, the traffic will simply be routed by a

single-hop, as this corresponds to a minimum cost.
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Chapter 6: Conclusion and Future Work

The objective of this thesis was to develop practical techniques for designing fault
tolerant logical topologies. The design process had to take into account the underlying
physical topology, the amount and distribution of traffic to be handled by the network
and resource constraints on the number of available optical components at each node
and the capacity of the optical fibers. Attempts to formalize the design process as a
MILP optimization problem can produce precise mathematical formulations.
Unfortunately, even with present day high-performance computing capabilities, such
formulations are of theoretical interest only. The resulting optimization problems

cannot be solved, except for trivial examples.

In this thesis, we have developed a heuristic to design a fault tolerant logical topology
and to rout the traffic specification over the logical topology for any given WDM
network. We have used WDM shared path protection technique to provide protection
against any single fiber failure. This was done, by determining a primary lightpath

and a backup lightpath, for each edge in the logical topology.

We have attempted to design our logical topology, using the minimum amount of
resources. When processing a specific request, we try to use existing logical edges if
possible. If this is not possible, we minimize the number of new logical edges that
must be created. That is we use the minimum network resources to handle each traffic
specification between a source-destination pair. These resources include the carrier

wavelengths on each fiber, the transmitters and the receivers at each node.
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We have tested our heuristic on a number of different physical networks. The results
show that a feasible solution can be found very quickly (several seconds), even for the
fourteen node network and the twenty node network. On the other hand, MILP
optimization techniques require several days of computing for just a small four node

network.

The results also indicate that we can accommodate the entire traffic, if we allow up to
36 wavelengths per fiber, for the twenty node EURONET. This is quite practical and

achievable using present day techniques.

Therefore, we conclude that our heuristic can successfully design fault-tolerant logical
topologies for practical-sized networks, using current technologies. Furthermore, it is
able to achieve this within a reasonable time frame, making it a viable option for

meeting today’s logical topology design needs.

In our heuristic, when creating a new logical edge, we try to use as few network
resources as possible. However the computational effort to find the best solution to
the problem is enormous. Therefore, during the first phase, we find two dedicated
lightpaths for the source-destination pair and ignore the possibility of sharing backup
paths. The algorithm may be improved by incorporating backup-multiplexing when

creating logical edges.

In our implementation, the algorithm cannot handle traffic matrix entries greater than

100. In future, the algorithm should be modified, so that this restriction is removed. In
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order to do this, we have to allow each traffic matrix entry to be processed over

multiple iterations.

The way our heuristic is implemented, each logical topology automatically assumes a
routing of the traffic over the resulting topology. However, this may not necessarily
be the best possible routing for the topology. In order to improve the performance of
the network, an additional step should be carried out to determine an optimal routing
(ie. a routing yielding the lowest congestion) over the logical topology. This is a

significant work in itself, and is being carried out by another graduate student.
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Appendix A: Complete MILP Formulation

A.1 The problem

Given the physical topology of a fiber network G with n nodes m edges, and a set of
wavelengths that each edge can accommodate. Also given a traffic matrix A and the
number of transmitters and receivers at each node, our problem is for a given set P
(with cardinality p) of potential lightpaths, with path p originating from node o(p) and
ending at the node 1(p), for each source destination nodes pair in the network, we
want to determine:

(i) Which lightpaths should be chosen.

(i) The primary path and the backup path for each such chosen lightpath, along with
channel allocation.

(iii) The traffic flow pattern to meet the desired requirements based on the given
traffic matrix, with the objective of minimizing the maximum congestion in the

network.

We assume that only one fiber failure occurs at time and the wavelength continuous

constraint (e.g., a lightpath will be assigned the same wavelength along its route) is

applied.
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A.2 Notations

We define the following notations employed to develop the MILP formulation.

« G [N; E] represents a physical fiber network with a set N node and a set E
edge.

. N represents a set of physical nodes, with [N| =n.

« E represents a set of edges (bi-directional), with [E| = m.

. K represents a set of wavelengths that each edge (i, j) € E can accommodate.

. P represents a set of potential lightpaths.

« o(p) represents a source node of lightpath p.

« I(p) represents a destination node of lightpath p.

« A=(%isanxn static traffic matrix, where A represents the average
traffic exchanged between each source destination pair.

o (o, 1%, ) is the given receiver K-vector, where 1*, provides the number
of receivers at node u tuned to channel k.

. (tlu, . N 5, ) be the transmitter vector at node u, where <, provides the
number of transmitters tuned to channel k.

« e=min{A*: A*>0, s,d € N} is the minimum value in traffic matrix.

A.3 Variables

We defined the following binary (integer) and continuous variables that used in our

formulas.
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Binary variables:
1, if lightpath p is chosen.

by, = foreachpe P
0, otherwise.

The number of this variable is P.

1, if primary path p uses edge (i, j).

0, otherwise.

The number of this variable is mP.

1, if backup path p uses edge (i, j).

0, otherwise.

The number of this variable is mP.

1, if primary path p is assigned channel k.
Wkp =
0, otherwise.

The number of this variable is KP.

1, if backup path p is assigned channel k.
Zkp
0, otherwise.

The number of this variable is KP.
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Continuous variables:

Skpij = 1 iff primary path p is assigned channel k and uses edge (i, j)-

The number of this variable is mKP.

ockpq = 1 iff both primary p and backup path q use channel k.

*f‘pq = 1 iff backup lightpath p and backup lightpath q both use channel k.

P9 = 1 iff lightpath p and q share edge (i, j)-

1, if lightpath p and q share some edges.

Opq =

0, if lightpath p and q don’t share any edges.

1, if primary path p uses edge (i, j) and corresponding backup path uses
n®; = channel k.

0, otherwise.
fdp - is the amount of s-d traffic (traffic originating from s and destined for d) on path

p.

Finax is the maximum amount of traffic flow on any lightpath.
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A.4 MILP formulation and constraints

In this section we will give detailed explanation of the mathematical equations of the

MILP formula and constraints. The MILP formulation consists of two parts:

-- Objective function.

-- Constraints.

Objective function:

Minimize Fiax

As Fumex is the maximum amount of traffic flow on any lightpath, we consider it as

congestion in the network. If we can minimize the Frax, it 1s equivalent to minimize

the congestion in the network.

The following section provides these constraints formulations.

A.4.1 Path creation and channel allocation constraints

bpa 1f1=0(p)
TP -2 & - -by, if i = I(p) =0 VieN,Vpe?P

0, otherwise

by, if i = o(p)
PRTEDI by, if i = 1(p) =0 VieN,VpeP

0, otherwise

64

(1)

@



Constraint (1) describes that for each node i in nodes set N, if i is the original node of
a primary lightpath p, and lightpath p is chosen, then only one edge (i, j) in E is on

that primary lightpath p. Constraint (2) describes the same situation but for backup

lightpath.

2 Wip-by=0,VpeP 3)
keK

S 7p-b,=0,VpeP “4)
keK

Constraint (3) describes that if lightpath p is chosen as primary path, then it can only
use one wavelength. Constraint (4) describes that if lightpath p is chosen as backup
path, then it can only use one wavelength. Constraints (3) and (4) is the wavelength
continuous constraint.

A.4.2 Fiber disjoint constraints

X5 + ¥ - b, <0, VGi,j) € E, VpeP (5)

This constraint describes that if edge (i, j) is used by primary lightpath p and p is

chosen then it cannot be used by its corresponding backup path or visa-versa.

A.4.3 Primary paths edge-channel disjoint constraints

X + wip - 0% <1, V(4,j) €E, ke K, peP (6)

&y - xPy <0, V(,j) €E, keK, peP (7)
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8% - wip<0, V(,j) € B, ke K, peP (8)

b

Y 8% <1, V(G,j) €E, ke K (9)

p=1

Constraints (6)(7)(8) all together force the value of variable Skpjj to be 1 when a

primary lightpath p uses edge (i, j) and assigned wavelength k.

For example, according to definition, if primary path p uses edge (i, j), xPj=1and ifp
uses wavelength k, wi, = 1. From (7) and (8) we get 8%; <1, and from (6) we get 1
< &%, therefore Sk"ij = 1. Constraint (9) guarantees that for all the primary lightpaths
using edge (i, j), only one of them can be assigned wavelength k. Therefore provides

that each primary path is edge-channel disjoint with every other primary path.

A.4.4 Primary path and other backup path edge-channel disjoint constraints

Wip T Zg - O <1, Vke K (10)

- wp + o <0, Vke K (11)

-zg + O <0, Vke K (12)

Py + ¥l + Lol <2, V() €E (13)
ke K

Constraints (10)(11)(12) all together force the value of variable ockpq to be 1 when a
primary lightpath p uses wavelength k and a backup lightpath q uses wavelength k

also.
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For example, according to definition, if primary path p uses wavelength k, Wi, = 1
and if backup lightpath q uses wavelength k, ziq = 1. From (11) and (12) we get (xkpq <

1, and from (10) we get 1 < oy, therefore oy = 1.

Constraint (13) guarantees that if primary lightpath p and backup lightpath q both use
wavelength k, then they cannot share edge (i, j). Because according to definition, if
primary lightpath p and backup lightpath q both use wavelength k, then ockpq =1,
therefore 1 <3, o, , s0 xPy and y% cannot be 1 at the same time, which means if
primary lightpath p and backup lightpath q share edge (i, j), then they cannot be

assigned the same wavelength.

A.4.5 Backup paths multiplexing constraints

Wi + 3% - &% <1, V(G,j) €E (14)
-y + &Y <0, V(4,j) €E (15)
-y% + &% <0, V(G,j) €E (16)

Constraints (14)(15)(16) all together force the value of variable & to be 1 when
backup lightpaths p and q share edge (i, j).

For example, according to definition, if backup path p uses edge (i, j), y’; = 1 and if
backup lightpath q uses edge (i, j), y% = 1. From (15) and (16) we get &% <1, and

from (14) we get 1 < &P, therefore £ = 1. Note that here it is possible p =q.

E - Bpq <0, V(i,j) €E (17)

8, < 1 (18)
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Opq - % gpqij =0 (19)
{@i, j)eE}
Constraints (17)(18)(19) all together force the value of variable 8,4 to be 1 when

lightpaths p and q share some edges and be 0 when they don’t share any edges.

For example, according to definition, if lightpath p and q share edge (i, j), &% =1,
from (17) we get 1 < 0. Consider (18) we know 6,q = 1. If lightpaths p and q do not

share any edge then Y% (i, j) will be 0, from (19) we get 64 < 0, therefore 6,4 = 1.

Zup + Zkg - Ypg < 1, Vk €K (20)

-z + Yo <0, VkeK (1)

- Zig F Yo £0, VkeK (22)

X+ xY + O - X Ve <3, VGQ)) €E (23)
{ke K}

Constraints (20)(21)(22) all together force the value of variable V‘pq to be 1 when

backup lightpaths p and q both use wavelength k.

For example, according to definition, if backup lightpath p and q both use wavelength
k, then zi, =1 and z4= 1. From (21) and (22) we get y“pq <1. From (20) we get 1 <
f‘pq, SO Ykpq = ], therefore 1 < Z’Q‘pq_. Consider (23), if backup lightpath p,q also share

edge (i, j), according to definition, we know that 8,4 = 1. Constraint (23) becomes:

5+ x% -2 Y <2, VG,j) €E
{keK}
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as 1 < 3y , s0 x% and x% cannot be 1 at the same time, which means primary

lightpath p and q cannot use edge (i, j) at the same time.

Constraints (14) to (23) guarantees that if two backup lightpaths share a edge and

channel, then their corresponding primary lightpaths are fiber disjoint.

If lightpaths p and q do not share any edge then 1 < Zykpq @i, j) will be 0, from (19)

we get O, < 0, therefore 0,4 = 1.

A.4.6 Constraints corresponding to transmitters and receivers

There are two cases here.

Casel: No fiber failures. In this case the following constraints must be satisfied.

S wp <% VkeK, ueN (24)
{p:l(p)=u}
Y wip <t VkeK, ueN (25)
{p:o(p)=u}

Constraint (24) means the number of primary lightpaths, which destination is node u
and use wavelength k, should not exceed the number of receivers at node u tuned to
channel k. Constraint (25) means the number of primary lightpaths, which originate
from node u and use wavelength k, should not exceed the number of transmitters at

node u tuned to channel k.

Case2: If a fiber (edge) (i, j) fiber fails. In this case the following constraints must be

satisfied.
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X +zp -N% <1, VG,j) €eE, ke K, peP (26)
WP - X% <0, V(i,j) €eE, ke K, peP 27

N -z, <0, V(4,j) €E, ke K, peP (28)

Constraints (26)(27)(28) all together force the value of variable nkpij to be 1 when
primary lightpath p uses edge (i, j) and its corresponding backup lightpaths uses

wavelength k.

For example, according to definition, if primary lightpath p uses edge (i, j) then xPy =
1; if backup lightpath p uses wavelength k, then z, = 1, from (27) (28) we get nkpij

< 1. Consider (26), we get 1 <n'P;;, therefore n'%; = 1.

Y [wip - 0%+ M1 <t VkeK uweN (29)
{p:o(p)=u}

Y o[Wip - 0%+ M ] <, VkeK ueN (30)

{p:1(p)=u}

iA

If edge (i, j) fails, according to definition, X (p:o(p)-u} 8%, provides the number of those
primary lightpaths that originated from node u, were using channel k, and are now
destroyed. Similarly, Y¢yop)-uy T provides the number of backup lightpaths that
originated from node u, were allocated channel k, and are now replacing those

destroyed primary lightpaths.

Constraint (29) means the total number of lightpaths (including the working primary
paths and the backup lightpaths that replacing those destroyed primary paths)
originated from node u using channel k cannot exceed the number of transmitters at

node u tuned to channel k.
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Constraint (30) means the total number of lightpaths (including the working primary
paths and the backup lightpaths that replacing those destroyed primary paths) destined
to node u using channel k cannot exceed the number of receivers at node u tuned to

channel k.

A.4.7 Traffic flow constraints

f-bAd <0, VpeP, VsdeN,s!=d (31)

Constraint (31) means if lightpath p is chosen, the amount of s-d traffic (traffic

originating from s and destined to d) on path p cannot exceed the total amount of

traffic between s and d.
ghp - Y f9 <0, VpeP, VsdeN,s!=4d (32)
sl=d

Constraint (32) means if lightpath p is chosen, then the total amount of traffic flow on

lightpath p cannot be less than the smallest traffic value on the network.

A9, ifi=s
> -3 =< A, ifi=d  VsdeN,s!=d (33)

0, otherwise.

Constraint (33) means for any node i, if i = s (i is the initial node), then the sum of the

s-d traffic flow on all lightpaths that originated from i will be the value of A¥ (the total
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amount of traffic between s and d). If i = d (i is the destination node), then the sum of
the s-d traffic on all lightpaths that destined to i will be the value of A If s
intermediate node, then the total amount of s-d traffic on all lightpaths that come into
the node i will be the same as the total amount of s-d traffic on all lightpaths that go

out of the node 1i.

2 dep - Fmax < 0, Vp epP (34)
sl=d

Constraint (34) means the total amount of traffic on any lightpath cannot exceed the

maxmum amount of traffic flow on any lightpath.

S <1, VpeP (35)

Constraint (35) means the total amount of traffic on any lightpath cannot be grater

than 1.
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Appendix B: Shortest Path Algorithm

B.1 Create three edge-disjoint shortest paths
We will illustrate our approach through the following example. Figure B.1 (a) is a six
node network with 22 edges, and we want to find three shortest paths from node 0 to

node 5 in this network.

1 end-node
~—> fiber link

Figure B.1 (a) Six Node Network

Based on Figure B.1 (a), the first shortest path from node 0 tonode 5is0 — 1 — 3,
which is found by using Dijkstra’s algorithm. We modify the graph by erasing the
edges used by the first shortest path, 0 — 1 and 1 — 5. The resulting graph is shown

in Figure B.1 (b). Based on Figure B.1(b), we try to find the second shortest path.
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[0

Figure B.1 (b) Six Node Network

The second shortest path from node 0 to node 5 is 0 — 3 — 5. Figure B.1 (c) shows

the resulting graph after erasing the edges 0 — 3 and 3 — 5.

O end-node
2 fiber link

Figure B.1 (c) Six Node Network

Based on Figure B.1 (c), the third shortest path from node 0 to node 5is0 — 2 — 4

— 5.
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B.2 Dijkstra’s algorithm

Dijkstra’s algorithm finds shortest paths from source to all the other nodes in the
network. Dijkstra’s algorithm maintains a distance label label[i] with each node i,
which is an upper bound on the shortest path length to node i. At any intermediate
step, the algorithm divides the nodes into two groups: those it designates as
permanently labeled (or permanent) and those it designates as temporarily labeled (or
temporary). The distance label to any permanent node represents the shortest distance
from the source to that node. For any temporary node, the distance label is an upper

bound on the shortest path distance to that node.

The basic idea of the algorithm is to change temporary nodes to permanent nodes by
updating distance labels. Initially, we give node source a permanent label of 0, and
each other node a temporary label equal to «. At each iteration, the label of a node is
its shortest distance from the source node along a path whose internal nodes are all
permanently labeled. The algorithm selects a node with the minimum temporary label,
makes it permanent, and reaches out from that node, to update the distance labels of
adjacent nodes. The algorithm terminates when it has designated all nodes as

permanent. The pseudocode of Dijkstra’s algorithm is shown in Figure B.2.
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Stepl:
Step2:
Step3:
Step4:
Step5:

Step6:

Step7:
Step8:

Step9:
Step10:

Stepl1:

create permanent list containing only source
create temporary list containing all nodes except source
for each node i in the network, do Step 4 — Step 5
the distance from source to node i is 99999
if there exists an edge from source to node i, then
the distance from source to node i is 1, and
the preceding node of node i is source
the distance from source to source is 0, and the preceding node of
source is source
while temporary list isn’t empty, do Step 8 — Step 10
if node j is the node with the smallest distance from source in
temporary list, then
add node j to permanent list, and
delete node j from temporary list
for each node £ in the network, do Step 10

if there exists an edge from node j to node & and the distance from

source to node k is greater than (1 + the distance from source to node

J), then
the distance from source to node k =
1 + the distance from source to node j
the preceding node of node % is node j

if destination has a preceding node, then a shortest path is found

Figure B.2 Dijkstra’s Algorithm
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Appendix C: Traffic Matrices

The traffic matrices for the experiments with a six node network (section 5.1) are

shown below:
[0 10 20 30 60 10] "0 90 20 10 20 40]
10 0 20 10 10 70 30 0 10 20 30 70
T - 90 10 0 30 10 10 7,- 8 20 0 10 10 30
10 20 80 0 30 20 10 20 60 0 30 90
10 30 10 60 0 10 10 40 10 95 0 10
20 10 20 10 80 O | 120 40 20 10 60 O |
[0 60 20 30 70 10] [0 90 20 50 70 40]
50 0 10 60 50 70 10 0 40 80 50 70
7= 4 70 0 30 10 50 7= 50 40 0 30 40 90
70 20 60 O 30 20 70 40 60 0 50 20
10 40 10 70 0 50 80 40 50 20 0 60
(20 50 40 10 90 O | 20 50 40 60 90 O
[0 90 60 20 70 80 0 80 60 90 70 85]
60 0 10 80 50 70 9 0 75 80 65 70
Ii= 80 60 0 70 10 90 T,- 80 70 0 60 90 60
70 20 90 0 80 60 70 95 90 0 80 55
80 80 60 20 0 90 80 60 85 70 0 90
20 50 70 80 90 O | 95 85 80 85 90 O
[0 100 100 100 100 100]
100 0 100 100 100 100
I= 100 100 0 100 100 100
100 100 100 0 100 100
100 100 100 100 0 100
1100 100 100 100 100 O
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The traffic matrices for the experiments with a fourteen node network (section 5.2) are

shown below:

T:=

[030203010108030401010101010 |
100201030101060101050103010
401005010203010301010201080
104010060102030103010502010
209010500604010101020302010
401030101005060203510159010
102020301040010702040102010
901050153010200201045101030
101040102050201008020301010
503010408010251020030102010
151060201020201080100451030
107010203020108520254001010
203040108030101010251090015

301020104020101050103010700 |

[030803040105030401050501060 |
500107010601050304020504010
408005040503050201060204030
501060030401040503050701040
1040305008020105030 70604050
802050603007040355020405010
305040105040020506010507030
501045954030600401070104050
10405020 6050208004050601040
605010801060403050040503040
45305010601040 6080500104050
107030504040103040954006010
501040108010304510605050090

| 308010504050402070404050300 |

T:=

[030203010108030401010101010 |
100201030101060101050103010
401005010203010301010201080
104010060102030103010502010
209010500604010101020302010
4010301010050 60203510159010
102020301040 010 702040102010
901050153010200201045101030
101040102050201008020301010
503010408010251020030102010
151060201020201080100451030
107010203020108520254001010
203040108030101010251090015
301020104020101050103010700 |

[030608050107060401060701090 |
7505070 40 6010 90 50 50 40 50 60 50
6070 0 50 60 75 40 80 40 60 60 40 40 70
401060080 5010 6070 90 50 70 60 40
30705590 060 5010 50 60 70 60 50 55
80 6050 60 80 0 70 40 35 50 40 40 70 40
5050 60 60 70 40 080 70 50 60 5090 65
60 6045 55803090 040 60 60 40 70 50
1040 70 40 60 50 40 80 0 50 50 60 50 40
6060 5090 50 60 50 60 80 0 6010 60 70
45505030 60 5080 60 6090 070 30 40
4070 60 80 50 60 40 70 40 95 40 0 50 60
6050 40 5090 40 751090 70 60 50 0 50

| 406075604050 608050605060400 |
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T =

050708060 4070 608570 60703090 |
750657040 60809060 4070 506030
60700907085 602075 6060804060
9075500805580 6075905070 6080
507080900 605080 706570607555
807050 609007050 652580907060
657050 6075850809060 70609050
709075 85507090 0 40 7560 80 70 70
80 40 70 60 659550 70 0 80 70 60 90 20
6080509070 60905580070608070
557090 607050 80 65 6090 070 80 40
7570 60 80 90 20 40 70 80 95 60 090 65
856090 758060754090506080070
| 5080756095 70608050708060900 |

[0100100100100100100100100100100100100100 |
1000100100100100100100100100100100100100
1001000100100100100100100100100100100100
1001001000100100100100100100100100100100
1001001001000100100100100100100100100100
1001001001001000100100100100100100100100
1001001001001001000100100100100100100100
1001001001001001001000100100100100100100
1001001001001001001001000100100100100100
100100100100100100100100100 0100100100100
100100100100100100100100100100 0100100100
1001001001001001001001001001001000100100
100100100100100100100100100100100100 0100

(07090 80509590 60 7090 85708090 |
95085958590 8090 80859095 70 60
8090 090 90 85 9580 90 85908070 90
908070 080 90 80 90 7590 80 70 90 80
85709090 0 80 70 80 95 90 70 80 9595
80909080 90090 7095 8580 90 95 80
907080 90 70 85 0 9090 70 00 80 90 90
609095 859070 90 080 85 9080 70 75
808590 90 8595 7080 090 85 9580 90
6080 80 90 9590 80 90 90 0 90 80 90 90
9580 90 8090 85 80 85 6090 0708095
7590 95 80 90 90 90 70 80 95 80 0 90 80
80959075 80 90859090 30 70 80 090

| 1001001001001001001001001001001001001000 |

958095909070908080908595900 |
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T

shown below:

[030303010108030401010101010101010201010 |
1001010101010601010101010104010101010 20
401001010103010101060201010107010103010
101010010101080101010101010101040101010
109010500101010101010101010201010101010
101010101001010101010109010101010501010
10101010101001070601010701010101010 2010
1010109510101001010101080101010101010 40
101010101050201001050601010103010101010
101010101010101010030101070101090101010
151010101010201010100101010801010101010
101010101010101010954001010101010301010
201010108010101010101010010105010103010
3010101040501010101010101001010 20101070
1040101010101020101010101050 01010101010
101095101010101030101010101010010101010
101010101010101010101050101010100701010
101010701010101010101010102010101001020
101010101040201010101010101010101010010

| 701010101010101010011010101020101010100

T>=

80

The traffic matrices for the experiments with a twenty node network (section 5.3) are

_030203010108030401010101010203010102030—
100201030101060101050103010102010301010
4010050102030103010102010802040101050 20
104010060102030103010502010301050301010
209010500604010101020302010103020104010
401030101005060203510159010204010105020
102020301040010702040102010103050201030
901050153010200201045101030201010304010
101040102050201008020301010305010401010
503010408010251020030102010501030101040
151060201020201080100451030102040105010
107010203020108520254001010603010102010
203040108030101010251090015104010501010
301020104020101050103010700101020101070
104010501010102010101010105001010304010
101095101010101030106010301010010101030
101010204010301010101050101030100703010
1040107010101070104010101020101010010 20
20901050060401010102030201010302010 010

701010201010501010301010401020103010100 |



Ts

[030803040105030401050501060 5070 4075 6080
50010701060105030402010401040 6050803040
408005040503050101010204030101060701010
501060030401040103050101040 603010406050
1010305008020105030106040507010106010 30

802050603007040155020405010 304060403050
305040105040020506010507030105030106010
501015954030600401070104050407050401050
104050201050208004050601010503010104030
605010801060403050010501030104050302070
453050106010401020500104050604010301050
107030504040103040954006010405030405060
501040108010304510605050090306040503020
308010504050402030404050300101020101070
104010301020105010201030105001040102010

101095103050101030104010304010010501040

301010201010304010301050101030100703010

104030704030104020104010202010301001020
101050101040201010301050101050101030010

701040102010103010011010301020103010500

Ts=

81

[0308030401050304010 50501060 5070 4075 6080 i
500107010 601050304020504010406050803040
4080 035040503050201060204030503060701040
501060030401040503050701040603050406050
10403050 0802010503070 6040 50 70 30 40 60 5030
802050603007040355020405010304060403050
3050401050400 2050601050 703060 5030506020
501045954030600401070104050407050403050
10405020 6050208004050601040503060504030
605010801060403050040503040604050302070
453050106010406080500104050604030603050
107030504040103040954006010405030405060
5010401080103045106050 500903060 40503020
308010504050402070404050300101020101070
104010201030102010301020105003010401010
101095103010201030105010301010010105010
305040105040202050601050703060500506020
501045954030605040107010405040705003050
104050 20 60 50 2080 50 40 50 6010 40 5030 60 500 30

_701010301040306010301080103020103040100



[030608050107060401060701090306080501070 |
750507040 601090 50 50 40 5060 5050 70 40 601090
6070050 60 75 40 80 40 60 60 40 40 70 50 60 75 40 80 40
4010600805010 607090 5070 604080 5010 60 7090
307055900 60501050 607060 50 55 605010506070
8060 50608007040 35 50 40 4070 40 70 40 35 5040 40
505060 60 70 40080 70 50 60 50 90 6580 70 50 60 50 90
606045 5580 3090 040 60 60 40 70 50 60 60 45 558030
1040 70 40 60 50 40 80 0 50 50 60 50 40 50 5030 60 50 80
60605090 50 60 50 6080 06010 607040 509040 75 10
45505030 60 5080 60 6090 0 70 30 40 50 60 40 704095
4070 6080 50 60 40 70 4095 40 050 60 60 40 50 6080 50
605040509040 75109070 60 500 5060 45 558030 90
406075 60 40 50 6080 5060 5060 40 040 75 40 90 70 60
104010206030702010301020 605003010 401040
101095503050 20 60301050103010 50040105010
3050401050 40 20 20 506010 5070 30 60 500 50 60 20
50104595 403060 504010 701040 50 4070 50030 50
1040 50 2060 50 20 80 50 40 506010 40 50 30 60 50 030

705010301040306010301080703020103040500 |

82

[03060805010706040106070109030 6080501070 i
7505070 4060109050 504050605050 7040601090
6070050 60754080 40 60 60 40 40 70 50 60 754080 40
401060 080501060 709050 706040805010 607090
30705590060 50105060 70 60 809095908090 6070
8060 506080 070 4035 5040 40 7040 7040 35 5040 40
5050 60 60 7040 080 70 50 60 50 90 65 80 70 50 60 50 90
606045 5580309004060 6040 7080 909590809030
104070 40 60 50 40 80 0 65 70 40 60 80 90 60 40 70 50 60
606050905060 506080060106070405090407510
45809095 908090606090 0708090959080904095
40706080 50 60 40 70 4095 40 0 50 60 60 40 50 60 80 50
958095909070908080908595050604555803090
809095908090 60 80 50 60 50 60 40 080 90 95908090
507080604070 608570 607030605003010401040
601095508090959080905040301050040105010
30809095908090 2050 6080 90959080900 506020
50104595 403060809095908090 5040705003050
507080604070 6085 70 6070309040 50306050030

| 70506080 50907060 90558080708090959080900 |



75080859090 85955050 40 50605050 7040601090
607005060 75 408040 60604040 70 50 60 75 40 80 40
408060080859580908590859090859510607090
3070559008085 90908595 608090959080906070
80605060800 7080859090859540704035504040
50506060 7040080705060 509065807050 605090
606045558030900808590908595909590809030
85958090859040800 657040 6080 90 6040 70 50 60
60 60 5090 50 60 50608006010 6070405090407510
45809095908090 606090 0708090959080904095
4070608050 604070409540 05060859580908590
958095909070908080908595050859580908590
809095908090 6080 50 60 50 6040 0809095908090
507080808590908595607030605008595908590
601095508090959080905040301050040105010
308090959080902050608090959080900506020
859580908590608090959080905040705003050
507080604070 6085706070 30859580908590030

08085909085 9560808590908595306080501070 |

| 705060805090 706090558080708090959080900 |

83

(0808590908595 60808590908595958580909570 |

75 0808590908595908595809050908595809090
607009085958090908595809080409085958090
908095080859580908590859090859510607090
3070559008085909085956080909590809060 70
908595809009080859090859580 709085958090
509085958090 08000 506050906580 7050605090
90:8595809030900808590908595909590809030
859580908590408009085958090909085958090
806050958580909580060908595809090407580
958090959080 906060900 708090959080909095
80706080 9085958090958005060859580908590
958095909070908080908595050859580909590
809095908090 60809085958090 0809095908090
507080808590908595607030605008595908590
601095508090959080909085958090090859580
308090959080 95 8580909590959080900 5060 20
859580908590 608090959080908595809008050
907080908595809085706070859580908590030
908595809090908595805080708090959080900 |




09095909095 95901009590 909595 958590909570 |

9509085901008595909595809090908595809090
9590090959590909095958010090959085959095
9095950959595959595 9085901008595 909095 90
95908595 090959090 9595100909095 90959090 70
9095958095095909590908595909090859510095
95100859590 900909080 90909095807090909590
958595909080 90010085 90908595909590809085
959510090 9590859009085959590959095958090
9085959585901009595090909595909595907580
95809095100 8095909590 0958090959080909095
801009580 9095958090959009095959590958590
9580959090 709080909085950100959590909595
10090959080 90809090859580900909595959090
959095 90859590859590709090100 08595909590
8595959095909590901009085958090090959580
9095909590859585959095100959090950909070
85959590 959095100 90959085909595909009095
95901009095 95809095909590959585909590090

9095959090100909595959090958090959085900 |
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Ti=

-0100100100]00100100100100100100100100100100100100100100100—
1000100100100100100100100100100100100100100100100100100100
1001000100100100100100100100100100100100100100100100100100
1001001000100100100100100100100100100100100100100100100100
1001001001000100100100100100100100100100100100100100100100
1001001001001000100100100100100100100100100100100100100100
1001001001001001000100100100100100100100100100100100100100
100100100100100100100 0100100100100100100100100100100100100
1001001001001001001001000100100100100100100100100100100100
1001001001001001001001001000100100100100100100100100100100
1001001001001001001001001001000100100100100100100100100100
1001001001001001001001001001001000100100100100100100100100
1001001001001001001001001001001001000100100100100100100100
1001001001001001001001001001001001001000100100100100100100
1001001001001001001001001001001001001001000100100100100100
100100100100100100100100100100100100100100100 0100100100100
100100100100100100100100100100100100100100100100 0100100100
100100100100100100100100100100100100100100100100100 0100100
1001001001001001001001001001001001001001001001001001000100

1001001001001001001001001001001001001001001001001001001000 |
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