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Abstract

This thesis describes the design, implementation and
testing of an adaptive digital interference canceler for
periodic signals. This canceler uses the least mean-square
(LMS) adaptive filtering technique to eliminate interference
from an input signal. an advantage of the adaptive
interference cancelling approach is that it requires no prior
knowledge of both the signal and the interference
characteristics. A digital design approach is used in this
thesis because of its reliability and accuracy. The canceler
is implemented using a Xilinx FPGA chip. A prototype design
demonstrated that the canceler was able to reduce the input

interference power by about 40%.
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Chapter 1

Introduction

This thesis presents the design methodology for an
adaptive interference canceler (AIC) for periodic signals.
The canceler can reduce interference power from a corrupted
signal based on the principles of least mean-square (LMS)
adaptive filtering [1]). This approach has the advantage of
requiring no prior Kknowledge of the interference signal
because the filter has the ability to adjust its own
parameters automatically. Implementation details and
stimulation results are given for a Field Programmable Gate
Array (FPGA) prototype. This chapter provides a brief
introduction and motivation of the research work conducted.

In addition, the outline of the thesis is described.

1



Chap.l Introduction

1.1 Motivation

Separating a desired signal from background interference
is an important problem in signal processing. In many
environments, such as in aircrafts, helicopters, and concert
halls, the characteristics of interference changes frequently.
Tt is known that the presence of high levels of acoustic
interference in an audio signal significantly reduces the
intelligibility of the signal. Although the use of gradient
(noise cancelling) microphones and a physical barrier such as
oxygen facemasks reduces the noise problem somewhat, the
ambient interference levels encountered in environments such
as high performance tactical aircrafts are often severe enocugh
that the performance of vocoders and automatic speech
recognition systems are seriously affected.

Traditionally, a fixed weight filter is wused for
interference cancellation. However, the design of fixed
filter must be based on prior Knowledge of both signal and
interference. If the properties of the interference are
unknown, the fixed weight filter for interference cancellation
is not a suitable approach. A useful method that requires
more than one input source is adaptive noise cancellation
(ANC) proposed by Widrow et al.{1]). The ANC method uses a
second sensor, commonly called the reference, to gain

additional information about the background interference. If



Chap.l Introduction

the reference sensor contains only a correlated version of the
interference component in the primary sensor, ana an
interference corrupted signal is applied in the primary, the
filter minimizes the interference power while leaving the
desired signal unaffected. If the interference in the
reference microphone is related to the noise in the primary
microphone by a linear filter, then it is possible to cancel
completely the noise corrupting the desired signal.

In this thesis, an adaptive digital interference canceler
is implemented to process the corrupted periodic signal
directly using a third generation of programmable logic
devices FPGA. The results of this thesis show that the
adaptive digital interference canceler performs

satisfactorily.

1.2 Thesis Organization

This thesis is divided into six chapters. Chapter 2
provides the background information on the adaptive noise
cancellation and the LMS algorithm. Chapter 3 presents the
background material to understand FPGA technology. It
includes a brief description about the evolution of
programmable devices, FPGA architectures and CAD flow for
implementation. Design methodology of the adaptive

interference canceler is in Chapter 4. The structure of
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different arithmetic units are also described. In Chapter
5, the test results of a FPGA implementation are presented and
compared with computer simulation results. Finally, Chapter
6 summarizes the tasks undertaken by this thesis and shows

some directions that can be taken for future work.



Chapter 2

Background Theory

This chapter provides a brief overview of the background
theory relevant to this thesis. The concept of adaptive noise
cancellation is presented followed by an brief introduction of

adaptive filters and the adaptive LMS algorithm.

2.1 Concept of Adaptive Noise Cancellation

One of the most useful applications of adaptive filtering
is the method of Adaptive Noise Cancellation (ANC). It was
proposed by Widrow et al.[8] in 1975. Fig. 2.1 illustrates
the basic model of the ANC. The signal x at the primary

input is composed of a desired component s and a noise
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component n, whereas the signal r

Adsptive Noise Cancellation Model
Primary , « cccceeccccnnaaacans .
Input | ' Output
X + 8 ’
s Do—x =<§?\ >t >

X

[
——

N
Mt

%

7

[ ]
Reference:

Input \

Adaptive noise canceler

Figure 2.1 Model of Adaptive Noise Cancellation

at the reference input consists of a filtered version of the
desired signal s’ and noise signal n’. For simplicity, the
discrete time index has been removed. The transfer functions
H,(z) and H,(z) are assumed to be models of propagation
channels for the noise and the signal in reference input. The
r is filtered by H(z) to produce the output y that is an
estimate of the additive noise n. The estimated desired

6



Chap.2 Background Theory

signal ¢ is obtained by subtraction € = X - y and it is also
used to control the adaptive filter. If it is assumed that
|H2(z)| = 0 so that the signal r contains no signal s
component and signal s is uncorrelated with both noise signal
n and n’, then the result of Widrow et al. shows that
minimizing E[e€?] will give the best least-square fit to the

clean signal s. From Fig 2.1, the system output is
E=s+n-y (2.1)
Squaring, one obtains
€? = s* + (n-y)% + 2s(n-y) (2.2)

Taking expectations of both sides of (2.2), and realizing that

s is uncorrelated with n and with y, yields

E[€®] = E[s®] + E[(n-y)?] + 2E(s(n-y)]

= E[s%) + E[(n-y)?] (2.3)

The signal power E[s?] will be unaffected as the filter is

adjusted to minimize E[€?]. Accordingly, the minimum output

power is
Emin[ezl = E[Sz] + Emin[(n-Y)2] (2.4)

Since minimizing E[€?] corresponds to minimizing E[(n-y)2], y
is the best least-sgquare estimate of noise n.
The success of the ANC is dependent on obtaining an

7



Chap.2 Background Theory

external reference noise input which satisfies the stated
requirements. In some applications, the reference input
contains signal components ]E&(z)| # 0. Assume the input
signal and noise powsr spectra are & (z) and $..(2)
respectively. The spectrum of the reference input is related

to the spectrum of the input x as,
8..(2) = ¥, (2) |Hy(z)|® + &,(2) |H (2) ]| (2.5)

The cross-spectrum between the reference input and the primary
inputs is identical to the cross-spectrum between the filter’s

input r and desired response X, vhich is
8 (2) = 3,.(2)H,(2") + &, (2)H (z") (2.6)

When the adaptive process has converged, the unconstrained
Wiener transfer function of the adaptive filter is
8, (2)Hy(27") + 8,(2)H,(z")

H(z) = - - (2.7)
st(z) IHZ(Z) I + an(z) |H1(Z) |

The transfer function of the propagation path from the signal
input to the noise-canceler output is 1-H,(z)H(z) and that of
the path from the noise input to the canceler output is 1-
H,(z)H(z). The spectrum of the signal component in the output

is

B e (2) = 8.,(2) |1-Hy(z)H(z)|?
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(H,(2)=Hy(2) 18, (2) H,(27) :
= @Ss(z) (2.8)
QSS(Z) lHZ(Z) |2 + @nn(z) ]H1(z) |2
and that of the noise component is similarly
anout(z) = an(z) ll-H.I(Z)H(Z) |2
(Hy(2)=H,(2) 18,,(2)Hy (2" 2
= ¢ ..(2}) (2.9)
§SS(Z) ‘Hz(z) Iz + an(z) lH‘](z) |2
The output signal-to noise density ratio is
3. (2) 2a(2)Hy(27) |2
pout(z) = - .1
3..(2) e (2)H,(z™)
8., (2) | H (2) |®
- (2.10)

¢, (2) |Hy(2) |2

The output-to-signal density ratio can be expressed in terms
of the signal-to-noise density ratio at the reference input,
Pres(2) - The spectrum of the signal component in the reference

input is

Dourer(2) = B, (2) |Hp(2) |2 (2.11)
and that of the noise component is similarly

®neret () = $.,(2) |H1 {z) Iz (2.12)

The signal-to-noise density ratio at the reference input is
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‘pss(z) |H2(Z) |2
Pres(Z) = . (2.13)
¢ (2) |5y (2) |

The output signal-to-noise density ratio is

1
pout(z) = - (2'14)
pref(z)
This equation is known as the signal-to-noise inversion
principle. Assuming the adaptive solution to be unconstrained
and the noise in the primary and reference inputs to be

mutually correlated, the SNR of the ANC system output is the

inverse of the SNR of the reference.

Desired

Input x0
Response

Error¢
p———

Update the L i
Weight +—— -3Ming |,
Input xn w0 ..wn Algorlthm

Figure 2.2 Multiple-input Adaptive FIR Filter
with Desired Response and Error Signals

10



Chap.2 Background Theory

2.2 Adaptive Nonrecursive Filter

An adaptive nonrecursive or FIR filter, sometimes called
an adaptive linear combiner, is fundamental to adaptive signal
processing. It is the single most important element in
adaptive or learning processes. Because of its nonrecursive
structure, the adaptive FIR filter is relatively easy to
understand. A general form of adaptive FIR filter is shown in
Fig. 2.2. It consists of an input signal vector with elements
Xor Xq0 X3 oo Xy (X = Xg, Xqp Xp o0 X,), a corresponding set of
adjustable weights w,, Wy, Wp ... W, (W = wy, Wy, W ... W}, 2
summing unit, and a single output signal y. The procedure for
adjusting the weights is called a "weight adjustment" or
"adaptation" procedure. The weights are updated based on the
€ and the learning algorithm.

There are two forms of the input vector X. First they
may be considered to be simultaneous inputs from n+1 different
signal sources. Second, the elements in vector X may be
considered to be n+l1 sequential samples for the same signal
source. The structure of a single input FIR filter is shown

in Fig. 2.3. This thesis focuses on a single input FIR

filter.

For multiple input:

X, = [ Xo Xy X +o+ Xp ) (2.15)

11



Chap.2 Background Theory

n
Y = 2 Wy Xy (2.16}
1=0
Corresponding to (2.16), we have a weight vector
We = [ Wop W Wag » oo Wiy ] (2.17)
Equation (2.17) can be expressed in vector notation
Yo = X' W, (2.18)
input x wo
Desired
Response
Z
2z Errore
p——

z+ Update theA Learning |
Weight « Algori
w0 ... wn gorithm

Figure 2.3 Single-input Adaptive Transversal Filter
with Desired Response and Error Signal

12



Chap.2 Background Theory

For single input:

X = [ %% Xpoq Xep oo X 1 (2.19)
n

Yo = T W X (2.20)
1=0

Error signal is

€, = D - ¥ (2.21)

where k is the time index.

2.3 Least-Mean-Squares Adaptive Algorithm

The purpose of the adaptive algorithm is to adjust the
weights of the adaptive filter to minimize the mean-square
error €. For stationary input signals and a desired response,
the mean-square error is a quadratic function of the weights
with a single fixed minimum point [2],([3]. The least-mean-
squares (LMS) algorithm [1],(3],(4]1,[5] is a widely used
adaptive algorithm for finding close approximate solutions in
real time. The algorithm does not require specific
measurements of correlation functions and complex arithmetic
operations. Accuracy is limited by statistical sample size
because the weight values found are based on real-time

measurements of input signals.

13



Chap.2 Background Theory

MSE

0.0

Figure 2.4 A Two-dimensional Quadratic
Performance Surface of Adaptive Filter
The IMS is a gradient search algorithm using the steepest
descent, the estimation of the gradient is based on the
instantaneous value of the error. According to LMS, the
"next" weight vector W,, is equal to the "present" weight

vector W, plus a change proportional to the negative gradient:

The parameter u is the factor that controls stability and rate

of convergence. v, represents the true gradient at the k™

14
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iteration. The IMS algorithm estimates an instantaneous
gradient v’ by assuming that ek2 is an estimate of the mean-
square error and by differentiating e=.k2 with respect to W. The
formulas for the true and estimated gradients are given as

follows:

dE[€,2] [ dw,

v, & [ : ] (2.23)
dE[ €] [ ow,
Bekz / dw, de, [/ ow,

v/ = [ : :) = 2€, [ : -|| = —2€.X, (2.24)
el [ ow, de, / dw, d

To replace the true gradient of (2.23) with the estimated

gradient in (2.24) gives the Widrow-Hoff ILMS algorithm:
Wy = W + 20X, (2.25)

This algorithm is simple and easy to implement in a practical
system without squaring, averaging and differentiation. It
has been shown [9] that starting with an arbitrary weight
vector, the algorithm will converge in the mean and will
remain stable as long as the parameter p is greater than zero
but less than the reciprocal of the largest eigenvalue of the

matrix R:

R = E[X X] (2.26)
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2.4 ANC without an External Reference Input

In some situations, no external reference input free of
the signal is available. If an input signal is consisted of
a multiple of sinusoidal signals and is corrupted by some
broadband signals. It is possible to construct an ANC system
without an external reference. A delayed version of the input
signal is used as the reference in this case. The block
diagram of the ANC without the external reference input is
shown in Figure 2.5. The approach is to used a fixed delay a
to cause the broadband signal components in the reference

input to become decorrelated from those in the primary input.
E{ s(n)*s(n-a) } = 0 (2.27)

The chosen delay & must be sufficient to decorrelate the
broadband components. Because of the periodic nature of the
periodic components, they will remain correlated with each

other.

x(n)

e(n}

QNQ y(n)

|

Figure 2.5 Block Diagram of ANC without
External Reference Input

Delaya
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2.5 Summary

In this chapter, the basic concepts of the ANC, adaptive
FIR filters and the IMS algorithm have been introduced. The
ANC requires a reference signal to cancel the noise from a
primary signal. It greatly improves the signal-to-noise ratio
of noisy signals under certain conditions. The advantage of
the ANC is that it requires little or no prior knowledge of
signal or noise characteristics. Due to its simple structure,
it is suitable for digital implementation as demonstrated in

this thesis.
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Chapter 3

Introduction to FPGA Technology

This chapter provides a brief introduction to FPGA
technology. Tt begins by describing the evolution of
programmable devices, and follows with a brief discussion on
programming elements, FPGA examples and the related CAD flow

for the implementation of circuits.

3.1 Evolution of Programmable Device

Digital system design has changed a great deal in the
last ten years. Programmable devices, which are general-

purpose chips that can be configured for different

13
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applications, have become a key role in the design of digital
hardware. A programmable Read-Only Memory (PROM) was the
first type of programmable device used widely. It is a one-
time programmable device that consists of an array of read-
only cells. A pre-defined truth-table in the form of a logic
circuit is stored in memory cells. By using the PROM’s
address lines as the circuit’s inputs, the circuit’s outputs
are based on the stored bits. With this strategy, any truth-
table function can be implemented. A PROM is suitable for
computer memories in microcontroller based systens.

There are two basic versions of PROMs: mask-programmable
and field programmable. The first is configured by the
manufacturer. It provides a high speed of operation because
connections within the device can be hardwired during the
manufacturing process. In contrast, the speed of field-
programmable devices is always slowed down by programmable
switches. However, a field programmable chip can be
programmed within days using inexpensive equipment. There are
two enhanced versions of field programmable devices, the
Erasable Programmable Read-Only Memory and Electrically
Erasable Programmable Read-Only Memory. Both of them can be
erased and reprogrammed many times.

The second type of programmable device is called a
Programmable Logic Device (PLD) which is specifically designed

for implementing logic circuits. Programmable Array Logic
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(PAL) is the most basic form of PLD. It contains a
programmable AND-plane followed by a fixed OR-plane. The AND-
plane can give the product of inputs as an output and the OR-
plane can generate the sum of product terms. Hence, PAL is
ideal for implementation of sum-of-products form of logic
functions. The outputs of the OR-gates can be registered by
a flip-flop optionally. The Programmable Logic Array (PLA) is
a variant of PAL in that both planes are programmable. Both
types of PLDs allow high operation speed but they can only
implement small logic circuits due to their simple structures.
The logic capacity is about 5000 logic gates. They are also
available in either mask-programmable or field-programmable
versions.

Besides PLDs, Mask-Programmable Gate Arrays (MPGAs) are
also widely used in industry. An MPGA consists of rows of
transistors that can be interconnected to form a desired logic
circuit. User specified connections are available between
rows (to connect basic gates together) and within rows (to
construct basic logic gates). All mask layers of the chip are
pre-defined by the manufacturer, except for those that specify
the final metal layers. These metal layers are customized to
connect the transistors in the array during fabrication in
order to form the desired circuit. The advantage of MPGAs is
that they allow the implementation of much larger circuits.

However, they lack of the instantaneous programmability and
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have a large non-recurring engineering cost.

In order to take advantage of both PLDs and MPGAs, Field
Programmable Gate Arrays (FPGAs) were introduced by Xilinx
Company in 1985. FPGAs combine the programmability of PLDs
and the scalable intercomnection structure of MPGAs. Hence,

present programmable devices have a much higher logic density.

pisl=]e
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Figure 3.1 Conceptual FPGA

3.2 Structure of FPGA

FPGAs were introduced by the Xilinx Company in 1985.
They are programmable devices like PALs, in that the
jnterconnections between the elements are user-programmable

without the use of an integrated circuit fabrication facility.
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Also like an MPGA, an FPGA includes an array of uncommitted
elements that can be interconnected in a general way. Since
then, a number of companies, such as Actel, Advanced Micro
Devices (AMD), Motorola, AT&T and Crosspoint Solutions, have
introduced many different FPGAs.

FPGAs are a collection of functiocnally complete or
universal logic elements placed in an interconnection
framework. Some parts look like two dimensional cell arrays
with little interconnection channels running horizontally and
vertically between the cells. It is shown in Figure 3.1.
Oother parts look more like stacked 1logic gates with
programmable arrays, similar to regular PLDs. The
interconnect contains segments of wire, where the segments may
vary in lengths. By the programmable switches, logic blocks
can connect different wire segments, or one wire segment to
another. Logic c¢ircuits are implemented in a FPGA by
partitioning the logic into individual logic blocks and then
interconnecting the blocks as required via the switches.

The heart of FPGAs is the programmable logic block. The
structure and content of a logic block are called its
architecture. The design of the logic block should be as
versatile as possible. Some FPGA logic blocks can be as
simple as 2-input NAND gates or have a more complex structure,
such as look-up tables (Xilinx’s FPGA (7)) and multiplexers

(Actel’s FPGA [8]). In some FPGAs, a logic block compares
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with an entire PAlL-like structure. Most logic blocks also
contain some type of flip-flop, to aid in the implementation

of sequential circuits.

Loac oot LOG Lot

CINCE]
L
[]

"

BLA-OF-OATES

Figure 3.2 Three Classes of Commercial FPGA [6]

The structure and content of the interconnect in FPGA is
called its routing architecture. The routing architecture
includes programmable switches and wire segments. The
programmable switches can be built using several methods
including: pass-transistors controlled by static RAM cells,
anti-fuses, EPROM transistors, and EEPROM transistors. As in
the logic blocks, different companies provide different
routing architectures. Some FPGAs offer a large number of
simple connections between blocks but others provide less

connections with more complex routes.
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3.3 Programming Technologies

The instant programmability of FPGA depends on the
programmable devices of a FPGA chip, including programmable
logic blocks and programmable elements. It is important to
understand how the programmable devices work. The term
programmable elements refer to the entities that allow
programmable connections between wire segments. Generally, a
typical FPGA may contain more than 100,000 programmable
elements. The design of programmable elements depends on the
application in which a FPGA is used. For example, some
programmable elements are non-volatile and some elements can
be re-configured without being removed from the circuit board.
No matter which design is used, the programming elements can
be configured in one of two states: ON or OFF. Due to the
huge number of programmable elements in a chip, the design of

a programmable element should have the following properties:

the chip area of programmable element should be as small as

possible,

the programmable element should have a low ON resistance and

a very high OFF resistance,

the programmable element should contribute low parasitance

to the wiring resources to which it is attached,

the programmable element should be reliably manufactured in

large velume on a chip.
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There are four +types of programming elements that are
currently used in commercial FPGAs. They are static RAM
cells, anti-fuses, EPROM transistors, and EEPROM transistors.
Each one of them has different properties and different
fabrication procedures. The details of each of the

programming elements will be described in the following.

3.3.1 Static RAM Programming Technology

Static RAM programming technology uses SRAM cells to
control pass-transistors, transmission gates or multiplexers
in programmable connections. Figure 3.3a shows the use of a
static RAM cell to control a CMOS pass-transistor. Also the
SRAM can control both the n-channel and p-channel transistors
of a full transmission gate (Figure 3.3b). In the OFF state,
the pass-gate forms a very high resistance between the two
wires to which it is attached. In the ON state, it creates a
low resistance connection between the two wires. Besides the
above two approaches, several SRAMs can be used to control the
select inputs on a multiplexer. It is shown in Figure 3.3c.
This design is used to optionally connect one of several wires
to a single input of a logic block.

Due to volatility of SRAM, static RAM FPGA must be re-
configured when the power 1is applied to the chip. Hence,

permanent storage, such as a ROM or a disk, is required to
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store the programming information. compared with other
programming technology, this technology requires a relatively
large chip area. This is because at least five transistors
are needed for each RAM cell and the transistors for the pass-
gate or multiplexers. The major advantage of this technology
is that FPGAs using this technology can be reconfigured very
guickly and the programmable elements can be produced using
standard CMOS process technology. FPGA’s produced by
Algotronix, Concurrent Logic, Plessey Semiconductors, and

Xilinx use static RAM programming technology.

ROUTING
WIRES

RAM CELL RAM CELL I I l_l
RAM CELL —‘ Ll
— > MUX
1 RAM CELL J-
ROUTING ROUTNG  ROUTING ROUTING
WIRES WIRES WIRES —L WIRES

TOLOGIC CELL
INPUT

8. PASS-TRANSISTOR b.TRANSMISSION GATE c. MULTIPLEXER

Figure 3.3 Static RAM Programming Technology [6]

3.3.2 Anti-fuse Programming Technology

Anti-fuse programming technology is used in FPGAs offered

by Actel Corp., QuickLogic and Crosspoint Solutions. Although
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the implementation of these elements is different from company
to company, their function is the same. An anti-fuse element
normally stays in a high-impedance state but can be "fused"

into a low-impedance state when programmed by a high voltage.

OXIDE ) POLY-Si

DIELECTRIC

HH b
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SILICON SUBSTRATE

Figure 3.4 PLICE Anti-fuse Programming Technology [6]

PLICE [9] is an anti-fuse device used by Actel. It can
be described as a square structure that consists of three
layers: the top layer made of poly silicon, the middle layer,
a dielectric (Oxygen-Nitrogen-Oxygen insulator), and the
bottom layer, composed of positively-doped silicon (n+
silicon). This construction is shown in Figure 3.4. When a
high voltage (18 V) is applied across the anti-fuse terminals

and driving a current of about 5 mA through the device, enough
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heat in the dielectric is generated to form a conductive link
between the Poly-Si and n+ diffusion. Metal wires are
connected to both the bottom layer and top layer. When it is
in ON state, there is a resistance of about 300-500 ohms
between the two metal wires. The PLICE anti-fuse requires
special high-voltage transistors within FPGA to accommodate
the necessary large voltages and currents, and three
additional specialized masks to a normal CMOS process in

fabrication.

AMORPHCUS SILICON

OXIDE

Figure 3.5 ViaLink Anti-fuse Programming Technology ([6]

vialink [10] is an anti-fuse used by Quicklogic. It

consists of a metal bottom layer, an alloy of amorphous
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silicon for its middle layer, and a metal top layer. The
structure of ViaLink anti-fuse is shown in Figure 3.5. When
10V is applied across its terminals, the amorphous silicon
will create a conductive link between the bottom and top
layers of metal. The resistance of the conductive layer is
about 80 ohms between the two metal wires. This anti-fuse is
manufactured using three extra masks above a normal CMOS
process.

Compared to other programming technologies, anti-fuses
require less chip area. However, they require large chip area
for the high-voltage transistors that are needed to handle the
high programming voltages and currents. Also, anti-fuse
technology requires modification to the basic CMOS manufacture

process.

3.3.3 EPROM & EEPROM Programming Technology

EPROM programming technology is used by Altera Corp [6]
and Plus Logic. It consists of two gates, a floating gate and
a select gate. The floating gate is located between the
select gate and the transistor’s channel, and it is not
electrically connected to any circuitry. The structure of the

EPROM programming circuitry is shown in Figure 3.6.
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Figure 3.6 EPROM Programming Technology (6]

In its unprogrammed state, no charge exists in the floating
gate and the transistor can be turned ON in the normal fashion
by using the select gate. When the transistor is programmed
by causing a large current to flow between the source and
drain, a charge is trapped under the floating gate. This
charge turns the transistor OFF permanently. Hence, the EPROM
transistor can function as a programmable element. An EPROM
transistor can be re-programmed by removing the trapped charge
from the floating gate. By exposing the gate to ultravioclet
light, the trapped charge is excited to the point where they

can pass through the gate oxide into the substrate. One
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advantage of the EPROM programming transistors is that they
are reprogrammable and do not require external storage.
However, the EPROM programming transistors cannot be

reprogrammed in circuit.

Programming | Volatile | Re-Prog Chip-Area R C
Technology (ohm) (f£f)
Static RAM yes in large 1-2 k | 10-20
Cells circuit
PLICE no no small anti- | 300- 3-5
Anti-fuse fuse, 500
large prog.
tran.
vialLink no no small anti- | 50-80 1.3
Anti-fuse fuse,
large prog.
tran:
EPROM no out of small 2-4 X | 10-20
circuit
EEPROM no in 2X EPROM 2-4 K | 10-20
_ circuit )

Table 3.1 Characteristics of Programming Technologies [6]

The EEPROM approach is similar to the EPROM technology
except that EEPROM transistors can be re-programmed in-
circuit. The disadvantage of using EEPROM transistors is that
they consume about twice the chip area as EPROM transistors

and they require a voltage source for re-programming.
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3.4 Applications of FPGA

FPGAs can be used in a wide variety of applications. They
have two important advantages: FPGA have lower prototype
costs, and shorter production times. Compared to MPGAs, FPGAsS
suffer from relatively low speed of operation, and lower logic
density. This is because programmable switches in FPGA have
significant propagation delay, and the programmable switches
as well as associated programming circuity require a great
deal of chip area. A direct comparison with MPGAs indicates
that a typical circuit will be roughly three times slower and
8 to 12 times less dense if implemented in FPGA. However, it
can still be used in almost all of the applications that
currently use MPGAs, PLDs and small scale integration logic

chips. 3Some of the applications are listed below:

Application-Specific Integrated Circuits (ASICs}: An FPGA is
a completely general medium for implementing digital logic.
They are particularly suited for implementation of ASICs. A
printer controller, a graphics engine and network
transmitter/receiver are the typical examples of ASICs that

can be effectively implemented by FPGA.

Implementation of Random Logic: Random logic circuitry is

usually implemented using PALs. If the speed of the circuit
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is not of critical concern, FPGA can be used for circuitry.

At present, a FPGA circuit is eguivalent to 10-20 PALs.

Prototyping: FPGAs are well suited for prototyping
applications., The low cost of implementation and the short
time needed to physically realize a given design, provide
great advantages over more traditional approaches for building

prototype hardware.

FPGA-Based Compute Engines: FPGAs have been widely used in
computer hardware. These machines consist of a board which
contains a number of FPGAs with the pins of neighboring chips
connected. By loading different programs into the FPGA, the
job can be run by hardware rather than software. This
approach saves a lot of CPU time and, it provides high levels

of parallelism.

onsite Reconfiguration of Hardware: One of the most attractive
feature of FPGAs is that they can be reprogrammable in-
circuit. The function of the hardware can be changed within
minutes, for example: computer equipment in a remote location
that may have to be altered on site in order to correct a

failure or perhaps a design error.
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3.5 Xilinx’s FPGA

Xilinx company introduced field-programmable gate
arrays (FPGA) in 1985, Xilinx’s FPGA consists of a two-
dimensional array of programmable blocks, called Configurable
Logic Blocks (CLBs), with horizontal routing channels between
rows of blocks and vertical routing channels between columns.
It uses static RAM cells as programmable switches. There are
three families of Xilinx FPGAs, called the XC2000, XC3000 and

XC4000, Table 3.2 is a comparison among the families.

_—EE;EEE; # of Cﬁgs # of I1/0s | Equivalent System
_ Gates Clock

XC2000 64-i36- 58-74 1200-1800 33 MHz
XC3000 64-480 64-176 2000-2000 80 MH=z
XC4000 64-576 64-192 2000-13000 40 MHz

Table 3.2 Xilinx FPGA Logic Capacities [6]

3.5.1 Xilinx XC2000

The XC2000 CLB [7] consists of a four-input look-up table
and a D flip-flop. The look~up table can generate any
function of up to four variables or any two functions of three
variables. Both of the CLB outputs can be combinational, or

one output can be registered. The routing architecture of
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XC2000 employs three types of routing resources: Direct
Interconnect, General Purpose Interconnect and Long Lines.
The Direct Interconnect provides connections from the output
of a CLB to its right, top, and bottom neighbours. For

connections that span more than one CLB, the General Purpose

)|
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Figure 3.7 XC2000 CLB (6]

Interconnect provides horizontal and vertical wiring segments,
with four segments per row and five segments per column. The
general purpose interconnect will suffer from significant
routing delays because the signal must pass through a routing
switch at each switch matrix. Connections that are required

to reach several CLBs with low skew can use the Long Lines,
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which traverse at most one routing switch to span the entire

length or width of the FPGA.
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Figure 3.8 XC3000 CLB [6]

3.5.2 Xilinx XC3000

The XC3000 [7] is an enhanced version of the XC2000. It
features a more complex CLB and more routing resources. The
structure of XC3000 CLB is shown in Figure 3.8. The CLB
consists of a look-up table that can implement any function of
five variables, or any two functions of four variables. The

CLB has two outputs, both of which may be either combinational
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or registered. The routing architecture is similar to the
XCc2000. It has Direct Interconnect, General Purpose
Interconnect and Long Lines. Each resource is enhanced; the
Direct Interconnect can additionally reach the left neighbour
of a CLB, the General Purpose Interconnect has extra wiring

segments per row and there are more Long Lines.
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Figure 3.9 XC4000 CLB [6]

3.5.3 Xilinx XC4000

The XC4000 [7] consists of a two-stage arrangement of

look-up tables that can implement two independent functions of
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four variables, any single function of five variables or some
functions of up to nine variables. The CLB has two outputs
which may be either combinational or registered. The routing
resource contains Single-length Lines and Double-length Lines
and Long Lines. The Single-length Lines are intended for
relatively short connections or those that do not have
critical timing requirements. Double-length Lines are similar
to the Single-length Lines except that each one passes through
half as many switch matrices. This scheme offers lower
routing delays for moderately long connections that are not
appropriate for the low-skew Long Lines.

XC4000 has two extra features to improve performance: a
fast carry logic and on-chip memory. Each CLB consists of
high speed carry logic that can speed up addition operations.
By using fast carry logic, a 16-bit adder reguires nine CLBs
and has a combinatorial delay of 20.5 ns. The XC4000 also
includes on-chip static memory resources. The look-up table
in a CLB can be configured as either a 16x2 or 32x1 bit array
of Read/Write memory cells. On-chip RAM cells are very useful
for designs such as DMA counters, LIFO stacks and FIFO

buffers. In this thesis, the XC4000 is used.

3.6 FPGA Design Flow

To use FPGAs, one must have access to an efficient CAD
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system. Figure 3.10 shows the design processing sequence for
Xilinx FPGAs [11]. Generally the design flow can be divided

into three steps: design capture, verification and

implementation.

DESIGN ENTRY

STEP 1 <

=

TRANSLATE

=

STEP 2 VERIFY
/
OPTIMIZATION & MAPPING
STEP3 PLACE ROUTE

(-

BITSTREAM GENERATION

\

Figure 3.10 Xilinx Design CAD Flow
[11]
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The starting point for the design process is the design
entry and capture. This step involves drawing a schematic
using the schematic capture program "WIEWlogic [12]". Xilinx
provides a lot of functional cells such as adders, registers
and comparators that can speed up the design process. The
design will automatically be translated to the Xilinx netlist
format. The netlist passes to simulator "VIEWsim" for
functional checking. Once this is verified, the design is
compiled into a configuration bitstream to download into the
FPGAs. During the compilation process, the CAD may attempt to
minimize the total number of blocks required and the number of
stages of logic blocks in time-critical paths. This process
is called optimization and mapping, that are performed by an
automatic place and route program, which assigns the FPGA's
wire segments and chooses programmable switches to establish
the required connections among the logic blocks. The choice
of CLB and route depends on the choice of I/O pins,
configuration of library cells and the length of the path.
Upon successful completion of the placement and route steps,
the bitstream can be downloaded to the FPGA chip for

demonstration.

3.7 Summary
This chapter has provided a brief introduction to FPGA
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technology. It covers most aspects of FPGAs including
evolution of FPGAs, structure of FPGAs and design flow. The

structure of Xilinx FPGAs was also briefly introduced.
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Chapter 4

Adaptive Interference Canceler

This chapter provides a detailed description of an
adaptive interference canceler (AIC) for periodic signals.
The structure of AIC and design specifications will be
discussed first, and then followed by the design of different
functional circuits and arithmetiz operators for the AIC. The
software simulations and hardware testing results are

discussed in Chapter 5.

4.1 Design of the AIC

The AIC plays an important vrole in interference

filtering. The structure of the AIC affects the overall
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system performance significantly. This section provides a

description about the design of the AIC.

Reference wo Primary Input

Ikt ! —{ Doty ]

Z1 Update the LMS
Weight = . -
Algorithm
wol ... wh

Figure 4.1 Structure of Adaptive Interference
Canceler

The AIC is designed_to extract a pericdic signal from
interference such as radio noise. 1In this case, no external
reference input free of the signal is available. It might
seem that the ANC could not be applied to reduce or eliminate
this kind of interference. However, if a fixed delay is
inserted in a reference input drawn directly from the primary

input, as shown in Figure 4.1, the periodic signal can ke
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extracted. The number of delay elements must be large enough
to cause the interference components in the reference input to
become decorrelated from those in the primary input. The
periodic signal will remain correlated with itself because of
its periodic nature.

The AIC consists of an input, a transversal adaptive
filter and an output. The weights are automatically updated
by the LMS algorithm after each iteration. The structure of
the AIC is illustrated in Figure 4.2. First the analog input
is amplified and shifted up within 0 Vv to 4 V for the A/D
conversion. Then the binary input signal is sent to the FPGA
for signal extraction. The output of the FPGA is converted

back to an analog signal as the AIC output.

FPGA Implementation FCell 1

Delay }—+FCelli[—*F-Cell2}— =a=-- —orF-CeIIN
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1 Gonverter
]

Primary AD
Input O Converter

Figure 4.2 Structure of the AIC

The performance of the AIC depends on its precision, the
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sampling rate of the A/D converter and the order of the
adaptive filter. According to the sampling theorem, the
sampling frequency should greater than twice of the frequency
of sampling signal. For CD quality music, the sampling rate
should be 44 kHz at 16 bit gquantization. According to [13],
g8 kHz at 8 bit quantization should be sufficient for speech
signal. To reduce the round-off error resulting from
arithmetic operation, arithmetic operations in the FPGA are
performed at 16 bit precision. When the order of the filter
is increased, the probability of cancelling out the
interference is much higher. However, it requires more logic
operators. In this thesis, the order of the filter depends
mainly on the logic capacity of the FPGA chip so that its
structure should be as flexible as possible. In Figure 4.2,
the order of the AIC can be increased by adding a functional
cell (F-Cell) in the schematic. It is a good approach for

high operation speed and to allow for a future upgrade.

4.2 Design of Input & Output Circuits

The input circuit layout shown in Figure 4.3 is discussed
in this section. It consists of an amplification circuit for
an input signal before the A/D converter (ADC). When a signal
is received from either a microphone or a line-in from another

equipment, the magnitude of the signal is about 2 mV. It is
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necessary to amplify the input signal before digital
conversion. As the ADC only accepts a signal between 0 V and
5 V, the signal has to be shifted up to this range for
conversion. The output circuit includes the D/A converter
(DAC) only. Both conversions are performed by commercial IC
packages. The detailed description of each process is

presented in a later section.

Amplifier

e . R I 1

Inverter

Figure 4.3 Input Circuit Layout

4.2.1 Input Amplification Circuit

To reduce the external common-mode noise from the input
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signal, a differential-mode instrumentation amplifier (IA) is
used. An IA is characterized by a low input offset voltage
and drift, low noise voltage, adequate open-loop gain and
adequate common-mode rejection ratio (CMRR). It uses one or
more op-amps connected in a circuit which takes the difference
between the two input voltages and yields an output that is
proportional to this difference. Hence, most of the common-
mode input voltage 1is rejected. For single op-amp
configuration IA, the amplifier is dependent upon the equality
of the resistor values for the circuit common-mode rejection,
not the op-amp CMRR; but CMRR is the limiting factor in a
circuit with perfect matching resistors. Therefore, the
resistors must be precise and probably equal in value to
within 0.1% or better [14]. The requirement of high precision
resistors can be solved by using a dual op-amp configuration.
Also it provides high input impedance and high CMRR. In this
thesis, two op-amp configurations will be used. The circuit

is shown in Figure 4.3. The gain of two op-amp IAs is shown

below

R
2 _i. (4.1)

To suit various signal sources such as a microphone or a
signal generator, a 10 kil variable resistor is used as R,. In

this thesis, R, and R, are equal to 1 kfi and 10 ki
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respectively. Hence, the minimum gain of the IA is 13 for
this configuration. It should be enough to amplify various

signals to 4 V

p-p? that is the full-scale analog voltage of the

ADC.

After the input signals is amplified, it has to be
shifted up 2 V to make its voltage within the range 0 V to 4
V, because the analog input range of ADC is 0 V to 4 V. A
summing amplifier is used to add the amplified input signal to
the 2 V DC signal. The output voltage is determined as

Ry Ry
V,=-(— VYV, + — V) (4.2)
R, R,
From egn. 4.2, we notice that the polarity of the output is
opposite to the inputs so that an unity-gain inverter is added
to reverse the polarity of the output from summer. The circuit
of the summing amplifier and unity-gain inverter is shown in

Figure 4.3.

4.2.2 Successive-Approximation Analog-to-Digital Converter (SAC)

The successive-approximation ADC is one of the most
widely used types of ADC. It has a fixed value of conversion
time that is independent of the value of the analog input.
The simplified block diagram of SAC is shown in Figure 4.4.

The control logic adjusts the content of the register bit by
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bit until the register data is the digital equivalent of the

analog input within the resclution of the converter.

FROM CONTROL LOGIC
l l P00CGH .L
REQISTER
MSB
| 1 1 |
03 g Q1 @0
l l 1 1 mcurrnol:l.nmc
PAC
STEPBIZE = 1V
Va = 10.4V
Vex
- L
COMP

Figure 4.4 Simplified Block
Diagram of Successive-
approximation ADC [15]

A simple 4-bit converter with a step size of 1 V is
chosen as an example of how the SAC works. Although the SAC
used in this project is a 8-bit converter with a 15.6 mV step
size, the operation will be the same. Clearly the four
register bits feeding the DAC have weights of 8, 4, 2 and 1,

respectively.
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¥ ax
1. End of
Conversion
12 |-
11 |..
10
8
Voits
0 »
t0 t1 t2¢3 t4 t5 6 Time

Figure 4.5 Timing Graph for SAC Operation [15]

Supposedly, the analog input is Vv, = 10.4 V. At the
beginning, the control logic clears all the register data to
0 so that Qu=0,=0,=Q,=0 ( [Q] = 0000 ) and the DAC output V,, =
0 V. This is indicated at time t, on the timing graph (Fig.
4.5). The comparator (COMP) output is high because of V, <
V,. At time t,, the control logic sets the MSB of the register
to 1 so that [Q] = 1000 and V,, = 8 V. The COMP output is
still high because of V,, < V,. This high signal tells the
control logic that the setting of the MSB did not make V,
exceed .VA, so that MSB is kept at 1. The control logic sets

Q, to 1 to produce {Q] = 1100, V, =12 V at time t,. Since V,
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> V,, the COMP output goes low. The low signal lets the
control logic clear @, back to 0 at t; due to V, being too
large. Therefore, the register content is still 1000. At t,,
the control unit sets Q, to 1 so that [Q] = 1010 and V,, = 10
V. With Vv, < V,, COMP output goes high and the control logic

keeps Q, set at 1. At the final stage, the control logic sets

LSB to 1 at t; so that [Q] 1011 and V,, = 11 V. Due to V, >
V,, COMP output moves to low to signal that-vAx is too large
and the control logic clears Q, back to 0 at t,. All the
register bits have been treated so that the conversion is
completed. The control logic sends out an EOC signal to
provide notice that the digital equivalent of Vv, is in the
register now. For this example, we notice that V,, is less
than V,. This is the characteristic of the successive-
approximation method.

In this project, a 8-bit SAC chip ADC0804 [16] is used as
an A/D converter. It is a 20-pin CMOS IC with operation
voltage 5 V. The pin layout is shown in Figure 4.6. The chip
can handle a full range 0 to 5 V analog input between pins 6
and 7 (V,, = V, - V,). There is an on-chip clock generator
which requires only an external resistor and capacitor to
produce a frequency of £ = 1/(1.1RC). A 10 kil resistor and
150 pF capacitor are used in this project to generate 606 kHz
internal clock frequency and the corresponding conversion time

is approximately 100 us. The connection for ADC0804 is shown
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in Figure 4.7. The sampling frequency was controlled by FPGA

at 8 kHz.

cs [ 1| O [0 ] v.orv,
RO [2_| [ ] cLkr
wr [ ] [t ] BDO{LSB)
cikin [ 4 | - (7] Dbei
(5]  apGonverter [E1 02
e 1 ppcosss
e [T (14 ] oB4
acho [0 | 13 ] bBs
Vez [ 9| 12 | oBs
naNo [ 10| 11| DB7

Figure 4.6 Pin Layout of ADCO0804

4.2.3 Digital-to-Analog Converter (DAC)

A monolithic 8-bit high-speed current-output DAC0800 [17]
is used in this project, It is a 16-pin CMOS IC with
operation voltage 5 V. The DAC0800 features typical settling
times of 100 ns and high compliance complementary current
outputs to allow differential output voltages of 20 V_, with
simple resistor loads. Full scale error of the DAC is 1 LSB.
The performance and characteristics of the device are

essentially unchanged over the full *4.5 V to %18 V power
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supply range. The pin layout of the DAC0800 is shown in

Figure 4.8.

10K ohm
A
—]=C v =]
START CONVERSION +
SIGNAL __ /N 57 wR DBO (LSB) | 18 |—>
— 33— 4 | cKin o1 | v ————s
- 150pF
[=_| N 8it oB2 [ 16 |—m—»
INPUT A/D Converter
—{ ¢ | VIN()  ppcogos  DOB3 [ 16—
l 7] viva oas [ W4 f—r
— T oes | 1z —s
2y ==‘=‘ REF2
—
[T | oeho g7 [ 1 |
-

Figure 4.7 Typical Connection of ADC0804

5v

-

To FPGA CHIP

In this thesis, the DAC is connected as a symmetrical

offset binary operation. The output voltage is 10 V,, and

symmetrical about ground under the condition R, = R’ within

+ 0.05%. The expression for the output is

-255 2%
E =V ( + )
° ref 256 256

where X is the value of the 8-bit input code.
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output examples for the symmetrical offset binary coperations
are shown in Table 4.1. Figure 4.9 shows a connection for

this operation mode.

v+ 0 ] 80 LSB
Viere(H) 2 5] B1
VREF(‘) E m 82
Compensation [T T g3
DACB00
Threshold Control V, . [ [T7] B4
lour' 5 1] B6
v- X 0 B6
lour &2 7] g7 MsB

Figure 4.8 Pin Layout of DAC0800

4.3 FPGA Design of Arithmetic Units

Based on the AIC’s structure, several arithmetic
operations are involved in an adaptive filter such as sign
binary additisn, multiplication, unsign binary to sign binary
conversion and vice versa. These operations are not available
in FPGA library so that we have to design several functional
cells for these operations based on FPGA library to minimize

the number of:logic block to be wused. In this section, the
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structure of functional blocks are described.

S

ARA
Yy o
£
*— WA,
- AAA— SVIV,.)
Output N
M
DACE0
DBT MSB peo [le—— 4gv
R/ e—pT] D36 081 [l
Note:R, =R, '=R,,=5K I Input from
———p{T] DBS oe2 [j¢—  FPGA
——p T} 084 DB

Input 5,6,7,8,6,10, 11, 12 are
digital input from FPGA

Figure 4.9 Connection of Symmetrical Offset Binary

Operation
B, B, B B, B; B, B, B E,
Pos. Full Scale 1 1 1 1 1 1 1 1 +4.98
Pos.Full Scale-ISsB|1 1 1 1 1 1 1 © +4.94
(+) Zero Scale i 0o o o o ¢ 0 O +0.02
{+) Zero Scale 0 1 1 1 1 1 1 1l -0,02
Neg.Full Scale+ILSBj0 ©0 0 0 o0 0 0 1 -4,94
Neg.Full Scale (0 0 0 © o 0 0 O -4,98

Table 4.1 Input & Output Example for Symmetrical Offset Binary
Operation

Before we begin the following sections, it is necessary
to mention that the sign-magnitude system is used in this
thesis to represent a signed binary number. A signed binary
number consists of a sign bit, which indicates the positive

and negative nature of the stored binary number, and magnitude
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bits. The number in Figure 4.10 includes a sign bit and eight

magnitude bits.

Sign = Negative Magnitude = 215,

Figure 4.10 Representation of Signed Binary Number in Sign-
magnitude Format

4.3.1 Signed Binary Adder

The addition of signed binary numbers actually involves
binary subtraction and addition. We will now investigate how
the operations are performed in a FPGA chip. 1In considering
varicus cases, it is important to note that the sign bits of
inputs determine the arithmetic operation of the functional

cell.

case I: Two Positive Numbers. The addition of two
positive numbers is straightforward. Consider the addition of

+4 and +7:
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sign
!
+7 = 0 0111 (augend)
+ +4 = 0 0100 (addend)

+11 = 0 1011 (sum)
Note that the sign bit of sum always has the same sign as the

augend and addend.

Ccase II: Two Negative Numbers. The addition of two
negative numbers is straightforward. Consider the addition of
-4 and ~-7:

sign
1

-7 = 1 0111 (augend)
+ =4 = 1 0100 (addend)

=11 = 1 1011 (sum)}
As shown in case 1, the sign bit of sum always has the same

sign as the augend and addend.

Case III: Positive Number and Smaller Negative Number.

Consider the addition of +7 and -4.

sign
1
+7 = 0 0111 (minuend)
+ =4 = 1 0100 (subtrahend)

+3 = 0 0011

Magnitude subtraction is performed to get magnitude of the
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answer and the sign bit of the result is the same as that of
the biggest absolute magnitude number. From the above
example, the answer is positive because the biggest absolute

magnitude number is 7.

case IV: Positive Number and Larger Negative Number.

consider the addition of -7 and +4.

sign
l
-7 = 0 0111 (minuend)
+ +4 = 1 0100 (subtrahend)

-3 = 1 0011

With reference to Case III, the magnitude subtraction is
performed to get the result’s magnitude and the sign bit of
the answer is the same as that of the biggest absolute
magnitude number. Needless to say, the answer is negative
from the above example.

We have to design a signed binary adder to accommodate
all of the above cases. If the input binary numbers have the
same sign, an addition is performed and the sign of sum is the
same as the inputs. If input binary numbers are of different
signs, a magnitude subtraction is performed and the sign of
the answer is equal to that of the biggest absclute magnitude
number. According to the Xilinx design library, adders and

subtracters for unsigned binary numbers are available. Hence
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we only need to design a comparison logic unit for the sign
bit to determine the arithmetic operation. During the
magnitude subtraction, if the absolute value of the minuend is
less than that of subtrahend, the answer will be a negative
number in a 2’s complement format. An operation of inverse
2’s complement of the answer is required under this case. The
flowchart, the schematic of the signed binary adder and the
ViewSim simulation results are shown in Figure 4.11 and Figure

4.12 respectively.

NOTE:A+BnrC
MAG(R)=MAGNITUDE OF A
SIGN{A)=SIGN OF A

TEMPaMAG{A)-
MAG{B)

SIGN{C)=SIGN(A) CEIGN(A
MAG{C]=MAG({A}* M P AC LTE N
s MAG[C WMAG[TEMP)

Yau

END
EHD SIGN{C=SIGN(E)
MAG(Cla INV 2'8
COMPLEMENT OF
TEWMP

END

Figure 4.11 Flowchart of Signed Binary
Adder
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Figure 4.12 (a) Schematic of Slgned Binary Adder;
(b) Simulation Results of Signed Binary Adder
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4.3.2 Binary Multiplier

The multiplication of two binary numbers is done in the
same manner as the multiplication of two decimal numbers. The
process is actually simpler, since the multiplier digits are
either 0 or 1. Therefore, we are always conduct the
multiplication by using 0 or 1 and no other digits. The
following example illustrates for unsigned binary number.

1001 <« (multiplicand)
1011 < (multiplier)

1001
1001 (partial product)
0000
+ 1001

1100011 <« (product)

First, the LSB of the multiplier is examined; in our example
it is a 1. this 1 multiplier the multiplicand to produce
1001, which is written down as the first partial product.
Next, the second bit of the multiplier is examined. It is a
1, and so 1001 is written for the second vartial product.
Note that this second partial product is shifted one place to
the left relative to the first one. The third bit of the
multiplier is 0, and 0000 is written as the third partial
product; again, it is shifted one place left relative to
second partial product. The forth multiplier bit is 1, and so

the last partial product is 1001, which again is shifted one
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position to the left. The four partial products are then
summed to produce the final product.

Multiplication of two signed binary numbers is almost the
same as two unsigned binary numbers. Basically, the magnitude
of product is unchanged with either signed or unsigned inputs.
The sign of the product is depended on the sign of the inputs

only. The truth-table of signed multiplication is shown below

SIGN(A) SIGN(B) SIGN (A*B)
0 0 0
0 1 ' 1
1 0 1
1 1 0

Table 4.2 Truth-table of Signed Multiplication

According to Table 4.2, the correct output will be obtained by
an exclusive-OR operation. The 8-bit multiplier requires 11
clocks cycles to finish the computation. The flowchart of the
multiplier is shown in Figure 4.13. The schematic of the
multiplier and typical signals during a multiplication are

shown in Figure 4.14.
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Figure 4.14 (a) Schematic of Multiplier;
(b) Typical Signals During Multiplication

4.3.3 Unsigned Binary to Signed Binary Converter

The output of the ADC is 8-bit unsigned numbers with
full-scale analog input range 0-4 V. Due to the input signals
being shifted up by 2 V before the ADC, the first 127 levels
(0-2 V) are negative components of the inputs. The 128-255
levels (2-4 V) represent positive components of the inputs.
It is necessary to convert the unsigned binary inputs to the
signed binary numbers before the adaption in the FPGA. From
128-255 level, the difference between the magnitude of an

unsigned binary number and a signed binary number is the MSB.
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In this case, we only take the inverse of the MSB and leave
the rest of the bits unchanged in conversion. From 0-127
levels, 2’s complement is performed on last seven bits to get
the magnitude of the negative signed number. In both cases,
the sign bit of a signed binary number is equal to the inverse
of the MSB of an unsigned binary number. Figure 4.15 and
Figure 4.16 show the flowchart, the schematic and the

simulation results of the unsigned-to-signed binary converter,

respectively.

Decimal Level Unsigned Signed

Value Binary Level | Binary level
+2.0000 255 11111111 0-01111111
+1.9843 254 11111110 0-01111110
+0.0078 128 100006000 0-00000000
-0,0078 127 01111111 1-00000001
-1.9834 i 00000001 1i-01111111
=2.0000 0 00000000 1-10000000

Table 4.3 Relationship between Different Numerical Formats

4.3.4 Signed Binary to Unsigned Binary Converter

The DAC only takes 8-iit unsigned binary numbers so that
the output of the FPGA has to be converted back to unsigned
binary numbers. This is a reverse process of unsigned-to-

signed binary conversion. The MSB of an unsigned binary
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number is equal to the inverse of the sign bit of a signed
binary number. For positive sign numbers, the rest of the
bits are unchanged. For negative binary numbers, the last
seven bits come from the inverse 2’s complement of the
magnitude of signed binary numbers. The flowchart of the
signed-to-unsigned binary converter is shown in Figure 4.17,
and ite schematic and its simulation results are displayed in

Figure 4.18.

NOTE: UNSIGN BINARY A => SIGN BINARY B
START MAG(A)=MAGNITUDE OF A
SIGN(A)=SIGN OF A
SIGN(B)=1
_ MAG(B)=2'S
MSB OF A=1 No—51 COMPLEMENT OF
LAST 7 BITS OF A

Yes

= (=)

MAG(B)=LAST 7 BITS
OF A

=

Figure 4.15 Flowchart of Unsigned Binary to
Signed Binary Converter
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Figure 4.16 (a) Schematic;
(b) Simulation Pesults of Unsigned
Binary to Signed Binary Converter
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NOTE: SIGN BINARY A => UNSIGN BINARY B
START MAG(A)=MAGNITUDE OF A
SIGN({A)=SIGN OF A

MSB OF B=0
LAST T BIT OF
Vs —p] B=INV., 2'S
COMPLEMENT OF
MAG(A)
Ho
END '
M$SB OF B=1
LASTTBITS OF B=
LAST 7 BITS OF A

END

Figure 4.17 Flowchart of Signed Binary
to Unsigned Binary Converter

4.18a
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Figure 4.18 (a) Schematic;

(b) Simulation Results of Signed Binary

to Unsigned Binary Converter

4.3.5 Divisor

In this project, a binary division is just shifting a
binary number to the right. If the number is shifted one bit
to the right, it is equivalent to dividing by 2! in decimal.
The following formula shows the relationship between the

binary right shift and the decimal division

Ans = X / 2Y (4.4)

where Y is the number of right shifted bit.
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For example:
24 - 11000

+ 22 - shift 2 bit right

6 - 110

This division suffers from two main problems. First, it can
only divide by 2'. Other divisions cannot be calculated by
this method. Second, a truncation occurs when X is not a
multiple of 2Y. The accuracy of the computation is greatly
reduced under this condition.
For example:

24 - 11000

+ 2% - shift 4 bit right

1.5 - 00001

However, the main advantage is its simple structure.

4.3.6 16-bit binary number to 8-bit binary number

Multiplication of two 8-bit numbers will yield an answer
in 16-bit format. It is necessary to convert the answer back
into 8-bit format in order to perform additions or
subtractions with other 8-bit numbers.

Let
AxB=2¢C

where A, B and C are binary number.

70



Chap.4 Adaptive Interference Canceler

If the multiplication is computed in decimal arithmetic, the
equation is as follows:
(A * 2/256) * (B * 2/256) = A*B*(2/256)2 = C*(2/256)°
8 bit format 8 bit format 16 bit format
Cc *(2/256)2 — /27 * 2/256
16 bit format 8 bit format

For example:

Decimal binary
0.5 = 0.5/2%256 = 64 = 1000000
* 0.3 = 0.3/2%256 = 38.4 = 100110
0.15 100110000000 (16 bit format)

shift 7 bit right — 10011 (8 bit format)
Verify:
10011 = 19/259%2 = 0.148 = 0.15

In the division, this computation suffers from truncation

error.

4.4 Structure of the AIC

Since the rerformance of the AIC depends on the order of
the filter, it is better to have the order of the filter as
high as possible. However, the logic capacity of FPGA (Xilinx
4013MQ208) is limited. Direct implementation of the design

(Figure 4.2) is not a suitable approach in this condition.
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The Queue structure of the AIC is introduced to increase the
order of the AIC while providing satisfactory operation speed.
The comparison between the direct implementation and the queue

structure implementation is shown in Table 4.4.

4.4.1 Queue Structure of the AIC

The concept of the gueue structure comes from banking.
Clients queues up for available counters inside a hkhank. If
there are 10 counters, the bank can deal with ten clients at
a time. For a bank with two counters, it can accomplish the
same amount of work if the tellers work five times as fast as
a bank with 10 counters.

Inputs and the arithmetic processor are like the clients
and the counter of a bank respectively. Inputs are loaded to
the processor one at a time. The temporary output will be
stored in the accumulator or data register. After all the
inputs are processed, the final output is obtained. The main
disadvantage of this structure is that it requires a higher
clock rate than that of the direct implementation.

The AIC consists of two clocks, two processor units, a
control ur.it and many data registers. The first clock (8 MH2)
is for 4the processor which performs multiplications and
additions. The second one (500 kHz) is for the control unit of

the AIC which supervises the input and the output of the AIC
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and associated processor. Multiplexers are used to regulate
the input data to the processors. Each processor includes
dual computation paths. Hence they can handle two input data
in the same time interval. The block diagram and the
schematic of the AIC are shown in Figure 4.19 and Figure 4.20

respectively.

Control Unit

Data regiuter for

X{n)AW(n) \ ¥ X

Processor2 |«

A 4

o
0
o

Multiplexers > Subtractor

y

Data reglater for _‘,...—-""'"

X(2)8wWiz)

{L
Pracessor 1

Oata reglster for / 1L ¥

X(1)BW(1) Output
ﬂl

A 4

v

Input
Figure 4.19 Block Diagram of AIC

4.4.2 Processors

There are two types of processor in the design. The
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first one, shown in Figure 4.19, is for computation of
canceler output. It consists of two multipliers and a sign
binary adder. The processor can manage two input data at a
time, and the output connects to an accumulator. After 14
clock cycles, the output of the canceler is available from the
output of accumulator.

PROCESSOR2 is for computation of new weight. It consists
of two multipliers, two sign binary adders and two divisors.
With each clock cycle, it can calculate two updated weights
and store them in data registers. Both processors require 15
internal clock cycles to finish the computation. The block
diagram and the schematic of processors are shown in Figure

4.21, Figure 4.22, Figure 4.23 and Figure 4.24.

Direct Queue Structur:.-:-I
Implementation
Order 4 28
No. of Processors 4 2
No. of Clock Cycles 35 a1 400 **

** - Based on Single Clock Configuration

Tarle 4.4 Comparison between Direct Implementation and Queue
Structure Implementation

74



chap.4 Adaptive Interference Canceler

LI

Figure 4.20 Schematic of AIC

input X1
Multiplier
Input W1
T Bimaey » Output
Input X2———+
Multipller
Input W2
Figure 4.21 Block Diagram of PROCESSOR1
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Figure 4.22 Schematic of PROCESSOR1

Input W1

itiput X1 ——

Muitipiler Divisor SonBoay | —+ Output 1
Input E1 ———
Input W2
Input X2——
Muttiplier Divisor Sign Sirary L — Qutput 2
Input E2——

Figure 4.23 Block Diagram of PROCESSOR2
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Figure 4.24 Schematic of PROCESSOR2

4.4.3 Control Unit

The control unit controls the data flow in AIC. It
consists of three counters. The COUNTER1 guides the input and
the output of the AIC. The second and third counters
supervise the data input to the processors and binary
multiplications respectively. The flowchart of the AIC is
shown in Figure 4.25.

At the beginning, the AIC sends a START signal to the ADC
to start digital conversion. Then the COUNTER2 is reset and
begins counting. According to the value of the COUNTERZ,

different data is loaded to the processors. The operations in
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the processors have to be finished before the next data
loaded. Hence, the clock (CLOCK2; for the processors must be
faster than the clock (CLOCK1) for the control unit. From
previous section, processors require 15 clock cycles to finish
the operations. After obtaining output, the COUNTER2 is reset
again and the data is loaded to the PROCESSOR2Z. When the
adaptive operation is finished, the output is sent to the
output register and the COUNTERl is reset for the next
computation. The arithmetic operation of the AIC has to
finish within 125ps (1/8000 Hz) to maintain the data input
rate.

In this thesis, the CLOCK1 is 500 kHz and the CLOCK2 is
8 MHz. The CLOCK2 is sixteen times faster than the CLOCK1.
Each data requires two clock cycles in the adaptive
processes. For 28 data, they require 56 clock cycles in the
arithmetic operations plus 5 clock cycles for the I/0
operations. pue to the dual computation path of the
processors, the required clock cycles for the processes reduce
to 33 (66 us). The schematic of the control unit and the
signal during the adaptive operation are shown in Figure 4.26

and Figure 4.27 respectively.
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QOperate in 500KHz
P Operate at 8MHz
Reset PROCESSOR1
COUNTER1
Reosget
COUNTER3
and a Sta
Signal to
ADC Clear
Multipller
Register |
Rezet 1
COUNTER2 L.oad Data to
l Shift Register
Load Data to After 9 Clock Cyclos
| » PROCESSOR1
Updsate
Accumulator
e Yes DUNTER2
15
2 Operate at 8MHz
PROCESSOR2
Reset
COUNTER2
Resot
l COUNTER3A
Load Data to
' ®1 PROCESSOR2 Clear
Muttiplier
Reglster
e Y 2% OUNTERZ Load Data to
15 Shift Register
No Anar 9 Clock Cycles
¥
Send the Qutptt to I Rdd Defta
Qutput Register Welght with
l YWelght
Update
Clear
Waight
COUNTER1 Register |

Figure 4.25 Flowchart of AIC
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Figure 4.26 Schematic of Control Unit
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4.5 Summary

This chapter presents the desigqn of the adaptive
interference canceler which is used tc extract a periodic
signal from radio interference. By increasing the order of
the filter and the precision in the ACD, DAC and computation,
the efficiency of the AIC is increased. The trade-off is that
it requires more logic gates to implement the filter. 1In this
thesis, 8-bit resolution ADC and DAC are used in the input and
the output. 16-bit precision is used in computation inside
the FPGA. The design of functional cells are based on the
Xilinx library so that they can be as simple as possible. The
AIC design offers a solution for higher filter order

implementation than that of a direct approach.
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Chapter 5

Hardware Implementation & Test Results

The adaptive interference canceler (Figure 4.19),
described in the previous chapter, is laid out in Viewlogic
Workview and implemented in an FPGA chip. The test results
are recorded and verified with the simulation results. It is
shown experimentally that the canceler suffers from
insufficient filter order as well as insufficient word length

for the input and output signal.

5.1 Simulations

The simulations of the canceler are divided into two

levels: the Fortran language and ViewSim simulations. The
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Fortran simulation consists of two parts. The first one is to
examine the mathematical integrity of the proposed canceler
and the second one is to verify the correctness of the AIC
architecture. ViewSim simulations check for layout mistakes

and provide timing information about the circuit.

5.1.1 Design Verification

In the Fortran simulation, the signal flow diagram of the
canceler is converted into a set of arithmetic equations to
simulate the AIC functional blocks. The accuracy of the
Fortran simulation is found by comparing the simulated output
with the expected output. The expected output is to be free
from the interference from the input signal.

Simulations are also performed in Fortran and ViewSim to
verify the architectural accuracy of the AIC. Several steps
are taken to ensure the hardware designs are error free.
Firstly, each arithmetic unit, described in the previous
chapter, is simulated in Fortran in the form of a binary
arithmetic calculation. Each test vector in the Fortran
simulation is compared with the expected answer. Then, the
canceler is constructed by connecting different arithmetic
units after the simulated results of the computing units are
validated. Arithmetic confirmation of the AIC is complete

when the test vector outputs from both simulations match.
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The validated architectural design of the AIC is then
laid out in Viewlogic Workview. Furthermore, the timing and
functional simulation of the layouts are performed in the
ViewSim simulator. The ViewSim output test vectors are
matched with those generated from functional simulation in

Fortran to ensure no error is introduced during the schematic

editing.
Simul- | Order | No. % of Learning % of output
ation of Input Signal Parameter | interference
AIC | Delay | w.r.t max. w.r.t input
P-to-P interference
Input
1 16 2 80 0.005 50
2 32 2 80 0.005 35
3 64 2 B8O 0.005 30
4 128 2 80 0.005 30
s | 32 |« o | 80 0.005 10
6 32 1 80 0.005 30
7 32 3 80 0.005 27
s | 32 | 2 | 60 0.005 40
S 32 2 40 0.005 35
10 32 2 20 0.005 35
1 | 32 | 2 | 80 0.05 50
12 32 2 | 80 0.0005 25

Table 5.1 Results of Different Configuration Simulations
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5.1.2 Simulation Results

Simulations were run to obtain the outputs of the AIC
according to the AIC’s structure described above. The
simulation was divided into four categories: order of filter,
input delay, percentage of interference with respect to input
signal and learning parameter. Each category varied one
parameter in simulation. Same test signal, consists an
interference and three sinusoidal signals with frequencies 300

Hz, 700 Hz and 800 Hz, is used in simulations.

Magnitude
=
i

|n"‘|

: *wﬁiy,_r&&.{ Wad ’.:{,.r ,rn,p"%mayﬁ' i .'.M‘ i

2000
frequency(Hz)

Figure 5.1 Frequency Spectrum of Test Input

From the simulation results, roughly 70% of the
interference can be removed when the order of the AIC is
increased to 64. There is not much improvement in performance
when the order of canceler goes up to 128. This is because a

64" order canceler is enough to converge to a minimum error
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point for the test input used. If the test vector consists of
more sinusoidal signals, a 128" order canceler should out
perform a 64" order filter.

Also, the performance of the AIC improves as the number
of input delay elements is increased. The delays cause the
interference components in the reference input to become
decorreiated from those in the primary input. It will reach
its maximum performance when the number of delays reaches the

optimal.
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Figure 5.2 Output of Canceler in Simulation 4

Regarding the learning parameter (LP), a large value of
the LP gives a fast convergence rate in the AIC but it has a
potential problem of being over-sensitive. Sometimes the AIC
cannot converge to a minimum error point because of being
over-sensitive. As in simulation 11 and 12, simulation 11

suffers from being over-sensitive. Although simulation 12
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takes more time to converge,

components than simulation 11.

it can remove more interference
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Figure 5.3 Output of Canceler in Simulation 7
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Figure 5.4 Output of Canceler in Simulation 12

Finally, the percentage of interference in the input

signal does not affect the performance of the canceler much.

For a 32" order AIC, about 67% of interference can be removed

from irnput signal in various conditions.
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frequency spectrum of various input signals are included in

Appendix A.
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Figure 5.6 Connections of Eguipment

5.2 Hardware Testing

The hardware test of the adaptive interference canceler

consists of the real time cancellation of an analog input
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signal. The input of the canceler connects to a signal
generator and the output of the canceler connects to a CRO.
The basic connections of the equipment used for testing the
AIC are shown in Figure 5.6. The amplitude were obtained by
introducing different sine waves with radio interference as
analog inputs to the A/D converter.

The canceler occupied 80% ( packed CLBs reports in PPR
output file) of the CLBs and used 64% of the available flip-
flops. Due to the limited routing resources of FPGA chip, the
order of canceler cannot exceed 28. The input data rate of
the AIC is set to 8 ¥Hz, it is identical to the sampling rate
of the A/D converter in order to maintain a consistent rate of

data output. Figure 5.7 shows the AIC demonstration board.

5.2.1 Test Results

During prototype testing, a 600 Hz 3.0 V_, sine wave with
20% interference w.r.t. the sine wave were inputed to the A/D
converter. The test result is shown in Figure 5.8. The
output signal (the lower one in Figure 5.8) was a sine wave
which was approximately 90° out of phase with the input
signal. By observation of the output waveform, the canceler

cleared some of the input interference from the input signal.
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Figure 5.7 AIC Demonstration Board

Due to the AIC design based on digital arithmetic, the
structure and the performance of the AIC can be accurately
simulated by a computer program. To investigate the
performance of the canceler, a Fortran simulation is performed
based on integer arithmetic which has the same schematic
design as the AIC.

Two different test vectors, a 300 Hz and a 700 Hz sine
wave with interference, were used in the simulations. The
frequency spectrum of the AIC output due to each of the two

test vectors are plotted in Figure 5.9 and Figure 5.10. By
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comparison of the frequency spectrum between the input signal
and the output signal, the magnitude of interference
components were reduced by about 40% in both cases. The
canceler can reduce the magnitude of interference regardless
of what the input frequency is. This cannot be done with a
fixed weight filter. However, the results from the hardware
simulation did not resemble the results of software
simulation. This deviation between the outputs comes from not
enough word length in the signal paths and the truncation

errors in binary computation.

Figure 5.8 Test Result of AIC
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Figure 5.9 Hardware Simulation 1.
(a) Frequency Spectrum of Input Signal.
(b) Frequency Spectrum of Output Signal.
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Figure 5.10 Hardware Simulation 2.
(a) Frequency Spectrum of Input Signal.
(b) Frequency Spectrum of Output Signal.

5.3 Summary

The adaptive interference canceler designed in chapter 4

was implemented in hardware using an FPGA chip. Simulation

results verified the functionality and the architecture of the

canceler. The test results show that the prototype reduced
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some of the input interference from the input signal.
According to hardware simulations and obtained output
waveform, the canceler can reduce the magnitude of input
interference to about 40%. To summarize, the 28" order
adaptive interference canceler is a successful hardware
implementation in FPGA and has proved the usefulness of

adaptive filtering.
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Chapter 6

Conclusion

The design and the implementation of the adaptive
interference canceler (AIC) for interference to a periodic
signal using a FPGA has been described in the previous
chapters. Using the gqueue structure AIC can increase the
canceler’s order from 4 to 28 compared to the direct
implementation method (Figure 4.2). The final design of the
AIC occupied 80% of the available CLBs and 64% of the
available flip-flops in an XC4013 FPGA and it was able to run

at an 8 kHz data sampling rate.
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6.1 Summary

The design and implementation of an adaptive interference
canceler has been presented in this thesis. A brief
introduction to the concepts of the adaptive noise
cancellation is given in Chapter 2. The advantage of the AIC
is that it does not require a reference for the input signal
and interference. Due to its simple structure, it is suited
for digital implementation.

Chapter 3 presents background material to understand the
FEGA technology. FPGA is a programmable device which can be
configured within a short period of time. This chapter begins
by analyzing the evolution of programmable devices and then
proceeds with a discussion on major FPGA architectures, and
the CAD flow for implementation circuits.

The adaptive interference canceler design is presented in
Chapter 4. This single input canceler generates its reference
signal by adding delays in the primary input. Due to the
periodic nature of the input signal, the interference
component of the reference signal is decorrelated from that
in the primary input. The performance of the canceler depends
on the order of canceler and the precision of arithmetic. A
queue structure canceler is introduced to increase the
canceler’s order. It is found that the order can subsequently

be increased from 4 to 28.
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The adaptive interference canceler designed in Chapter 4
was implemented in hardware using an FPGA as described in
Chapter 5. Simulation results have verified the functionality
and the architecture of the canceler. The successful hardware
implementation of the adaptive interference canceler showed
that the output signal contains a noticeable reduction of
interference compared to that of the input signal. According
to hardware simulation, the canceler can remove 40% of

interference from the input signal.

6.2. Future Work

In this thesis, the idea of interference cancellation is
used to increase the S/N ratio of a corrupted periodic signal.
However, this technique can also be extended to other signal
processing applications such as interference cancellation for
audio signals and echc cancellation in telephone lines.

Oon the other hand, although the canceler implemented in
a Xilinx FPGA is feasible, this is not the best approach in
achieving the highest performance. An alternative approach of
using a custom layout to build this canceler can provide
higher order and operation speed than those by FPGA
implementation. It is possible to extend this thesis work by
creating a chip of an adaptive interference canceler using

CMOS4S5 process. As well, some other FPGA vendors can be
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investigated where perhaps a different FPGA would be more

suitable than Xilinx parts in realizing this canceler.
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Appendix A

Plots of Simulation Results

Functional Simulations
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