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Abstract

The logical topology design of a multi-hop optical network involves choosing the
logical edges and simultaneously identifying a routing strategy which minimizes
congestion in the network. Even small instances of this combined problem is
extremely intractable due to the presence of a large number of 0-1 variables. This
problem suffers from the inherent limitations imposed by classical algorithms like
the branch and bound for finding integer solutions. Several heuristic algorithms
have been proposed to circumvent this setback but the performance of these heu-
ristic algorithms vary with the type of traffic and other network related constraints.

In this thesis we present a tabu search based approach to solve the logical topology
design problem. We compared our results with branch and bound and HLDA, a

heuristic topology design algorithm.
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Introduction

Chapter 1
Introduction

Rapid advances in the field of optical network technology has made the realization
of high speed wide area networks a practical possibility. All optical wavelength
division multiplexed networks using wavelength routing are considered to be
potential candidates for the next generation of wide area optical networks [RS2]. It
is expected that high volume back bones in the near future will be based on this

technology.

This thesis studies the problem of designing a logical topology and the associated
routing algorithm for a wavelength routed optical network, given the underlying
physical topology and a traffic matrix. Congestion, the maximum load offered to
any logical link, is a good metric for determining the efficiency of a network[RS1].
The smaller the value of congestion, the better will be the throughput of the net-
work. The problem of just routing the commodities by minimizing congestion is a

linear programming problem and can be efficiently solved. But simultaneously fix-
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Introduction

ing the logical edges in the network adds an enormous amount of complexity to
this problem as it involves solving a mixed integer program. The most common
approach to solve this kind of problems is to use the standard branch and bound
technique. But the resulting MILP is extremely intractable even for small networks
due to the size of the resuiting problem. Several researchers have proposed heuris-

tic algorithms to solve this problem.

Tabu search is a meta heuristic that uses memory based strategies to guide a search
to obtain good solutions. In this thesis we investigate the use of a tabu search heu-
ristic proposed in [LG1] to solve the logical topology design problem. To address
the issue of the efficiency of this approach, we compare the performance of this

heuristic with resulis obtained by using a branch and bound routine.

1.1 Thesis Organization

In chapter 2 we present a literature review of all the necessary background mate-
rial. This includes a brief introduction to optical network technology and tabu
search. In chapter 3 we discuss the problem specification and the approach
employed to solve the problem. Here we discuss in detail the tabu search heuristic

and the associated procedures.

Chapter 4 throws some insight to the implementation details. We discuss the prob-
lems with round-off errors and explain the use of LU decomposition. In chapter 5

University of Windsor, 2000 2
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we discuss the experimental results along with our interpretations of the results

obtained. Finally in chapter 6 we present the conclusion and future work.

University of Windsor, 2000 3



Logical topology design

Chapter 2

Review of Literature

Telecommunication has taken a new direction due to the increased demand for
voice and data networks. The need for bandwidth is increasing everyday. Rapid
advances in optical fiber technology has made the realization of universal, high
speed, wide area networks a practical possibility. An optical fiber provides count-
less benefits including low crosstaik, immunity to electromagnetic interference,
short delay, high security and compactness. “Optical fiber is a remarkable commu-

nication medium, compared to other media such as copper or free space” [RS1].

An optical network transmits information encoded as lightwave signals in a very
fast and reliable manner. In several networks, optical fiber is primarily used as a
transmission medium while switching and routing are handled by electronics.
These networks are grouped as first generation optical networks [Grel]. These net-
works are widely employed in the telecommunications industry. SONET is a popu-
lar first generation optical network that is being widely used in the

University of Windsor, 2000 4
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telecommunication industry.

In these networks the electronic circuits at a particular node not only operate on the
data intended for it but also on the data which are destined for other nodes. The
load on the electronic circuits at a node can be considerably reduced if the latter
could be done in the optical domain itself. This is the key feature behind the sec-

ond generation optical networks.

2.1 All-Optical Networks

These refer to the class of networks where the information path between the source
node and the destination node remains entirely optical [Grel]. Such a network
offers protocol transparency apart from its high speed of operation (Muk1].
All-optical network technology is far superior to its previous generation networks
by allowing a tremendous increase in capacity compared to the speed limitation of
electronics. The important mechanism behind an all-optical network is the light
path. Light paths are communication channels between two nodes and it is possible
that a single light path might span several links [CGK1].

University of Windsor, 2000 5
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2.1.1 Components of Optical Network:
Table 1: Components of Optical network

Device Function

Optical Regenerators | Regenerators convert optical signals to electrical sig-
nals, amplifies, reconverts to optical domain and then
retransmits it.

Optical Amplifiers An optical amplifier restores the signal level in a trans-

mission and retransmits it. It amplifies without convert-

ing the signal to the electrical domain

Couplers Couplers are used to split and to combine signals on a
optical network
Multiplexer A wavelength division multiplexer combines individual

optical signals coming from various ports into a single

outgoing port

De-multiplexer A wavelength division demultiplexer splits signals at
different wavelengths on the input port and routes them

to different output ports.

Router A router determines the next node to which a packet

should be forwarded in order to reach its destination

2.1.2 Routing

Routing is the mechanism by which a packet travels from a source node to a desti-

nation node [Mukl1). There are two types of routing strategies that are usually

University of Windsor, 2000 6
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employed while building routers: static and dynamic routing. Static routing uses a
predefined path for all communications. It is relatively simple and works faster
because of the passive nature of its components. The main disadvantage of this
routing scheme is that it is not scalable and a large number of wavelengths are
needed to ensure that no two lightpaths sharing a fiber have the same wavelength.
Dynamic routing determines the path taken by a lightpath at run time. This
approach requires fewer wavelengths compared to static routing but involves more

set-up time and more expensive optical components.

2.1.3 Multiplexing

The bandwidth of optical fibers is in the order of tera bits per second which is
much higher than the electronic data transfer rate. In order to fully utilize the band-
width provided by the optical fiber one has to introduce concurrency among multi-
ple user transmissions into the network architecture. There are two approaches
commonly employed to achieve this concurrency. They are time division multi-
plexing (TDM) and Wave Length Division Multiplexing (WDM). In TDM, the
emphasis is on increasing the bit rate and in WDM, the objective is to pack several
wavelengths on a single fiber. Essentially, in WDM several lower speed streams at
different wavelengths are multiplexed into a higher speed stream [Ger1].

University of Windsor, 2000 7
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2.2 Wavelength Division Multiplexing

Wavelength Division Multiplexing (WDM) technology offers the capability of
building very large wide area networks consisting of thousands of nodes with per
node throughputs of the order of a giga bit per second [RS3]. In WDM optical net-
works the huge bandwidth available on a fiber is partitioned into several channels
where each channel operates at a different wavelength. In other words, it allows the
transmission of multiple data streams independently on a single fiber. “It is antici-
pated that the next generation of the internet will employ WDM based optical
backbones” [Muk1].

A WDM system uses a mulitiplexer at the source to multiplex several wavelengths
on the fiber and demultiplexes at the receiving end with the help of a demulti-
plexer. In fig 2.1, the working of a WDM based network is illustrated by using 3
terminal equipments operating at different wavelengths A, A, and A3. The multi-
plexers at the source combines light signals coming from the 3 ports and transports
it across the fiber. At the receiving end, the demultiplexers split the bundled signal

into its constituent wavelengths and routes the signals to the destination nodes.
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Multiplexer Demultiplexer
Al Al
4»
AlA223
N
2 S 2
A3 . A3
1 -
o ticalv Amplifier
Terminal equipment P P
Figure 2.1: Wavelength Division Multiplexing
Physical Topology

The physical topology of a network is the physical set of router/end nodes and the
fiber optic links connecting them. The light paths are from one end node to
another. This topology may be a broadcast star or a bus topology and in some cases
a wavelength routing network, which consists of point-to-point links interconnect-

ing several local area networks.

Light Path
A lightpath can be viewed as a pipe between two end nodes with a wavelength
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assigned to it. A lightpath provides single hop connectivity between end nodes.

Two light paths that share a link must necessarily use different wavelengths.

Logical Topology

The connectivity pattern that one imposes on the physical topology to provide
dedicated connections between select pairs of nodes is referred to as the logical
topology. The set of all lightpaths that have been set up on a network constitutes
the logical topology of the network. Logical topology can be viewed as a directed
graph with end nodes corresponding to vertices and the edges representing light
paths. It can be visualized as an optical layer on which high speed packet switched
networks can be built [CGK1]. Logical topology is also known as virtual topology
as it represents just the communication channels between the source and destina-
tion eliminating other intermediatary components. Unlike physical topology, logi-
cal topology can be easily reconfigured to adapt to changing traffic.

2.3 Single-Hop networks

In a single-hop network (fig 2.1) a signal transmitted from a source reaches its des-
tination directly without going through other end nodes. These networks are all-
optical by their nature as signals continue to remain in the optical domain through-

out their transmission [Muk1]. This results in very fast communication.

University of Windsor, 2000 10
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Transmitt Recei
ans er Broadcast Star ecelvers

Figure 2.1 Single hop network (fixed transmitters and receivers)

However, these networks require a lot of coordination between the source and the

destination nodes and are not scalable.

2.4 Multi-Hop Networks

In a multi-hop network, information from a source is routed through several inter-
mediate nodes before reaching its destination. This architecture was originally
introduced by Acampora in [Acal]. Multi-hop networks are used in situations
where a direct link between a source and a destination node is, in general, not
available. Signals that require a multi-hop path are converted to electrical domain
at each intermediate node and then converted back to the optical domain for further
propagation. Multi-hop networks are not suitable for handling high throughput,
real time and delay sensitive traffic [Muk1]. In figures 2.2(a) and 2.3(b) the physi-

University of Windsor, 2000 1
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cal topology and the corresponding logical topology of a multihop network with 4

nodes is shown.

4 node Muiti-hop network

Figure 2.2(a) Physical topology

[Mukl, pp. 172)
I R WY
A, Ag A Ay
- -—
A3, As ~o M Ay
A A’z’ }‘8 = -
> WDM Passive Star Coupler
Ay
2

Figure 2.2(b) Logical topology As
[Mukt, pp. 172]

It can be noted that certain communications need more than one hop before they

can reach their destination.
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In certain networks, information is selectively transmitted to other nodes based on
information received from the source node. Wide area networks operate on this
kind of a setup where typically several local area networks are interconnected by
point to point links [Rajl]. This type of network constitutes wavelength routing

networks and have the benefits of both single-hop and multi-hop networks.

2.5 Wavelength Routed Optical Networks (WRON)

“All optical wavelength division multiplexed networks using wavelength routing
are considered to be potential candidates for the next generation of wide area back-
bone networks” [RS2]

Their main advantage comes from the fact that they avoid the “splitting-loss prob-
lems” [RS3] associated with the broadcast topologies and also allow spatial reuse
of wavelengths. A wavelength routed optical network can be operated both as a
circuit switched and as a packet switched network. In the circuit switched mode,
there is no opto-electric conversion at intermediatary nodes [Rajl]. The logical
topology operates as a packet switched network and exploits the relative strength
of both optics and electronics. In these kind of networks, signals usually take
multi-hop paths, but continue to remain in the optical domain until packets have to
be forwarded between two light paths [CGK1]. These networks are essentially a
combination of principles from single-hop and multi-hop networks and they
exploit the characteristics of both. Lightpaths provide single hop communication

University of Windsor, 2000 13
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while communication across lightpaths is achieved by multi-hop paths. Optical cir-
cuit switching at intermediatory nodes over a light path is done by using a Wave-
length Routing Switch (WRS) which routes packets to the next destination without

converting the signals to the electrical domain [Grel].

Light Path(AC)
2 [_

=sesem Physical Topology

Logical Topology

Figure 2.3: Wavelength Routed Optical Network (WRON)

The logical out-degree of an end node is the number of lightpaths that originate
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from that node and similarly the logical in-degree is the number of lightpaths that
terminate at that node [RS1]

2.6 Regular and Irregular Topologies

The taxonomy of network topologies from a design perspective can be done by
classifying the underlying graph. This results in two important sets of topologies
namely regular and irregular topologies [Muk1]. A network designed using a regu-
lar topology has its components adhere to some pre-defined pattern such as a graph
or a mathematical function. Some common examples of regular topologies include
ShuffileNet{Muk1] and De Brujn graph[Muk1]. A network following an irregular
topology has no specific structure or connectivity pattern as to how nodes are con-

nected in the network.

2.7 Logical Topology Design (WRON)

“The independence between the logical connectivity and the physical topology, or
fiber layout, in multihop lightwave networks provide the freedom to dynamically
reconfigure the connectivity diagram” [LA1]. This independence allows the design
of large scalable topologies.

In a network with N nodes it would be ideal if we could set up lightpaths between
all the N(N-1) nodes. This is usually not possible while designing large networks

because of two important reasons. Firstly the number of wavelengths available is

University of Windsor, 2000 15



Logical topology design

limited. It has been shown in [RS2] that on a number of randomly chosen network
with 128 nodes with physical degree 4, an average of only 640 paths can be setup
using 32 wavelengths. This is much which is much less than the 127 paths required
per node. Secondly each node can be the source and sink of only a limited number

of lightpaths (say A,). This depends on the amount of information a node can han-

dle and also usually on the transmitters and receivers present at that node [RS2].

When two nodes cannot be connected by a direct path, multiple light paths can be
used to allow propagation. When packets take multihop paths they have to be con-

verted to electronic form at intermediate nodes and again reconverted to optical
form while re-transmission. The number of signals (say Az) that a node can elec-
tronically switch again depends on the hardware, which further imposes con-
straints on the logical topology. Thus the degree of logical topology can be at most

A= min(A1 » By ) [RS2]. We notice that even if enough wavelengths are available

to setup N(N-1) light paths, we will not be able to setup the light paths if

AI<N-1.

The maximum load offered to a logical link is called congestion. While designing
the logical topology it is desirable to minimize both the network congestion and

the average packet delay [LA1]. It can be observed that electronic switching
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speeds are directly proportional to congestion. The average packet delay experi-
enced at a node is due to queueing delays and the propagation delay. Queuing
delays are usually ignored while designing wide area networks as queueing is not
an issue in a WAN environment [Rajl]. Hence the problem is to route packets in a
fashion which will keep the maximum total flow on any network as low as possi-
ble.This mathematical problem is known as the maximum concurrent flow prob-

lem [AMOL1, BG1].

Several mixed integer programming formulations have been proposed in the past
with minimal variations [LA1, CGK1, BG1]. The objective of all the formulations
that deal with wide area networks is to minimize a form of congestion. All the pro-
posed formulations suffer the inherent limitations imposed by classical algorithms
like branch and bound for finding integer solutions. Several heuristic algorithms

have been proposed to circumvent this setback.
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Tabu Search

2.8 Introduction

The practical significance of several difficult optimization problems has led to the
development of several powerful optimization techniques. Many of these newly
developed methodologies have their roots derived from existing natural and physi-
cal phenomenon. For instance, simulated annealing is based on metallurgy, while
genetic algorithms resemble the biology of evolutionary reproduction. Tabu Search
is based on concepts that unite the fields of Artificial Intelligence and Operations
Research. “Tabu Search is a general heuristic procedure for guiding search to

obtain good solutions in complex spaces [Glv1]”.

Tabu Search is rapidly getting popular and is being extensively used to solve hard
combinotarial problems that frequently occur in practical settings. Various diverse
fields have witnessed the successful use of tabu search in recent years [Glv2].

These include several variations of the scheduling problem, character recognition

University of Windsor, 2000 18
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using neural networks, path assignment in telecommunications among others.

Tabu Search can be viewed as a powerful extension of the standard hill-climbing
search defined relative to a neighborhood structure and a move evaluation function.
It is based on procedures that cross boundaries of local optimality and explore new
regions in quest for the local optimum. The basic ideas behind Tabu Search began
to originate in the 1970s and its basic form was recently proposed by Glover. The
limitations of several classical methods has further fueled the use of tabu search
and its variants in several diverse fields. Tabu Search along with genetic algorithms
and simulated annealing has been widely recognized by the Committee on Next
Decade of Optimization Research (CONDOR) as an extremely promising tech-

nique to solve difficult combinotarial optimization problems{LG1][{Glv1].

A meta-heuristic refers to a master strategy that works on top of other heuristic
procedures in an attempt to guide the lower level heuristic procedures beyond local
optimality. Tabu Search, in essence, is a meta-heuristic that uses memory based
strategies to impose certain restrictions on the search process and thereby allowing
the exploration of otherwise difficult regions. Adaptive memory and responsive
exploration are the key features that make Tabu Search intelligent [LG1]. Tabu
Search contrasts with other memory-less models which rely on random sampling
of neighborhood of promising solutions and population based approaches. “The

emphasis on responsive exploration in Tabu Search, whether in a deterministic or
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probabilistic implementation, derives from the supposition that a bad strategic
choice can yield more information than a good random choice” [LG1]. It is also
superior to other techniques like the A* algorithm [RK1] and branch and bound

technique that offer a rigid form of memory.

2.9 Memory and Tabu Search

Memory in Tabu Search can be both explicit and attributive. Explicit memory
records complete solutions that appear promising. This information can be used to
explore the neighborhood of these elite solutions at a later stage. This form of
memory is memory intensive and requires very clever data structures. Attributive
memory, on the other hand, is primarily aimed at guiding the search. This type of
memory structure records information about the attributes that change while mov-
ing from one solution to another. This can be used to avoid cycles and to guide the

search to unexplored regions in the search space.

2.9.1 Short-term memory

“The core of tabu search is embedded in it short-term memory process” [Glv2].

Both, long-term and short-term memory are intended to modify the structure of the
neighborhood of the current solution. Short-term memory modifies the neighbor-
hood to a subset of it while long-term memory can add new solutions not origi-

nally found in the given neighborhood. This dynamically changing neighborhood
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structure is one of the key features behind tabu search.

Short-term memory facilitates aggressive exploration of a given neighborhood
resulting in the selection of the best available move. We mentioned earlier that tabu
search is an extension of the traditional hill climbing algorithm. A general form of
hill climbing algorithm is stated below.

Choose an initial solution S
Set move:= true
Do
Generate a candidate subset V* of solutions found
in the neighborhood N(S) of S.
Find § e V" such that f{s") 2 f{x) ,Vx inV"
If f{S) > f(S")
§:=8'
else
move:= false

until (move = true)

University of Windsor, 2000 21
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This algorithm is often bound to get struck at a local optimum. In order to over-
come this, our guidance structure should be able to accept moves that are not
favorable (i.e. f(s’) < f(s)) and simultaneously avoid cycles.

Tabu Search alleviates the problem of local optimality by employing a tabu list
which forces the search away from moves selected in the recent iterations. This
notion of using memory to forbid moves has a sharp impact on the solution neigh-
borhood that is being generated. The solution neighborhood actually depends on

the time stream and hence on the iteration number [Glvl].

2.9.2 Tabu list and Tabu tenure

A tabu list can be perceived as a FIFO (First-In First-Out) list based on certain
attributes of the k preceding moves (The parameter k is usually associated with the
number of iterations completed). The list of such attributes are recorded in the
same sequence in which their corresponding solutions are generated. A move
which should be forbidden (or made tabu) is added to the tabu list and it continues
to be in the list for a specified number of iterations. The period for which a move
remains tabu is usually referred as the tabu tenure of that move. Depending on the
nature of the problem, tabu tenure may remain constant throughout the search or
may dynamically vary as the search progresses.

Intuition tells us that the length of tabu list should grow with the size of the prob-
lem under consideration. There is no general rule which tells us the size of tabu

lists for a given problem. The size is determined empirically. One should watch for

University of Windsor, 2000 22



Tabu Search

the occurrence of cycles with low values of tabu size and also note the maximum
size that can be reached without compromising on the quality of solution obtained.

An ideal tabu size should lie between these bounds [LG1].

2.10 Candidate list strategy

The idea of examining the complete neighborhood of a solution is desirable as it
will yield high quality solutions. But in a practical setting, this may turn out to be
extremely time consuming in terms of CPU time and in several cases may not be
feasible at all due to inherent limitations on the amount of computing power avail-
able. In such situations we are forced to analyze a subset of moves present in the
solution neighborhood.

Several strategies have been proposed in literature[LG1] which provide broad
guidelines for selecting a elite subset of promising moves from the huge set of

available moves. This elite set of moves is referred to as candidate list.
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Use a move from the candidate
- list to create a trial solution from

the current solution
Is the move
Tabu? Yes
No
- - Does this
If this solution is the Yes move satisfy
best found so far, record the aspiration criteria
the solution and the move
details as chosen candidate
\ No
N ( Perform the
° Are enough moves Yes chosen move
examined?
Best move selection - Short-term memory
2.11 Aspiration Criteria

A closer look at the tabu restrictions will reveal the fact that it might sometimes
become too restrictive by forbidding moves leading to unvisited solutions that are

attractive. Thus, there may be situations when we want our guidance procedure to
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overrule the tabu status of a move and accept it. This is performed by employing
aspiration level conditions. The aspiration level component allows the guidance
procedure to override tabu status if a particular move is sufficiently attractive. The

aspiration criteria further ensures that the search does not get into cycles [Glv2].

Identify an initial feasible solution

'

Construct a candidate list containing
elite moves found in the —
neighborhood of the current solution

'

Select the best move from the
candidate list

'

Is the solution optimal?
or
Is the stopping criterion met?

\ NO
YES

Update tabu records and
aspiration criteria

Tabu Search using short term memory
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In several commercial applications of tabu search, the use of short-term memory
has itself found superior solutions[Glv2]. Still, long term memory is useful in
obtaining good solutions for hard problems. Long term memory is primarily used

to intensify or diversify the search.

2.12 Long-term memory

The scope of memory used to implement tabu conditions operate on a very short
term horizon and is primarily intended to prevent cycling. Memory in tabu search
can also be used to learn more about the properties of good solutions as they are
visited during the search. This notion of leaming forms the motivation for intro-
ducing intensification and diversification schemes for the search. In some literature
this approach is referred as Adaptive Memory Programming (AMP) [LG1]. We
mentioned earlier that the purpose of both long-term and short-term memory is to
create modified neighborhoods of the current solution. The modified neighborhood
in case of short-term memory is always a subset of the neighborhood of the current
solution. Long-term memory can include moves that are not found in the immedi-
ate neighborhood of the current solution. This is an important difference between

long-term and short-term memory.

2.12.1 Intensification and Diversification

The purpose of intensification strategies is to reinforce move combinations and
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solution features historically found good [Glv2)]. The idea is to favor moves that
have properties similar to the ones that were identified good by a ranking mecha-
nism. Intensification alone is not sufficient to yield best solutions as it tries to
intensify search in a particular region. To offset this the complementary notion of
diversification is introduced which directs the search over unexplored regions in
the search space. Diversification is particularly useful in escaping local optimality.
A finer look at the short-term memory strategies will reveal the fact that they
embody the fundamentals of intensification and diversification.

Several other techniques like strategic oscillation and target analysis are of late
finding place in literature and are used in association with long-term memory to

constructively drive the search towards global optimum.

Experiments performed recently have demonstrated the ability of tabu search to
produce superior solutions that match or even surpass the best known solutions of
certain hard problems{Glv2]. Tabu search is a relatively new area of research and

many more advances can be expected in the near future.
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Chapter 3
Problem Specification and Approach

3.1 The Problem

We are interested in designing the logical topology of an optical network, given a
traffic matrix and the underlying physical topology. We assume that the networks
considered here use Wavelength Division Multiplexing (WDM) and wavelength
routing. These type of networks, as noted earlier are referred to as Wavelength

routed Optical Networks(WRON).

In [RS2] the authors have proposed a mixed integer linear problem (MILP) formu-
lation for the logical topology design problem. Given (AY) the traffic matrix and the
physical topology of the underlying network, the MILP produces the logical topol-
ogy and the routing strategy that is to be used on it by minimizing the maximum
traffic flowing on any logical edge. The MILP gets computationally intractable for
even moderately sized networks due to the presence of a large number of integer
(0-1) variables. Classical methods like branch and bound and other cutting plane
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approaches fail to solve the problem in a reasonable amount of time and require

enormous amount of computing power.

In this thesis we investigate the use of tabu search meta-heuristic to solve the
MILP, hence producing the logical topology and a corresponding routing algo-
rithm. We first state the MILP to be solved[RS2] and then describe our approach
using tabu search. This formulation involves a multi-commodity flow problem,

with each pair of nodes representing a commodity flowing over the network.

Parameters

o« T=(AY) represents the traffic matrix. i.e., A% represents the amount of traffic/unit
time originating from source node s and having destination node d.

* d;; the shortest path distance between nodes i and j.
* djax represents the maximum distance between any two source destination pairs.

* A; denotes the logical degree of the network.

Variables

* bj; are binary variables such that b;; = 1 if there is a logical edge (light path)
between node i and j, and 0 otherwise;

. J\,ij’d represents the amount of traffic, flowing on logical link ij, that originated

from source node s and having destination node d;
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* Amax is the maximum load on a logical link. This is the congestion on the net-

work which we are trying to minimize;

Minimize A'max subject to:

Flow conservation at each node:

,

4 J I.Sd if(s = i)

s s .

Zkij -Zlﬁ = —l.Sd if(d = i) foralls, dandi.
/ / 0, otherwise

These constraints ensure flow conservation of each commodity at each node. They

are further illustrated in figure 3.1 below.

o0

Only supply(A%%) Only demand(-A*)

Supply = Demand
Figure 3.1: Flow Conservation
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Total flow on a logical link:
sd . .
;l{i < }"max foralli,j
Amay, the congestion represents the maximum load on any logical link. The above
constraints ensure that the total flow on any logical link is never greater than Ay,

The sum on the left denotes the total traffic flowing on logical link ij.

)"ide < bijxgd foralli,j, s, d
These constraints ensure that the flow of a commodity on a logical link is never
greater than the total supply of that commodity. Moreover, if b;;=0, then A;j‘d is
forced to be zero for all sd pairs. The inequality becomes a equality if there is a
logical link between i and j and the entire traffic flowing from source s to destina-

tion d flows on it.

Average delay constraint:
S A ij“d i S Aad™** for everys, d
ij

These constraints impose bounds on the delay experienced by every transmission.

0dp,, is the maximum delay allowed. Higher values of o will tend to introduce

multi-hop transmission and hence lower congestion.
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[}
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|
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!
|
|
|
|
5 10 :
I
|
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I
|

| ] L

Lower o. Congestion = 100 | Higher o Congestion = 60
I
Figure 4.2 Average delay
Degree constraints:

Zbij = Aljbrallj
i

zbij = 4 foralli

J
The degree constraints ensure that the in-degree and out-degree bounds are not
violated. These constraints are dependent on the type of switching equipment like

routers and the number of transmitters and receivers present at every node.

sd
It naturally follows that }‘ij 'Aij'}‘max 20 foralli, J» S, dand

bije {1} foralli,)
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The number of variables and constraints in the above MILP increases exponen-
tially as the number of nodes in the network increases. For a 14 node network there
are more than 35000 constraints and twice as many variables(including slack and
surplus). There are 182 integer 0-1 variables which further complicate the prob-
lem. This makes the problem tremendously difficuit even for the most modern

computer.

3.2 Aggregate formulation

In the formulation we discussed earlier every source destination pair in the demand
matrix constituted a commodity. In [BG1] the authors have introduced a different
approach for formulating this problem, commonly referred to as aggregate formu-
lation. In the aggregate formulation, every source in the network is assumed to
constitute a commodity. In other words, every row in the traffic matrix will repre-
sent a commodity resulting in a significant reduction in the size of the problem in
terms of both the number of variables and constraints. For a 14 node network we
only have 5475 variables and 2968 constraints which is a significant reduction in
size compared to the disaggregate formulation. Still, the disaggregate formulation
discussed earlier is superior to aggregate formulation as it provides improved
bounds and hence produces high quality solutions.
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The size of the problem, in terms of the number of variables and constraints, when
formulated using aggregate and disaggregate formulation for a n node network is

given below:

Table 2: Aggregate vs. Disaggregate formulation

Variables Constraints

Disaggregate 2n*-4n3+5n%-3n+1 n*-n3+2n?

Aggregate 2n3-n+1 n3+n2+2n

We will now discuss the logical topology design problem using aggregate formula-

tion. We will be solving this MILP using tabu search.
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Minimize A'max subject to:

Flow conservation at each node:

s oo
ZKUS -Zk jis = * . s = 1) Jorallsandi.
j J A if(s#i)

Total flow on a logical link:

max

211.1.’ <k forallij
Y

s s ..
lij Sbiji\. foralli, j, s

Average delay constraint:
z;‘ijsd if s*fad™* Joreverys
i,j

Degree constraints:
Zbi]. = A, forallj
i

Zbij = Aljbralli
J

s . ..
)‘ij ,lij,lmaxzofbralll.j,sand bije {Q1} foralli,j
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Example

We consider the following traffic matrix:

036
T=11009
480

As noted earlier in the disaggregate formulation every non zero entry in the traffic

matrix corresponds to a commodity flowing on the network. For example, 29! rep-

resents a commodity and for the traffic matrix stated above, 3 units of commodity

A% flows from node O to node 1. Hence, for transmissions coming out of node 0

(A% and A%%) we have 6 equations pertaining to flow conservation:

Ay + Aot - Ay + Ay %) = 3

Mo’ thip = (A +hy) = -3
Mg thy =gy Ay ) =0

;‘0102*_;‘0202_(2’1002_{_&2002) =6

Mo+ Ay = (Ao +hy %) = -6

lz002+k2102_(l.0202 ‘*'11202) =0

But, in the aggregate formulation every source in the traffic matrix correspond to a
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commodity. In the traffic matrix above, A0 = 9 and represents the commodity pro-
duced at node 0. For transmissions coming out of node O, we have only 3 equations

pertaining to flow conservation:

Aot +hge" = (A" +Age)) = 9
Ao+ Az = 0*01o +hg) = =3

Mo+ A = (hgy’ +hyp") = =6

The aggregate formulation is clearly more tractable compared to the disaggregate
version. This is a significant step towards obtaining a solution compared to the dis-
aggregate formulation. However, solving this problem using branch and bound is
extremely difficult due to the overhead involved in terms of time and computing

resources.

The logical topology design problem can be divided in to two sub-problems:
«fixing the logical edges in the network
«design of a routing strategy that is to be adopted on the network.
In [RS1] the authors have proposed some heuristic algorithms to solve the logical
topology design problem and then plug-in the values to the linear program to find
the routing algorithm. The use of heuristic algorithms does not yield consistent
results and the quality of results vary with the type of the network considered. We

University of Windsor, 2000 37



Problem Specification and Approach

have discussed about a heuristic topology design algorithm in appendix-3.

3.3 Our Approach

Tabu search in the past has been successfully experimented with problems involv-
ing several integer variables. In [GL], the authors have proposed a novel approach
to solve mixed integer linear programs using tabu search. This work is the motiva-
tion for this thesis. We apply a modified version of this strategy to solve the aggre-
gate version of the MILP stated earlier. We use simplex method with LU
decomposition to solve the relaxed integer linear program as it offers good control
over handling the round-off errors that occur very frequently while performing
arithmetic with single and double precision numbers.

The tabu search heuristic proposed in [LG1] has its framework embedded directly
into the bounded simplex method. Essentially it appears as a natural extension of
the primal simplex algorithm. It is a well known result that an optimal solution for
a 0-1 mixed integer linear program, if one exists, can be found at an extreme point
of the LP feasible set{LG1]. The heuristic proposed in [LG1] exploits this impor-
tant result and it uses the bounded simplex algorithm to move to adjacent extreme

points in its quest to find an integer solution.
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A broad overview of the algorithm is given below:

» Step 1: We solve the LP relaxation of the original MILP to obtain an optimal
extreme point solution. This will be the initial solution to the TS heuristic. Let z*
be the associated objective value.

» Step 2: We examine all the feasible pivot moves from the current solution. It may
be desirable to examine a candidate subset of the available moves. If a move pro-
duces a MILP solution x, with an objective of z > z*, record z* and the corre-
sponding solution x.

* Step 3: We rank all the candidate moves based on a TS move evaluation function
which penalizes moves based on their tabu status. We select the move with the
highest evaluation.

* Step 4: We perform the pivot move using the selected move. We also update the

memory and guidance structures and move to step 2.

3.3.1 Candidate List

We examine the entire set of available feasible extreme points. It is highly desir-
able to analyze a candidate list especially when dealing with large networks as the
number of extreme points available can become too high.

3.3.2 Guidance mechanism

A proper guidance mechanism is the key to the TS algorithm. We use two mea-
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sures 1) Objective function change, 2) Integer infeasibility measure, to guide us
towards a MILP solution. The integer infeasibility measure (IFM) represents the
degree to which a solution fails to meet the integer restrictions. For a given
extreme point solution x(h), let x;(h) denote the value assigned to x; and let z(h)
denote the objective value. Let I denote the set of integer variables. [FM is defined

as follows:

uth) = Y (uih): (je )

where u;(h) = |x,(h)-near(x;(h))|°

near(x) denotes the integer value nearest to x. For our study we fixed the value of p
at 1. We note that u(h) = 0 implies that x(h) is a perfect integer solution. Now, to
define a move evaluation scheme for guiding the search, we consider the follow-
ing:

*Az(h) = z(h) - 2(0);

*Bu(h) = u(0) - u(h);
Az(h) > 0 indicates a direction of objective increase and Au(h) > O indicates a

direction of integer feasibility.

3.3.3 Move classification

Based on the measures Az(h) and Au(h) moves can be classified in to 4 categories.

In Fig. 3.1 each of the quadrant represent a particular move type. Let M1, M2, M3
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and M4 represent the set of move type 1, 2, 3 and 4 respectively.

A Objective Function
Az Change
1
|
|
3 { 2
: Integer Infeasibility
| Change
Au e e
—————————— |
|
|
|
1 | 4
I
I
|
I

i GL pp 628
Fig 3.1 Move classification (GL pp628]

Move type 1 takes the search in a direction which produces better integer solution
and decreasing objective value.

M1 = {h € Moves / Az(h) < 0; Au(h) >0 and x(h) is not tabu}

Similarly, move type 2 points in a direction which increases profit and integer

infeasibility. Move type 3, represents non-decreasing profit and nonincreasing inte-

University of Windsor, 2000 41



Problem Specification and Approach

ger infeasibility and move type 4 indicates decreasing profit and nondecreasing

integer infeasibility.

3.3.4 Move evaluation

We use ratio test choice rules described below to evaluate the moves. When several
moves of a certain type is available we choose the best move by the following

choice rules.

e Move type 1: ml = argmax {Az(h) / Auth): h e M1}
* Move type 2: m2 = argmax {Au(h) / Az(h): h e M2}
* Move type 3: m3 = argmax {Az(h) * Au(h): h € M3}

e Move type 4: m4 = argmin {Az(h) / Au(h): h € M4}

3.3.5 Move selection

Move type 3 is most desirable, provided both Az and Au are positive. In fact we
prefer to choose move type 3 if at least one of Az or Au is positive. We accept
moves with Az and Au equal to zero with a very low probability. In the absence of
move type 3 with at least one of Az or Au with positive values, we focus on move
type 1 and 2. If only one of move type 1 or 2 exists, we choose that move. When

both move types 1 and 2 exist we choose move type 1 with a high probability(0.9)
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as this bias has the ability to move the search towards an integer feasible solution.
Otherwise we choose one of m1 or m2 by a normalization procedure described in
appendix-2.

Move type 4 is least desirable and is chosen only in the absence of other move
types. It is suggested in literature[LG1] that move type 4 can be used to introduce a
form of diversification in the search which has the ability to explore new regions of

feasibility. We allow move type 3 with Az=0 and AU,=0 to precede other moves

with a very low probability as this has the ability to prevent a bad move.

3.3.6 Tabu conditions

We use a one dimensional array, TabuStart[j}, to record the tabu status of a move.
We initialize the entire array with -1. During a pivot move if x, is the leaving vari-
able then we record, TabuStart{x|] = current_iteration. Then x, remains tabu (or

restricted) for a certain number of iterations which is determined by tabu tenure.

The function isTabu shown below illustrates the implementation of tabu condition.
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Function isTabu(enter)
{
if (TabuStart[enter] == -1)
return false
else if (iteration - TabuStart{enter] < Tabulenure)
return true
else

return false

We use a dynamic tabu tenure which varies once every 10 iterations. We randomly
choose an integer in the range [sqrt[N], 2 * sqrt[N]] and make that the tabu tenure.

[LG1].

3.3.7 Aspiration criteria

The restrictive nature of the tabu conditions can block certain promising moves. To
escape such a situation we use an aspiration criteria, which allows a promising
tabu move to be executed.

We create an array, AspireObj[A] where every cell corresponds to an objective

value. This involves association of objective values to various integer levels vary-
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ing from 0 to Ay, Where Ay, is the size of the AspireObj array. We then store

the integer infeasibility level corresponding to an objective value in its cell. This
way we can select a tabu move if it shows an improvement in [FM.
Let initial objective value be z’. We make it correspond to a integer level of 0.01 *
z’; This gives us a conversion factor C = (0.0/ * L)g,,) / z; A solution with objec-
tive value z(k) will correspond to a integer level given by:

min(ceiling(C * z(k), L,,4,)
For a six node network we fixed Lyg,, at 8000. We increased Ly, as the number

of integer variables increased.
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Chapter 4
Implementation

The implementation was done using the Java language. Java was chosen as it is
platform independent and object oriented. The implementation has a total of 12
classes and runs to around 5000 lines of code. The program solves the relaxed
MILP using LU decomposition and then applies tabu search principles to find an
integer solution. We stop as soon as we find an integer solution, thought it may be

desirable to further investigate the search space for better solutions.

4.1 LU decomposition

Solving large problems involving floating point numbers using computers always
produces round-off errors. In some cases these errors can accumulate and result in
a totally wrong solution. Our experience with the bounded simplex method
revealed that round-off errors can produce erroneous results in this problem.

As an alternative, we tried using revised simplex algorithm which reduces the

number of calculations significantly by restricting pivot computations to the work-
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ing inverse matrix. We also re-inverted the basis matrix very frequently (even
though it was a huge overhead) to stabilize the inverse as it might have accumu-
lated some round of errors during the course of the algorithm. In fact this was our
favorite choice and it worked fairly well with small networks (up to Snodes). Fre-
quent re-inversions failed to help the revised simplex implementation for larger
networks. This forced us to look for a new and stable simplex implementation.

LU decomposition turned out to be ideal as it offers good control over round-off
errors. The method decomposes the inverse into an upper triangular matrix and a
sequence of pivot and permutation matrices. The need for efficient data structures
was the key to an effective implementation of this method. LU decomposition is
further explained in appendix-1. We also frequently recreated the LU decomposi-

tion from the current basis to get rid of any round-off errors present in the matrices.

We use LU decomposition to find the initial basic feasible solution for the relaxed
problem. Since we do not have an initial basis to work with we solve the LP using
the phase 1/phase 2 method by introducing an artificial basis. We also use LU
decomposition to move to adjacent feasible solutions during the tabu search pro-
cess. Once we identify the objective value for the relaxed problem we make it the
starting point for the tabu search algorithm. From this extreme point solution (the
current solution) we analyze all the adjacent feasible extreme points and classify
them based on the move classification rules described in chapter 3.

One important observation here is that we do not perform the pivot operation for
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every feasible pivot move while analyzing the extreme points. We compute the
updated column for the entering variable under consideration, and using this we
can find the new value of the basic variables without performing the pivot. More-
over we are interested in determining the change in integer variable only. Hence

we save lot of time by focussing on integer variables that are present in the basis.
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Chapter §
Experiments

In this chapter we discuss the various experiments we performed to test the imple-
mentation. We used the results obtained from branch and bound algorithm to
bench mark our results. LINDO [Lin], an optimization package, was used to per-
form experiments involving the branch and bound algorithm. We also compared
our results with the results obtained by using HLDA, a topology design algorithm
described in [RS1]. We have provided details of HLDA in appendix-3.

5.1 Methodology

Due to the fact that solving LP for large problems becomes time consuming, we
focussed our study on smaller networks. Most of the experiments were performed
on networks with six nodes because of our inability to solve large problems using
the branch and bound algorithm.

We evaluated our approach based on the following objectives:

*To test our algorithm with different values of o and A, given a traffic matrix.
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*To compare the congestion obtained from our approach with that of branch and
bound algorithm using Lindo.
*To compare the congestion obtained from our approach with HLDA.
We did not do several tests for topologies with logical degree, 1. This is not a very
interesting case as we always get a ring topology. Since random numbers are
extensively used during the tabu search process, we may not get the same solution
after every run. For every test case, we executed our algoritm thrice and then

selected the best result.

5.2 Test data

We used a total of eight traffic matrices for the six node network and one each for
the seven and eight node networks. We designed topologies with different logical
degrees and simultaneously varied o to study the impact of propagation delay.

HLDA places multiple logical edges between the same pair of nodes if the traffic
between them is very high, provided degree constraints are not violated. The MILP
formulation we used does not allow multiple logical links between the same pair of
nodes. Except in the case of TM], traffic was chosen in such a way that HLDA
doesn’t create multiple edges between the same pair of nodes in the logical topol-
ogy. This allowed us to compare the performance of HLDA with our approach.
Traffic matrix entries was randomly generated using an uniform distribution in (0,

1). We ignored several traffic matrices in order to generate a topology that doesn’t
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carry multiple logical links between the same pair of nodes when HLDA is

applied.

Traffic matrix TM1 (taken from [RS1])

0 0.537 0.524 0.710 0.803 0.974
0.391 0 0.203 0.234 0.141 0.831
0.060 0453 0 0.645 0.204 0.106
0.508 0.660 0494 O 0.426 0.682
0.480 0.174 0.522 0.879 0 0.241
10.950 0.406 0.175 0.656 0.193 0 |

Physical topology

Traffic matrices TM2 - TM8: The physical topology for all the seven traffic
matrices(TM2 to TMS8) is shown below. It is a subset of the 14 node NSFNET

which is as a primary internet backbone for North America.

Physical topology
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Traffic matrix TM-A: This is a seven node network. The physical topology is a
subset of the NFSNET.

K 03200760 0 0.730 0.060 0.530)
0.950 0 0.530 0.200 0.064 0.848 0.264

0.856 0.696 0 0.048 0.872 0.448 0.092
TM-4 = 108720224 0736 0 0.936 0.616 0.192
0.672 0.896 0.720 0.680 0 0.824 0.096
0.096 0.760 0.632 0.848 0.072 0 0.608
10.128 0.480 0.640 0.304 0.664 0.280 0 |

Physical topology
Traffic matrix TM-B: This is a 8 node network and the physical topology is a
subset of the NSFNET.

0 0.768 0.480 0.056 0.352 0.520 0.784 0.120]
0.728 0 0.056 0.384 0.352 0.536 0.568 0.784
0.280 0608 0 0.360 0.088 0.696 0.808 0.264
IM.B = 0]0-624 0656 0640 0 0.080 0.728 0.376 0.112
0.288 0.848 0.728 0264 0 0.200 0.712 0.488
0.368 0.448 0.240 0.584 0.696 0 0.632 0.664
0.072 0.016 0.848 0.608 0.176 0.160 0 0.712
0.144 0.136 0.280 0.536 0.040 0.608 0.360 0 |

Physical topology
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5.3 Experiments

We performed 3 set of experiments for every topology designed as follows:

1. We ran the branch and bound procedure to solve the MILP
2. Used our tabu search based approach to solve the MILP
3. Identify the logical edges (0-1 variables) using HLDA and then solved the

resulting LP to determine the congestion.

Experiment 1

In this experiment we designed topologies with logical degree 1, 2 and 3 using
T™M1.

Table 3: Congestion obtained for

TM1 with A;=1.
Branch & Our
Bound approach HLDA
o= infeasible infeasible infeasible
= 7.34 7.53 infeasible
= 7.08 7.08 infeasible

As a increases we noticed a decrease in congestion. This is because of the fact that

higher values of o distributes the traffic by allowing multihop communication.
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Congestion = 7.08 Congestion = 7.53
o= 10 and A;= 1 (branch & bound) o.=2 and A;= 1 (our approach)
Logical topologies using TM1

Table 4: Congestion obtained for TM1

Degree (A) a Branch & ap:“‘::ch HLDA
2 | 1 | mfeasible | infeasible | infeasible |
2 2 2.04 224 2.19
2 3 204 2.04 2.19
3 1 121 127 .

3 2 118 127 .
3 3 118 127 .

(*) HLDA places multiple logical links between the same pair of nodes
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Experiment 2

In this experiment we designed topologies using TM-A.

Table 5: Congestion obtained for TM-A (7 nodes)

Branch & Our
Degree (&) @ Bound approach HLDA
1 1 infeasible infeasible infeasible
1 2 10.576 12.40 infeasible
1 3 1.610 1.803 infeasible
2 1 2.96 341 infeasible
2 2 2.96 3.73% 3.68
2 3 2.96 3. 01% 3.68
3 1 1.62 2.402 1.84
3 2 1.57 2.192 1.84
3 3 1.57 1.780 1.84

(#) The solution was obtained after several attempts (around 6) as our approach
failed to escape cycles. We accepted move type 4 with a very high probability to

diversify the search to new areas in the search space.
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Experiment 3

In this experiment we design topologies using TM-B.

Table 6: Congestion obtained for TM-A (8 nodes)

Branch & Our
D A HLD.
egree (4) @ Bound” approach A

1 1 infeasible infeasible infeasible
1 2 11.592 12.4 infeasible
1 3 11.390 13.15@ infeasible
2 1 3.10 4.12 infeasible
2 2 3.10 3.50 3.56
2 3 3.10 3.202 3.56
3 1 1.707 1.75 2.05
3 2 1.707 2.1 2.05
3 3 1.707 1.75 2.05

(*) Best feasible solution obtained after 10 iterations was chosen.

Cycling was a major problem while working on this 8 node network. Several runs

were required to obtain a feasible solution. The need for a longer term memory

component was clearly evident as the network size grows. The diversification strat-

egy discussed in the previous experiment did not help in escaping local optimality.
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Experiments

Using a fixed tabu tenure helped in one particular case(@), but in general proved to

be too restrictive.

Experiment 4

In this experiment we used seven traffic matrices TM1 - TM7, and compared the

performance of HLDA with our approach.

Table 7: Comparative study using 7 six node networks

Our Approach / Branch & Bound | HLDA / Branch & Bound

Degree (4))

o

Mean

Standard
deviation

Mean

Standard
deviation

w

2 1 1.25 0.18 1.11 0.05
2 2 1.31 0.13 1.101 0.052
3 1 1.286 0.105 1.031 0.024
3 2 1.179 0.091 1.028 0.025

It is interesting to note that HLDA performs much better when the delay con-

straints are not too restrictive. Our approach did not yield very good solutions

mainly because we terminated the search as soon as we come across the first inte-

ger solution.
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Conclusion and Future Work

Conclusions and Future Work

In the course of this thesis we presented a tabu search based approach to solve the
logical topology design problem. We compared our approach with branch and
bound and HLDA. Our approach yields solutions which are comparable with
HLDA even though not superior to it in many cases. Our approach gives a solution
for any feasible MILP whereas HLDA fails for networks with very tight delay con-
straints even if a feasible topology exists.

We focussed mainly on providing a basic framework for applying tabu search to
the logical topology design problem. We did not address issues like long term
memory and more over we stopped our search as soon as we found an integer solu-

tion. These factors have definitely affected the quality of our solution.

Another interesting observation would be the behavior of HLDA under relaxed
delay constraints. It performs very well under such situations and it will be a good
idea to start our approach with an initial solution obtained from HLDA and then

improve on it.
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Conclusion and Future Work

Tabu search is an interesting area of research which is relatively new and is rapidly
growing. As we worked on this topic we were able to identify several potential

areas of research which can be done by extending this work.

In our approach we did not use any candidate list strategy and hence we searched
entire neighborhoods in every iteration. Implementing the search using a proper
candidate list strategy will definitely speed up the search significantly. It is also
desirable to enlarge our candidate list (the entire neighborhood in our case) when
move type 4 is only available. We also suggest the use of other tabu search compo-
nents like long-term memory, strategic oscillation etc. It may be useful to study the

behavior of probabilistic tabu search for this problem.

Our formulation did not allow the creation of multiple logical edges between
nodes in the logical topology. This can be incorporated in future studies as it has

the potential to bring down congestion significantly.

An approach to distribute the problem along several computers can definitely
speed up the problem. With the availability of new technologies like RPC and
CORBA which aid distribution effectively, a thought in this direction can lead to

an excellent research topic.
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Appendix 1

LU Decomposition

The basic idea behind LU decomposition is to perform row operations in a specific
manner, which convert a given basis B to an upper triangular matrix and a
sequence of lower triangular and pivot matrices. The method starts with the first
column, swaps the first row, if necessary with the row having the largest coefficient
in absolute value in this coiumn. Then row operations are performed to reduce all
the coefficients from the 2nd row onwards to zero. This is achieved by pivoting
with respect to the first row coefficient. We do this process recursively for all the
remaining columns. One should note that the row swapping is done relative to the

diagonal element.
Consider the LP in standard form:

minimize Z = CX

subjectto: AX=B where X220
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Let B be the current basis under examination. This method generates an upper tri-

angular matrix U, a sequence of lower triangular matrices {I';} and a sequence of
permutation matrices {Qi} such that

Q- 1,Q I} B=U
This decomposition is called LU decomposition and the product, I'y Q.... [, Qy
I'; Q, is usually denoted by L, so that B = LU. In the absence of permutation

matrices, L is a lower triangular matrix an hence the name LU decomposition

[Murl].
Obtaining LU decomposition
SetB°=B

forr=1 to m-1 repeat

Let B*! = (b;""); Select s such that [b, "'} = max {[b;,"!|/i=rto m}
Multiply B! on the left by a identity matrix with rows r and s switched. Note
this permutation matrix Q,

Add suitable multiples of row r to row i so that the entry at (i, r) is trans-
formed to zero for i >r. Again, this is equivalent to multiplying the present
matrix on the left by a matrix I’ of the form shown in fig Al.1. where g;, = -
a;/a,, for i =r+1 to m. These matrices differ from the unit only in the rt® col-

umn.
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Er+l,r 1 r+1

8m,r 1 m

Fig. Al.1: LU decomposition [Mur2]

Updating LU decomposition

LetB =(A,, A,,...Ay). Let us suppose that A and A, are the entering and leaving
columns.While updating the LU decomposition, the entering column is always
treated as the right most column in the new basis. All columns that are to the right
of the leaving column are moved one column to their left and the entering column
takes position on the right corner. The new basis B = (A ,..... A;.[, Apqs Ay Ag)-
Define f=T} Qy.... [, Q; '} Q; A

LetH=T, Qy.... [5,Q, I Q; B=(U1, U2,..Ur-1, Ur+l,... Uy, f). The structure of
matrix H is shown in fig. A1.2. A matrix of this form is known as an upper Hessen-
berg matrix. H can be easily transformed in to an upper triangular matrix (U) by

performing row operations described in the previous section on all rows k, k>r-1.
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Computations using LU decomposition

Computing basic variables xy, involves solving the equation Bx,, = b; We first com-
putet=I} Qy.... ', Q; I’} Q; b and then solve Uxy=t, by back substitution. A sim-
ilar approach can be used to compute the updated column A which is obtained by
solving BA, = A,. Let m,, be the reduced cost of the current basis.

Computing ,, involves solving the equation %x,B = C,,, where C;, represents the
cost vector of basis. Compute vector h from hU = C, by back substitution, Then =,
i is given by

Ry = h l"k Q... IhQ I‘l Q
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Appendix 2

Normalization

Define F(w,q) an aggregate integer infeasibility measure as, F = 2 |Au(h)?.

he H
Define R = ( T 1aZ(h))/(F(w.0)),
he H
R1(h) = (AZ(h)/Au(h))/R
R1(h) = (AZ(h)/Au(h)) - R
Az
A
4
B /
/
/
/
Au /
- B} /
a -
P
Fig A2.1: Normalization [LG! pe 6281
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In order to resolve between two moves h1 and h2 of type 1 and 2 respectively, we

find h* = Argmax{R1(h1), R2(h2)} [LG1].

In essence we are trying to minimize the angles o and B illustrated in figure A2.1
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Appendix 3
HLDA

HLDA, stands for heuristic logical topology design algorithm [RS2]. Given a traf-
fic matrix, this heuristic places logical edges between nodes in order of descending
traffic. The heuristic is traffic sensitive and ignores delay constraints while con-
structing the logical topology. A small description of the heuristic is presented

below:
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Step 1: Copy the given traffic matric T=(t;;) to Q=(q;)
Step 2: Select the source destination pair with largest traffic.
Qimaxjmax = Max (q;;)
if(Gimaxjmax = 0) g0 to step 4
Step 3: Subject to wavelength availability and degree constraints we
try to place a logical edge between iy,, and jy,,, along the shortest
path.
if logical edge is created
Find qy,) > = max gy, such that (n1,n2) # (imax,imax)
Set Qimaxjmax = Qimaxjmax - 9nl,n2
else
Yimaxjmax =0
go to step 2
Step 4: If total logical edges is less than NA, then place as many edges

randomly without violating the degree and wavelength availability

constraints.
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