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We hope you find this template useful! This one is set up to yield a 72x48” 

(6x4’) horizontal poster when we print it at 200%. 

 

We’ve put in the headings we usually see in these posters, you can copy and 

paste and change to your heart’s content! We suggest you use black text 

against a light background so that it is easy to read. Background color can be 

changed in the design tab, background drop down menu. 

 

The boxes around the text will automatically fit the text you type, and if you 

click on the text box, you can use the little handles that appear to stretch or 

squeeze the text boxes to whatever size you want. If you need just a little more 

room for your type, change the line spacing to a multiple of .90 or even .85 in 

home >paragraph >line spacing. The type in this poster’s text boxes should be 

at least 12 point, and will become 24 point when we print at 200%.  

 

The dotted lines through the center of the piece will not print, they are for 

alignment. You can move them around by clicking and holding them, and a 

little box will tell you where they are on the page. Use them to get your 

pictures or text boxes aligned together.  

 

You can add a guideline by holding the control key down as you move one. It 

can also help to turn on Snap to Guides by right clicking the background and 

going to Grid and Guides. That will make images and text boxes 

“magnetically” snap to the guidelines. 

 

How to bring things in from Excel® and Word® 

 

Excel- select the chart, then copy (ctl+C), and paste (ctl+V) into 

PowerPoint®. The chart can then be stretched to fit or edited as required. 

Watch out for scientific symbols used in imported charts, which PowerPoint 

will not recognize as a used font and may print improperly if we don’t have 

the font installed on our system. It is best to use the Symbol font for scientific 

characters, we always have that installed. 

 

Word- select the text to be brought into PowerPoint, copy, then paste the text 

into a new or existing text block. This text is editable. You can change the 

size, color, etc. in home >font. We suggest you not put shadows on smaller 

text. Stick with Arial and Times New Roman fonts so your collaborators will 

have them.  

 

Tables that come in funny can often be fixed by doing paste >special 

>enhanced metafile. 

 

Photos 

 

We need images to be 72 to 100 dpi in their final size, a rough rule of thumb 

that a  500 kb jpg (2 megapixel) image file can go up to 12x16” on your 

poster. Do insert >from file to import them. 

 

Preview: To see your in poster in actual size, go to view-zoom-200%. It’s 

important to walk through your poster viewing it at full size to be sure it’s 

going to look OK. 

 

Feedback: If you have comments about how this template worked for you, 

email to sales@megaprint.com. We listen! Call us at 800-590-7850 if we can 

help in any way. 
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 Due to practical reasons such as cost and time savings, fallible classifiers 

which are prone to error are used to classify binary data. 
 

 Misclassication may result in false-negatives or false-positives. 
 

 Misclassification errors may distort  results of statistical analysis. 
 

 Models that account for misclassification have been developed to 

compensate for the effect of errors. 
 

  The misclassification rate parameter  is a measurable feature  of a 

statistical model that accounts for misclassification. 
 

 Different applications requires different statistical models, which have 

specific advantages and limitations. 
 

 Better estimation can be done by  an infallible device, but at a higher cost. 
 

 A double sampling scheme using both fallible and infallible devices may be 

used at a reasonable cost , while properly accounting for misclassification. 
 

 We consider a model that allows only for false-positive misclassification, 

which treats the first sample of a two-stage sampling scheme as fixed and 

the second stage of the scheme as random (inverse sampling). 

 

 

 

 

 

 

 

 

Fixed-Inverse Binary Misclassification Model 

Simulation Results 
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Introduction 

 

 

Two-Stage Sampling Scheme 

 

The double sampling scheme involves the use of a fallible (cheap) and 

infallible (expensive) classifier in two stages in an effort to appropriately 

estimate p and the rate(s) of misclassification. The first stage involves the use 

of a fallible classier that is prone to producing false-positives under fixed 

sampling. The second stage involves using an infallible and fallible classifier 

under inverse sampling technique. For insight into this two-stage scheme 

consider the following example (* denotes false-positive): 

 

 

 

 

 

 

 

 

 

Stage Pop. 0 1 1 0 0 0 0 0 1 1 0 1 0 1 0 1 

First Fallible 0 1 1 1* 1* 0 0 1                 

Sec. 
Fallible                 1 1 1* 1 0 1 1* 1 

Infallible                 1 1 0 1 0 1 0 1 

• Next, we consider the coverage and width properties of the three 
confidence intervals when estimating p. 

• Here we consider two configurations of ratios of the fallible data to the 
infallible data: 𝑛11 = 0.05𝑚 and 𝑛11 = 0.4𝑚, while varying the 
parameters p and ϕ. 

• All simulations were performed in SAS IML with a simulation size of 
10,000 iterations. 

• The nominal confidence level was 95%. 

 

 

 

  Distributional Assumptions 

The Binomial distribution and Negative Multinomial distribution are used        
to model the counts 𝑦, 𝑛00, 𝑛10 : 

 

𝑓1 𝑦 =
𝑚
𝑦 π𝑦(1 − π)𝑚−𝑦 

                                                     and 

  𝑓2 𝑛00, 𝑛10 = 𝑛11+𝑛00+𝑛10 −1 !

𝑛11−1 !𝑛00!𝑛10!
((1 − 𝑝)(1 − ϕ))𝑛00(ϕ 1 − 𝑝 )𝑛10𝑝𝑛11 

where, 

   𝑛 =  𝑛00 + 𝑛10 + 𝑛11 is the random sample size needed to observe     

         𝑛11 successes labeled by both fallible and infallible classifiers in   

         stage 2, 

   𝑝 = probability infallible device yield success, 

   ϕ = probability fallible device yield false-negative, 

   π = probability fallible device labels an observation as success.   

      

       observation as positive 

 

 

  Maximum Likelihood Estimators  

 

𝑝 =  𝑛11(𝑛11+ 𝑛10+𝑦)
(𝑛11+ 𝑛10)(𝑛00+ 𝑛10+ 𝑛11+𝑚)

 

and 

 ϕ =  n10 n10+ n11+y

(n11+ n10)(n00+ n10+n11+m)(1−p )
  

 
 Large Sample Confidence Intervals for 𝒑 

 Wald CI: 𝒑  ± 𝒁𝜶

𝟐
 𝑰𝟏𝟏(𝒑 ,𝝓 )  

 Score CI: values of 𝑝  that satisfy : 

                               [𝒖𝒑(𝝓 𝒑)]
𝟐 𝑰𝟏𝟏 𝒑,𝝓 𝒑 ≤ 𝝌𝟐

𝟏(𝜶)  

 Likelihood CI: values of 𝑝  that satisfy :  

𝟐 𝒍 𝒑 ,𝝓 − 𝒍 𝒑,𝝓 𝒑 ≤ 𝝌𝟐
𝟏(𝜶) 

         where, 

• 𝑍α

2
  is 1 − α

2  percentile for the standard normal distribution  

• 𝑢𝑝 𝜙 𝑝 = 𝜕𝑙
𝜕𝑝
  at 𝜙 𝑝 

• χ21(α) is 1 − α  percentile of a chi-squared distribution with one 

degree  of freedom 

• 𝐼11 𝑝, 𝜙 𝑝  is the 1,1  element of the inverse of Fisher’s 

Information Matrix 

• 𝑙 is the  log likelihood function  

o The western blot procedure (WBP) is one diagnostic test of the herpes 

simplex virus.  Out of 693 women tested, the WBP yielded that 375 had 

the virus. ( Hildeshiem and Boese) 

 

o Under the  binomial model (not accounting for misclassification), the 

maximum likelihood estimator (MLE) and  Wald confidence interval 

for 𝑝 is  

 

 

 

 

 

        It turns out that WBP is a fallible detector of the virus, hence the    

         estimate above is biased.  

 

o Another procedure called the Refined Western Blot Procedure (RWBP) 

is accurate and we will consider it as an infallible classifying device. 

 

o Also, from Hildesheim’s data we will only consider the false positives 

from stage 2 and allow the false negatives to be absorbed into n11. 

 

o From the two stages, the following counts were observed: 

               y = 375, m = 693, n00 = 13, n10 =  3, and n11 = 23. 

 

o Under  the Fixed-Inverse Binary Misclassification Model, the MLE’s 

for 𝑝 and ϕ and  confidence intervals for 𝑝 are  

 

 

 

 

 

 

o The estimate of 𝑝 under Fixed-Inverse Binary Misclassification Model 

is smaller than under the  binomial model, which is intuitive because 

the misclassification rate (ϕ) is around 12% . Hence, the estimate of 𝑝 

under the  binomial model is likely overestimated due to false-positives 

generated by using only the fallible classifier. 

Simulation Results When 𝒏𝟏𝟏 = 𝟎. 𝟎𝟓𝒎 

 

 

 

 

 

 

 

Estimated Actual Coverages and Actual Widths when 𝑛11 = 0.05𝑚 and 
𝑝 = 0.25, ϕ = 0.05 

 

 

 

 

 

 

Estimated Actual Coverages and Actual Widths when 𝑛11 = 0.05𝑚 and 
𝑝 = 0.5, 𝜙 = 0.05 

Simulation Results When 𝒏𝟏𝟏 = 𝟎. 𝟒𝒎 

 

 

 

 

 

 

 

Estimated Actual Coverages and Actual Widths when 𝑛11 = 0.4𝑚 and 
𝑝 = 0.25, 𝜙 = 0.05 

 

 

 

 

 

 

 

Estimated Actual Coverages and Actual Widths when 𝑛11 = 0.4𝑚 and 
𝑝 = 0.5, 𝜙 = 0.05 

Abstract 

• In this project, we develop a particular statistical model for binary data 
that allows for the possibility of false-positive misclassification. To 
account for the misclassification, the model incorporates a two-stage 
sampling scheme.  

• Next, we apply maximum likelihood methods to find estimators of the 
primary prevalence parameter p as well as the false-positive 
misclassification rate parameter ϕ. In addition, we derive confidence 
intervals for p based on inverting Wald, score and likelihood ratio 
statistics. 

• Also, we graphically compare coverage and width properties of the 
Wald-based, score-based, and likelihood ratio-based confidence 
intervals for p through a Monte Carlo simulation.  The simulation 
study is done under different parameter and sample size configurations. 
Also, we apply the newly-derived confidence intervals for p to a real 
data set. 

For the two stage sampling scheme, define the following counts: 
     y = # of observations labeled success after m  trials of the fallible   
           device in stage 1, 
    n00 = # of observations labeled failure by both  fallible and   
             infallible devices in stage 2, 

    n10 = #  of observations labeled "success" by fallible device but  

            "failure" infallible device in stage 2,  
     n11 = # of observations labeled success by both fallible and   
             infallible  devices in stage 2. 
For example above, 𝑦 = 5, 𝑛00 = 1, 𝑛10 = 2, and 𝑛11 = 5. 
 

Motivating Example 

Parameter Estimates Wald C.I * Score C.I.* Lik.-Ratio C.I * 

𝑝 0.485 (0.4102,0.5589) (0.3899,0.5793) (0.4279,0.5413) 

𝜙 0.123 Not yet Not yet Not yet 

Parameter Estimate Wald C.I  

𝑝 0.541 (0.504,0.578) 
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