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TOWARDS A VIRTUALIZED NEXT GENERATION INTERNET

by

QIAN HU

Under the Direction of Xiaojun Cao, PhD

ABSTRACT

A promising solution to overcome the Internet ossificat®network virtualization in which
Internet Service Providers (ISPs) are decoupled into texs:tiservice providers (SPs), and in-
frastructure providers (InPs). The former maintain andamse virtual network(s) to meet the
service requirement of end-users, which is mapped to theipdiynetwork infrastructure that is
managed and deployed by the latter via the Virtual Networlb&ading (VNE) process. VNE
consists of two major components: node assignment, andniagping, which can be shown to be

NP-Complete.



In the first part of the dissertation, we present a path-bddeanodel for the VNE problem.
Our solution employs a branch-and-bound framework to westile integrity constraints, while
embedding the column generation procesdfeotively obtain the lower bound for branch pruning.
Different from existing approaches, the proposed solution itlerebtain an optimal solution or
a near-optimal solution with guarantee on the solutionigual

A common strategy in VNE algorithm design is to decomposetbblem into two sequential
sub-problems: node assignment (NA) and link mapping (LMithwhis approach, it is inexorable
to sacrifice the solution quality since the NA is not holistid not-reversible. In the second part,
we are motivated to answer the question: Is it possible totai the simplicity of the Divide-
and-Conquer strategy while still achieving optimality? r@aswer is based on a decomposition
framework supported by the Primal-Dual analysis of the {ietbed ILP model.

This dissertation also attempts to address issues in twiiérs of network virtualization:
survivability, and integration of optical substrate. Iretthird part, we address the survivable
network embedding (SNE) problem from a network flow pergpgectonsidering both splittable
and non-splittable flows. In addition, the explosive growththe Internet tréfic calls for the
support of a bandwidth-abundant optical substrate, despé extra dimensions of complexity
caused by the heterogeneities of optical resources, anhirsecal feature of optical transmission.
In this fourth part, we present a holistic view of motivati@rchitecture, and challenges on the

way towards a virtualized optical substrate that suppata/ark virtualization.

INDEX WORDS: Network Virtualization, Virtual Network Emldeling, Network Survivabili-
ty, Optical Virtualization
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PART 1

INTRODUCTION

The last decade has witnessed the stagnation of the cumemnbét. Due to the inherence
resistance to technical advancement, revolutionary tdolgres can hardly be accepted. For
instance, IPv6, conceived back in 1998, possesses only Hve i the Internet tfeic until
late November 2012. A promising solution to overcome thisif@sation is network virtualiza-
tion [1] [2] [3] [4] [5]. With network virtualization, the taditional Internet Service Providers
(ISPs) are decoupled into two tiers: the service provid8ksj, and the infrastructure providers
(InPs). The former maintain and customize virtual netwsyk¢ meet the service requirement of
end users, while the latter deploy and manage the physitabrieinfrastructure that instantiates
the virtual network request from the former. This decouplmovides the SPs a virtualized view
of the underlying network infrastructure as well as the aedbure-oblivious freedom of adopting
revolutionary technologies [1] [4] [5]. Likewise, the Inean transparently advance the physical

network without service disruptions rippled to the SPs.

VM VM VM
e ]
| Hypervisor :
| |
| |
| 0s |
| |
| |
| |
: Hardware :
| |

|

Figure 1.1. Server Virtualization



From the technological viewpoint, network virtualizatiomaps the advancement from both
the node virtualization and link virtualization to suppte abstraction of networking resource
usage as an integrated virtual or logical network. Nodeuglization, also known as server virtu-
alization shown in 1.1, employs hypervisor (either upon®sor bare metal hardware) to abstract
and share the substrate software among multiple virtuahmadVM) instances. Network virtu-
alization pushed this idea further to support a virtualimetivork that consists of virtual machines
and the data connectivity in-between, as shown in Fig. 1.2istfof enabling technologies are
presented in Table 1.1. Given the functiondfelience, we separate the nodes into facility nodes
(which mainly provide utility functions such as computingdastorages) and switch nodes (which
mainly support the tifdic routingswitching). The facility node virtualization relies on thtual-
ization of OS and network interface card (NIC)(eXen[6]), and virtualization of switch nodes
replies on the virtualization of routing functionalitieét the link level, a virtual data path can
be created with the support of bandwidth multiplexing ardhtmlogies such as la#bw-based

switching (e.g.OpenFlow[7]).

Table 1.1. Enabling Technologies of Network Virtualizatio

Component Enabling Technologies Examples (.)f

Implementation

Node Fsglcl;;y OS, NIC Virtualization Xen, VMware
Switch Ro_u tlng_fun_ctlon Router in virtual OS

node virtualization
Bandwidth multiplexing,
Link Lable/Flow Switching, Open Flow, MPLS
Tunneling

With the support of above virtualization technologies,dual network can be customized by
an SP and mapped to the substrate network of the InPs via agsoknown a¥irtual Network
EmbeddingVNE). This process consists of two major components: nasgament, which is
the mapping of the virtual node (with computational capa@quirement) to the substrate node;
and link mapping, which is the mapping of the virtual link wbandwidth capacity requirement)

to the substrate path(s). Given the NP-Completeness of i¥te pfoblem [8], existing approach-



es can be broadly classified into a few categories: optimatieas based on solving the link-
based Integer Linear Programming (ILP) formulation of waitnetwork embedding (e.g., [1]);
approaches based on the relaxation of the ILP formulatian,(elaxation and rounding in [9]);
and heuristigmeta-heuristic algorithms (e.g., [10]). The VNE process lba transformed into a
classic multi-commodity flow problem [9] [11]. This leadstiwo variations of the virtual link
mapping: splittable flow mapping and non-splittable flow miag [12]. In general, the optimal
solution based on ILP modelsfsers from the extensive computational time of the ILP solwer i
practice, while the relaxation or heuristics cannot prewvadnear-optimal solution with guarantee

on closeness to the optimality.

| Virtual Switch | | Virtual Switch |

| | | |
| I ! I
| I ! I
| I ! I
: . '
! 0S Hypervisor i : oS Hypervisor i
: l | l
: I : I
: Hardware i : Hardware :
|

| NIC | ! i NIC l
| |

Connectivity (via, e.g.,
MPLS)

Figure 1.2. Network Virtualization

The first part of this dissertation aims to fill these gaps w&itfovelbranch and boundrame-
work for the VNE problem. Specifically, we present a compathgbased ILP model for the

VNE problem. Our solution employ laranch and boundramework to resolve the integrity con-



straints while embedding a nowalumn generatioprocess to gectively obtain the lower bound
for branch pruning. Oferent from existing approaches, the proposed frameworleither obtain
an optimal solution or a near-optimal solution with guaegndn the solution quality.

Given the nature of the VNE problem, a simple and straightfod strategy for design VNE
algorithms (i.e., relaxation and heuristics) is to decosgptine problem into two sequential sub-
problems: node assignment (NA) and link mapping (LM), whitr@ node assignment (NA) is
decided first and then the link mapping problem is resolvedeum fixed node mapping. With
this approach, it is inexorable, however, to sacrifice thetgm quality since the node assignment
decision is not holistic and not-reversible. We hence arévated by the following question:
Is it possible to maintain thsimplicity of the Divide-and-Conquestrategy while still achieving
optimality for the VNE problem? The second major piece presented irdibgertation answers
this question with an intelligent decomposition framewsupported by th@rimal-Dual analysis
of the path-based ILP model that is proposed in the first part.

With network virtualization gaining momentum, the concepsurvivable network virtual-
ization attracts considerable attention recently. Thelted problem, namelgurvivable virtual
network embeddin¢SNE) generally has to deal with failures of variety of netkvelements. In
the literature, various types of failure scenarios, inclgasingle link, single facility node and sin-
gle regional failure, have been investigated [13] [14] [[E]] [17]. Different from the literature,
we address theurvivable network embedding (SNirpblem from a network flow perspective
under two dfferent cases: the case with non-splitable network flows alitdlsie network flows.

In the former case, a virtual link can only be mapped to onestsate path while the latter cases
allows the mapping of one virtual link to multiple substrpgghs. Our extensively evaluation also
reviews the trade®in terms of QoS and resource usages between these two cases.

Finally, the explosive growth of the Internetfiia clearly calls for the support of a bandwidth-
abundant and energyfeient optical substrate [18] [19]. Ideally, a virtualizegkizal substrate can
provide any-to-any bandwidth-abundant connectivity far $ervice layer in network virtualization
in an elastic, agile and automated manner wifaaive abstraction, partitigaggregation of optical

resources. However, the heterogeneities of optical ressurand the analog feature of optical



transmission add extra dimensions of complexity to the VM&bfem. In this dissertation, we
present a holistic view of motivation and architecture, arglicitly assess challenges on the way
towards a virtualized optical substrate that supports ogtwirtualization.

Overall, this dissertation addresses key challenges warktvirtualization, and can serve as a
basis for enabling a virtualized future Internet when cambitogether. The rest of this dissertation
is organized as follows. In Part 2, we present important epts; architectures and key enabling
technologies in network virtualization. Related literatstudies on VNE and SNE problems are
comprehensively reviewed and discussed. Part 3 presentsréimch and bound framework for
VNE based on a path-based ILP model. In Part 4, an optimaldwark based on the Divide
and Conquer or decomposition strategy is presented for Mt pfoblem. We present our recent
research results for the SNE problem in Part 5. In Part 6capbiased network virtualization is
discussed and studied. Finally, in Part 7, we conclude #yiep and discuss a few open problems

in network virtualization that will possible be our focusfature work.



PART 2

NETWORK VIRTUALIZATION: BASIC CONCEPTS

In this chapter, we introduce the basic concept of netwatkalization, and discuss the moti-
vation for a virtualized future Internet. We also reviewateld work in virtual network embedding,

survivable network embedding, and optical-based netwitkalization.

2.1 Whatis Network Virtualization?

The IT industry is experiencing an era of virtualization wheoftware, platform, infrastruc-
ture, (or anything), are all abstracted and virtualizedaasises, enabling @ay-as-you-gdusi-
ness model. The major driver of this revolution is the re=iiftost savings, management overhead
reduction, as well as increased adaptability. Built upa@séhtechnologies, network virtualization
reaps the advancement from both the node virtualizatign, §en[6]) and link virtualization (e.qg.,
OpenFlow[7]) to support the abstraction of networking resource esagjan integrated virtual or
logical network.

In the literature, various definitions of Network Virtuadizon from diterent perspectives have

been given. In this dissertation, we adapt a comparativetegc definition based on [20].

Definition: Network Virtualization is any form of partition or aggregation on a group of
network resources, through which each user has a uniquaratepview of the network. Particu-
larly, network resources can be fundamental (nodes, liokslerived (topologies), which can be
virtualized recursively.

From a business perspective, network virtualization éntanew model that decouples the
traditional Internet service providers (ISPs) into twoat®ely independent roles: the service
providers (SPs) and the infrastructure providers (InPshe BPs lease resources from one or

multiple InPs to provide end-to-end services to users (siolg common customers god other



service providers) by programming allocated network reseaito creafeeploy virtual networks.
The InPs possess and manage the underlying physical netesources, and provide resources to
different services providers through programmable interfaces

A deeper understanding of network virtualization can bé&zed through two important con-
cepts: recursion and revisitation. First, a virtual netvcan be provided as servjcesource to
another virtual network, which is know a&scursionor nesting. The features of the virtual net-
work (parent virtual network) provided to another virtuaitwork (child virtual network) can be
inherited by its descendent. Seconelisitationhappens when multiple virtual nodes of a single
virtual network are allowed to be hosted by the same physicdé. In a network virtualization
environment, multiple virtual networks (requestxvices) from dierent or the same SPs can co-
exist. Figure 2.1 [1] shows an example of a network virtwlan environment. In this example,
two virtual networks VN1 and VN2 created by service provi8éxl and SP2 are two independent
services to the users U1, U2, and U3. This is achieved byutgithe physical network resources
from the substrate network provided by InP1 and InP2 thrquaghition or aggregation. Note that
recursion happens between VN1 and VN2, thereinto, VN1 ipénent virtual network, while VN2
is the child. Reuvisitation exists since two virtual noded/id2 are mapped to the same substrate
node provided by InP1.

Finally, as network virtualization creates an extra layferidual network. It is a fundamental
problem that how to map and instantiate the virtual networtké substrate network while respect-
ing the physical resource limitations. This problem is knaas theVirtual Network Embedding

problem.

2.2 Why Do We Need Network Virtualization?

The major motivation of network virtualization is to addseke impasse of the current Inter-
net. To clearly understand that why network virtualizati®imtroduced:(i) what is the cause of
Internet ossification®i) Why can network virtualization address this impasse?

The fundamental causes of Internet stagnation lies on tets.f&irst, the stakeholders (i.e.,

ISPs such as Verizon, Sprint, owners of physical netwontastfucture) have no economic incen-
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Figure 2.1. Network Virtualization Environment [1]
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tive to adopt revolutionary technologies, given the pagnmisk and considerable CAPERPE
cost. Second, due to the design of the current Internet, @m@nt of new technologies call-
s for agreement and coordination among multiple parties,(&chnology innovators, hardware
manufacturers, and ISPs), which, however, ticlilt to achieve in reality.

The introduction of network virtualization can remove taésirriers with the idea of creating
a layer of abstraction through decoupling the traditior&Pd into the Infrastructure Providers
(InPs), and the Service Providers (SPs) [2] [3] [4] [5]. Aftee decoupling, the SPs possess
a virtualized view of the underlying network infrastructuaind thus enjoy architecture-oblivious
freedom of adopting revolutionary technologies [1] [4].[®Rlikewise, the InPs can transparently
advance the physical network without service disruptignsled to the SPs.

Finally, note that although network virtualization bringeprecedented flexibility for SPs
and InPs to embrace revolutionary technologies, it is ehgihg to address thartual network

embeddingroblem.

2.3 Related Work

In this section, we review the recent advancements in n&twidiualization. As this disser-
tation is mainly related to three lines of research: virtoatwork embedding, survivable virtual

network embedding, and optical network virtualization,faeus on the respective historic work.

2.3.1 Virtual Network Embedding

Virtual network embedding (VNE) process consists of twoanapmponents: node assign-
ment, which is the mapping of the virtual node (with compiotaal capacity requirement) to the
substrate node; and link mapping, which is the mapping ofvitteal link (with bandwidth ca-
pacity requirement) to the substrate path(s). VNE problamlze proven to be NP-Complete by
simply showing that the node assignment problem alone iCNRplete [8].

Given its NP-Completeness, VNE problem is normally reduoedteger linear programming
(ILP) formulations. The optimal solution then can be obeairby solving the ILP formulations

with ILP solvers (e.g., CPLEX [21], GLPK [22]). ILP-basedistion, however, is intractable for
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large problem instances. For large scale instances or tdasesmely VNE solution is needed,
a alternative approach is to solve the relaxation of thenagdtiLP model or seek heuristics or
meta-heuristics. Therefore, we classify existing VNE apphes into four categories: optimal
ILP solutions, ILP-based relaxations, heuristics, megaristics, as shown in Table 2.1.

As shown in Table 2.1, a representative VNE ILP model is thie based ILP model proposed
in [9]. In this dissertation, we present a Path-based foatmn for the VNE problem. On the
one hand, path-based formulation generally possessesuesser of variables than that of link-
based ILP. On the other hand, as to be shown later, path-baBetiodel lead to a simple and

straightforward relaxation approach by limiting the pgtace to a selected set of paths.

Table 2.1. Four Types of VNE solutions

VNE Solution Representative Work Characteristics
Optimal ILP Solution| Link-based ILP [9] intractable for large instances
ILP-based Relaxation =~ Rounding [9] non-optimal, and no quality guarantee
Heuristics [10] [23] non-optimal, and no quality guarantee
Metaheuristics [24] [25] not optimal

Heuristic VNE solutions can be further classified as ond-shawo-step VNE approaches.
In the former, the node assignment and link mapping are dorsedoordinated manner or the
same stage. For instance, as VNE process shares similetusgof sub-graph isomorphism, the
authors of [10] present a backtracking approach based atis&deversion of a subgraph isomerism
scheme which handles node mapping and link mapping at the stage. As the VNE process
consists of two major components (node mapping and link mgppa straightforward approach
is to adopt a divide-and-conquer strategy that separagasdtie assignment and link mapping. In
the first stage, all the node mapping are decided and fixetielag¢cond stage, based on the nodes
in the prior stage, the link mapping is realized (e.g, as atamce of the multi-commodity network
flow problem). A representative work that adopts this sgwats [23]. In this work, topology
attributes are taken into account to rank the importanceachenode. After calculating the the
rank (importance) of the virtual and substrate nodes, eatimvnode is sequentially mapped to

the substrate node, both following the order of rank. Aftexr hode mapping is completed, link
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mapping is done by applying a shortest path algorithm or @iraaimmaodity flow algorithm due to
whether path splitting is allowed. With a divide-and-coagapproach, itis inexorable, however, to
sacrifice the solution quality since the node assignmensidecis not holistic and not-reversible.
We hence are motivated by the following question: Is it gassio maintain thesimplicity of the
divide-and-conquestrategy while still achievingptimality for the VNE problem? We answers
this question with an intelligent decomposition framewsudpported by th€rimal-Dual analysis
of the proposed path-based ILP model.

Similar to regular heuristics, Metaheuristic solutions aot optimal as shown in Table 2.1.
For Instance, [24] proposed an Ant-Colony-based algoriinsolve the VNE process where arti-
ficial ants are employed to explore the possible solutiomepl [25], another population-based
approach, namely particle swarm optimization, are progpdseaddress VNE via the evolution

process of particles.

2.3.2 Survivable Virtual Network Embedding

With network virtualization gaining momentum, the concepsurvivable network virtual-
ization attracts considerable attention recently. Birstke classify the possible failures in network
virtualization context into four categories as shown in.R2@2. Note that a substrate node can be
either a switching node which simply transitsti@flow, or a facility node which provide comput-
ing anglor storage capacities. Likewise, the substrate links caacbess links (i.e, links between
a switch and facility node) or transport links (i.e., linkstlwyeen switches nodes). By default, it
is generally the focus to study the failure of the latter casgure 2.2 (a) shows an example of
facility node failures. In this case, all the virtual nodessted by the failed substrate nodes are
impacted. Figure 2.2 (c) contains an example for both adagssind transport link failure, re-
spectively. Figure 2.2 (b) shows the failure of a switch nddehis case, the attached facility node
is logically removed from the network. Finally, Figure 2d) 6hows an example of reginal failure
(e.g., due to earthquake) thdtexts a group of nodes and links.

The concept of survivable networking embedding was firsttyoduced in [13], which fo-

cused on the protection of single link failure. Followingthvarious types of failure scenar-
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(b) d)

é@ Facility node @ Switch node Access link Transport link '~/ Failure point

Figure 2.2. Diferent Failure Types
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ios, including single link, single facility node and singkegional failure have been investigat-
ed [15], [16], [17], [26]. The authors of [15] studied the f@ction of single regional failures in
network virtualization. The basic idea of their approactoise-map the virtual network for each
regional failure assuming that the number of distinct regldailures are finite. This re-mapping
process is done on the induced substrate networks whermkiseahd nodesféected by the given
regional failure are removed and hence result in a resili@gbping against the failure. In [16],
the authors proposed a two-step method to enable the nesuork/ability against the single fa-
cility node failure (i.e., the node with computing capailwhich difers from the switch node
that impacts the network connectivity). In the first stepaawiliary graph of the virtual network
is constructed, which can embed the network survivabiltyrizorporating redundant nodes or
links. For instance, to protect the failure of virtual nade backup node is added to the virtual
network, sayj, to replace after the failure. Note that under the single failure assionpnode

j can also be used to protect the failure of other virtual nddeszsource sharing. In the second
step, the auxiliary graph is mapped to the substrate net{usikg existing mapping algorithms).
The advantage of the two-step approach is the transparénbg protection process to the InPs.
Another instance of the two-step method appeared in they stifl 7]. Different from [16], the
authors managed to further reduce the allocated backupnesowith dailure-dependenstrate-
gy. Specifically, when Nodefails, the role of Node may be replaced by any other nodes after a
rearrangement of all the nodes (including the backup nddel(kis strategy is novel and interest-
ing, however, it may not be practically applicable due tolnige amount of possible migrations of
working nodeginks. For a more detailed classification and discussionasious types of failures
in network virtualization, one can refer to [27] and the refees therein.

In general, we can classify the strategies of enabling gabviity in virtualization into two
categories. The first one is to provide protection at the jghysetwork tier (i.e., for the switch
nodes and links), which, fundamentally, has nffedtence with the protection schemes adopted in
traditional networks. The second is based on the enhanderhéme virtual network, where the
facility node failure has to be carefully addressed. Amoagous node failure scenarios, in this

dissertation, we target on enabling survivability undegte facility node failure. Oferent from
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the existing work, in Part 5 we present a joint optimal moaelthe allocation of both active and

backup resources, where both splittable and non-spkttaialpping are taken into account.

2.3.3 Optical Virtualization

Optical networks are widely known for the high bandwidth amergy éiciency [18], [19].
The explosive growth of the Internet tfi@ clearly calls for the support of a bandwidth-abundant
optical substrate [28]. To enable bandwidth-hungry ajapilon of the future Internet, optical net-
work should be virtualized via abstraction, partitiaggregation of optical resources, and provide
any-to-any bandwidth-abundant connectivity for the servayer of network virtualization in an
elastic, agile and automated manner. At the same time, hewekallenges including the het-
erogeneities of optical resources, and the physical cainssrof optical transmission bring extra
dimensions of complexity to the VNE problem.

In the literature, the idea of optical virtualization wagially introduced in [29]. It is shown
in [29] that when automated optical path provisioning, segtatioriaggregation of network re-
sources, and optical network resource managefcmondination are all feasible, optical networks
can be virtualized to provide stronger and smarter suppdhe upper layer. The authors of [30],
from a practical viewpoint, discussed virtualization asated with major optical enabling tech-
nologies, devices, architectures. Specifically, the resopartition and aggregation for various
optical resources including switch ports and link capaaity all investigated. With a virtualized
optical network, various applications can benefit from thgeéhoptical bandwidth, including data
center and cloud computing applications, which is disadigs¢31]. Recently, the authors of [32]
studied the RWA problem in a virtualization context. fidrent from above work, in this disser-
tation, we introduce the concept Gonnectivity as a Servicand investigate thategration of
above two trends. Moreover, we present a holistic view ofrttedivations, architecture, and ex-
plicitly assess challenges on the way towards a virtualgggctal substrate that supports network

virtualization.
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PART 3

THE OPTIMAL PATH-BASED FRAMEWORK FOR VNE

Given the NP-Completeness of the VNE problem, existingoatisolution for VNE is based
on the link-based Integer Linear Programming (ILP). Relatdaxation approaches are also de-
veloped based on the rounding of the ILP model. As discusadite the first stfers from the
extensive computational time of the ILP solver in practighile the latter cannot provide a near-
optimal solution with guarantee on closeness to the optiynadh this chapter, we fill these gaps
by presenting a path-based Integer Linear Programming) (®tel for virtual network embed-
ding problem. We also discuss the importance of the locadigareness in network virtualizaition,
which is incorporated in our model. Based on a compact pasied ILP model, our overall idea is
to employ abranch and boundramework [33] to resolve the integrity constraints, whelmbed-
ding thecolumn generatioprocess [34] to #ectively obtain the lower bound for branch pruning.

The sections hereafter are organized as follows. We firsidote the importance of location
information in network design in Section 3.1. We presentitéivork model and the formal prob-
lem definition in Section 3.2. Then the path-based ILP maglptésented in Section 3.3. Section
3.4 and Section 3.5 describe the column generation apprathhe branch-and-bound frame-
work respectively. The proposed framework is evaluatedaaradyzed in Section 3.6. Finally, we

conclude this chapter in Section 3.7.

3.1 Location-awareness in Virtual Network Embedding

In network design, the location constraint is critical amoh significantly &ect the system
performance. In the following, we discuss the impact of lim&ation, node location information

in network virtualization.



17

3.1.1 The Impact of the Link Location Information

With virtual network embedding, a virtual link is mapped #itlp(s) between the two substrate
nodes where the respective two virtual ends reside. Theldioktion information thus can be
captured by the end-to-end propagation delay (i.e., lgdeotthe mapped path, which can be

reflected in our model.

Houston
© substratenode — Virtallink  *** Mapping
O Virtual node = Substrate link O Cloud service

Figure 3.1. Possible Location Requirements in Networkudlization

3.1.2 The Impact of Node Location Information

In virtual network embedding, a virtual node is hosted by lasttate node that hasfSgient
computing capacity. We illustrate a few scenarios wherddbation constraint plays a vital role
in Fig. 3.1. In the first scenario, the service level agredr(febhA) may force the SP to place con-
straints on the location of the substrate nodes for the shketawork QoS metrics (e.g., response
time). For instance, the Cloud user located at Seattle mbtibetter user experience when the
chosen computindata center server resides in Seattle rather than Housemang, the location
constraints may be posed due to the geographic requireraktite SP. As shown in Fig. 3.1,

an SP headquartered in Atlanta may prefer their major comgservers located closely to the
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Atlanta area, where their major customers reside. Other @abhave scenarios, the location infor-
mation in resource backup is also critical and can impacsyiseem performance to a large extent,
as elaborated in [35]. In the model presented in the nexiogseate also take the node location

constraint into account.

3.2 Network Model and Problem Definition

In this work, we model the virtual network as an undirectedgiveed graphGY = (NV, LV),
whereNV is the set of virtual nodes with computing and location regmients, and." is the set
of virtual links with bandwidth demands (agfod latency information). The computing resource
requirement of Noda is denoted asr(a). The bandwidth demand of a virtual link (say- b)
reflects the bandwidth requirement between the two adjavedés (i.e.,a andb) of the link,
denoted bybr(a — b). For example, Figure 3.2(a) shows a virtual network cdimgjsof three
virtual nodes and three virtual links, and the numbers lesstie nodes and links represent the
computing and bandwidth requirements respectively. Ei@u2(b) shows a virtual network with

only two virtual nodes and one virtual link.

20

O

10 20

20<b) = {20

(a) Virtual network 1

@10 (50

(b) Virtual network 2 (c) Substrate Network

Figure 3.2. Embedding of Virtual Networks into a Substragsvork

Similarly, the substrate network is modeled as an undidesteighted graplGS = (NS, LS),
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whereNS is the set of substrate nodes, dridis the set of substrate links. In general, one virtual
node is mapped onto one substrate node, and no two virtuakrfoom the same virtual network
can share the same substrate node [9]. In addition, onaVlmk is mapped to path(s) between
the two substrate nodes which hold the two virtual nodesisfiintual link. Figure 3.2(c) shows
one possible mapping scenario of the two virtual networke arsubstrate network which consists
of five substrate nodes, connected by seven substrate lifilesnumbers besides the nodes and
links in Figure 3.2(c) represent the node and link capacitspectively.

Without loss of generality, we model the location constrama mappint): NV — NS. For a
given virtual node, this mapping obtains all the substrai#es that satisfy the location constraint.
For instance, the location constraint of virtual n@may be denoted by a triple(a) = (Xa, Ya,
rad,), where the coordinatex{, y,) is the center (e.g., the headquarter of a company) of aegircl
andrad, is the maximum allowable distance from the center. Then thppimgl returns all the
substrate nodes located within the above circle. We nowddtyrdefine thdocation-aware Virtual
Network Embedding problem (VNE$ an decision problem as follows.

Definition: VNE Problem - Given virtual networkG" = (NV, LV), and substrate netwofkS
= (NS, LS), can the virtual network be mapped to the substrate netwhile satisfying the follow
requirements:(i) for each virtual nodéink, it is mapped to the substrate network meeting the
capacitybandwidth constraingji) for each virtual nodéink, it is mapped to the substrate network
meeting the location constraint.

To facilitate the ILP modeling in the next section, we vieve tirtual network embedding
process as multi-commodity floyproblem (i.e., one commodity per virtual link). This is aehed
with constructing the auxiliary graph (AUG) that couples thrtual and the substrate networks as
shown in Fig. 5.2. In specific, for each virtual node (e.g.dBlain Fig. 3.2(a)), we connect it to
a group of substrate network nodes (e.g., Nodefbr virtual nodea in Fig. 5.2) which satisfies
the node capacity constraint (i.er(a) < cc1), andcr(a) < cc2)), and the location constraint
(i.e., Node 1€ I(a), and Node Z I(a)). The set of the coupling links is denoted&E. With this
construction, a feasible flow between two virtual nodes efdbxiliary graph (e.g., Nodeandb

in Fig. 5.2) then maps the virtual lirk— b of Fig. 3.2(a).
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Node mapping candidate

Flow/Link mapping

Figure 3.3. The Auxiliary Graph for the VNE Modeling

3.3 Path-based ILP Formulation for Virtual Network Embeddi ng

In this section, we present the path-based Integer LinezgrBmming (ILP) model for the
location-aware virtual network embedding problem. Wer&dehis model as th®-VNE model,

with notations described in the table below.
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fo: the flow on Patlp, f, > 0;

Cp: the per unit flow cost of Path;

Xij: 1 if virtual nodel is mapped on to the physical nogd® otherwise;
Ue: the bandwidth capacity of physical lirgk

Pk the set of paths for virtual link (or Commoditig)

M. the bandwidth requirement of virtual link (or Commodity)

Opqy:  Liflink (1,1) is in Pathp, O otherwise;

D: the total bandwidth requirement of all incident virtuaiks of virtual
nodel;

Ce: the per unit flow cost of Linle;

Ex: The set of (two) end nodes of Commodity

P: the set of all paths for all the commodities.

In this model, the objective is to minimize the overall costie flow, as shown in Eq. (6.1),
whereC,, is the per unit flow cost of path, andC, = >, Ce. Note that when we let, = lat.Ve
(wherelat, is the latency of the linle), the objective will be minimizing the overall latency. Aft
natively, one can seaf, = 1Ve, then the objective is equivalent to the minimization of tverall
allocated resources. In this work, the node resources ataded in the objective since the con-

sumed node resources are fixed under any mapping.

min(Z Cpfp) (3.1)

peP
The constraint shown in Eq. (3.2) ensures that the allocatmlirces upon each physical link

is limited within the capacity bound.

Z fo < e, Ve € LS (3.2)
p:esp

To ensure that all the commodities (i.e., virtual links) aceommodated, the aggregated flow
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over all the paths of each commodity should be equal to theaddmsize of the commodity, which

is reflected in Eq. (3.3).

D fo=r VK (3.3)

pePk
The constraints shown in Eq. (3.4) and Eq. (3.5) achieve tige mapping. In specific, Eq.
(3.4) guarantees that no more than one virtual node residbe isame substrate node, while Eq.

(3.5) ensures that each virtual node is mapped to exactlgopstrate node.

Xii <1,VieN® (3.4)
I:(1,i))eAE

Xii=1VIleN (3.5)
i:(1,i))eAE

Finally, a non-zero path flow passes through the auxiliark (i, i) only when virtual node
| is mapped onto physical nodgwhich is ensured by Eq. (3.6), wheg = > g, . When

Xi; = 0, no path flow can exist on the auxiliary link {).

D 0panfe < XD, V(1) € AUG, T € NY,i e N3, (1,i) € AE (3.6)

pePk

It worth noting that: first, the size of the set( = U,P¥) can be exponential; second, not all
the paths over the auxiliary graph can be included in thd>sdtor instance, for the commodity
between node-pail(b) in Fig. 5.2, one cannot adopt the path going through othtualinodes
(e.g., the patfa-1-5-c-4-3-b passing virtual node). We name the path for a given node-pair that
only going through substrate nodes (except the source ansirtk node) as kegitimatepath. In
the formulation, we hence have to ensure all the pattisarelegitimatepaths.

To deal with the first issue, we have two approaches in pechicboth ways, we firstly limit
the number of chosen patRs (c P). The resulted formulation is referred toRS/NE’. One way
is to directly solve the relaxed-VNE' problem at the expense of the optimality. The other way, is

to resort to theeolumn generatiompproach and thieranch and boundramework, as elaborated
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in the next sections. To tackle the second issue, we will shdhe next section how to guarantee

chosen paths are alwalegjitimate

3.4 Column Generation for The LP-VNE Formulation

(a) Initial Path Set (b) Growing Path Set (c) Final Path Set

Figure 3.4. Path Set Growth Process

In this section, we presenta@lumn generatiofbased approach to solve the linear relaxation
of theP-VNE problem, namelyP-VNE, which will serve as a building block for tHeanch and
boundframework in the next section.

The idea of column generation is illustrated in Fig. 3.4 .haligh the set of all pati3can be
exponential, the size of the path set that lead to the opswiation to theLP-VNE problem (i.e.,
P©) is limited. Hence, one can start with a small set of pd&h Fig. 3.4(a), and incrementally
incorporate new paths as in Fig. 3.4(b) until the optimahpst is contained as in Fig. 3.4(c) .
In the process of path growth, there are two key decisione tabe made in each iteration: (i).
Does the current path sBt containP® already (i.e., Fig. 3.4(c))? (i) If not, which path should
be included to further grow” (i.e., Fig. 3.4(b))? We will resort to tharimal-dualframework to
address these two questions.

The dual of theLP-VNE problem, namel\D-LP-VNE is presented below, including Eq.
(4.5), Eq. (4.6), Eq. (3.9), Eq. (3.10). The variabygs\, Vi, w; andm,; are the dual variables for
the constraints of Eq. (3.2), Eq. (3.3), Eq. (3.4), Eq. (&) Eqg. (3.6), respectively. Particularly,
the path reduced cost is reflected in Eq. (3.11) after a toamsition of Eq. (4.6).
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max(y = ) peYe+ Y Wi — > W) (3.7
k e | i

=Y Yeth— Y mi<Cp¥p (3.8)
esp (I.ep
W -V + D|J'E|,i <0, V(l, I) e AE (39)
Ye, Vi, i > 0, A, W;, unrestricted (3.10)
D et )+ > mi—he20Vpe P vk (3.11)
esp (I,hep

We note that a feasible solutie:nflg >ep for LP-VNE' yields a feasible solutior f, >pcp
for LP-VNE by settingf, = f/ for pe P, andf, =0forpe Pn P’. SinceP’ c P, the value of
the optimal solution oOPT(LP-VNE’) is no less than that dfP-VNE (i.e., OPT(LP-VNE’) >
OPT(LP-VNE)). In addition, due to the LP duality, we have the equivaldyéctive value when
solving the primal and the dual problem optimally. Consexyewe have the relations among the
objectives of above problems as summarized in Eq. (3.12whill be used below to answer

the first key question.

OPT(D-LP-VNE') = OPT(LP-VNE’) > OPT(LP-VNE) = OPT(D-LP-VNE) (3.12)

Before we present the exact column generation process, sty firove that theeP-VNE
problem can be solved in polynomial time, as shown in Theotefalthough potentially there
exists exponential number of paths). This fact can be estad by showing that the dual of the
LP-VNE, i.e.,D-LP-VNE has a polynomial time separation oracle, which can take engran-

didate solution and either confirm the feasibility or find alated constraint in polynomial time.
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Figure 3.5. The Induced AUG for Node-pad, b)

This feature in turn indicates that the LP relaxation candieesl in polynomial time using the

Ellipsoid algorithm [36] [37].

Theorem 1: TheLP-VNE can be solved in polynomial time.

Proof: Equivalently, we show the existence of a polynomial timeasapion oracle. Clearly,
Eq. (3.9) can be verified in polynomial time. We then only needddress Eq. (3.11). Given the
dual variabler, y, and the cost, one can construct an auxiliary graph with the edge ocpstc)
for the substrate links, andfor the links between the virtual nodes and the substratesiothen
running the shortest path algorithm for each commodity {9aynd compare the weight of the
shortest path with the value of the dual variakile If the weight< Ay, the corresponding con-
straint is violated. If the shortest path of each commodity tihe weight the respective value of

dual variablel, then the given dual solution is feasible.

The column generation process addresses the first key guestinew path selection by i-
dentifying paths (as the separation oracle) that cause ubkeDdLP-VNE infeasible (i.e., with
negative reduced cost). When no paths with negative redaostican be added tD-LP-

VNE’, we haveOPT(D-LP-VNE’) = OPT(D-LP-VNE). This conclusion guarantees that
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OPT(LP-VNE’) = OPT(LP-VNE) based on Eq. (3.12), which indicates the optimality of the
current path seP’, and answers the first key question. In addition, to ensuaeadlh the paths
arelegitimatepaths, we construct the induced AUG for each commodity wh#réhe other vir-
tual nodes are isolated. For instance, when computing tbeesit path for the node-paia,),

the virtual nodec is disconnected in the corresponding subgraph shown in3:kg. In this way,
one can guarantee the shortest path found on the subgrapbaissdegitimate for the respective

commodity. The detailed column generation process is sumathin Algorithm 1.

Algorithm 1 Column Generation for LP-VNE
1: repeat
2. Solve theLP-VNE’ with the current”
3:  Obtain the dual variable, A, andy
4:  Assigny + c as the edge weight of the substrate network
5.  Assignm as the weight of the auxiliary edges between the virtual rastethe substrate
node

6: for all Commodityk of the virtual edge&lo
7 Over the induced AUG of Commaodity find a shortess -d¢ path, and let the weight of
the selected path beC,
8: if Cp < A« then
9: P—<PuUp
10: end if
11:  end for

12: until No path has been added in the current iteration

Specifically, Algorithm 1 starts with solving the linearaghtionLP-VNE’ !, and obtain the
dual variable in lines 2-3. The obtained valyes c, andx are used as the link weight for the
auxiliary graph in lines 4-5. Now, to find a path with negatieduced cost, we can run the shortest
path algorithm on the auxiliary graph between the sourcethediestination of the commodity
(i.e., s, di), and compare the obtained shortest path cost fi.g,, (Ve + Ce) ) with the dual variable
associated with the commaodity of this path, i.&. This process is repeated until no more path
with negative reduced cost are found. In other words, norqithth can increase the objective of

the dual, and hence the optimality is established. Fin#ily,column generation process can be

1This can be done with ILP solver such as ILOG CPLEX [21].
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embedded into thbranch and boundramework [34] to prune the solution space articeently

obtain the optimal solution for the VNE problem, which isther elaborated in the next section.

3.5 A Branch and Bound Framework for Optimal Virtual Network Embedding

Since the giverP-VNE’ (and P-VNE) contains binary variables, we rely onbaanch and
boundframework to address the integrity, and embeddbiemn generatiolfCG) process tofé-
ciently resolve th&P-VNE' problem for bounding. In the following, we first analyze theisture
of the P-VNE formulation to facilitate branch pruning, and then pregbetdetailed branch and

bound framework.

3.5.1 Pruning based on the Structure of the P-VNE Formulatio

The proposed ILP formulation contains boolean decisiorabsée X, ;. For each virtual node
|, each substrate nodéwith X;; € AE) can lead to a branch for probing. Due to the structure of
Eq. (3.4) and Eq. (3.5), one can significantly prune a largeber of branches. For instance, in
Fig. 3.6, whenX,, = 1, then the decision variabk, ; can be pruned aX,; must be 0 due to Eq.
(3.5). We name this type of pruning &gpe |pruning. In addition, wheiX,, = 1, the decision
variableX;,, can be pruned in Fig 3.6 as it must be 0 due to Eq. (3.4). We naisig/pe of pruning
asType Il pruning. In general, once we chose the branch variZhle= 1, we can prune all the
branches foXy;,i # s, (V,i) € AE using Type | pruning, ani s,| # V, (I, s) € AE with Type I
pruning. Moreover, we resort to another way of pruning baeedower bound obtained from the

column generation process, which is further discussedibelo

3.5.2 The Branch and Bound Algorithm

The detailed framework is presented in Algorithm 2. In thiarith and bound process, we
maintain and update the best feasible solution and obgeofitheP-VNE (i.e., the upper bound),
while branching on the integer variablg; for each virtual nodé. Since the branch probing is
done for each virtual node, the Type | pruning (Due to Eq.)j3s5implicitly applied (e.g., Line 4
of Algorithm 2). The Type Il pruning enabled by Eqg. (3.4) i©@ved in Line 16. Specifically, if



28

Algorithm 2 BranchandBoundAlgorithm for Virtual Network Embedding

1:

9:
10:
11:
12:
13:
14:
15:
16:

17:

18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34

e S

Use a greedy algorithm to obtain an initial solution, namglyassume that the associated
object value is/.
Solve thelLP-VNE problem using CG, and let LB equal to the solution objective
Sort all the virtual nodes according to the node-degreedratlxiliary graph non-decreasingly,
and name the resulted node seBas{l4, Io, ..., I}, n = [NY|
Push{(X, j, 1)} to the stack for all thg € N° and (1, j) € AE
repeat
Pop the stack, and update the active branch variable foredahl node if exists
if No more branch variabligen
Solve the resulted LP program using CG, assume that thetedssblution iss, with
objective values,
if vy < V;then
Ve < VW
S
end if
Continue
end if
Based on the order i§,, decide the current branch variable, $ay
for each branch variable of (after Type Il pruning decision), sa%, ; (j € N° and (;, j) €
AE) do
Solve theLP-VNE using CG (after applying all the branch variable currendinee: |-
l;), assume that the resulted solutiorsjsvith objective valuey,
if Case I: None feasible solution foutiten
Continue
else
if Case Iliv, > V. then
Continue
end if
else
if Case lll:v, < V., ands, includes a binary assignment for Varial{ehen
Ve < VW
SR
end if
if Case IV:v, < V. ands, does not include a binary assignment for Variaklnen
Push ¥ ;, 1) to the stack
end if
end if
end for
until Stopping Criteria is Reached




29

Pruned variable

Branch variable

Figure 3.6. Example for Branch Variable and Pruned Variable

any virtual node with a higher order (than the current virhgael;) has been mapped to substrate
nodej (i.e.,3AXa; =1, A= 12, ...,i-1), the branclX, j is disabled. Line 7 to 14 deals with the case
that all the virtual nodes have a determined assignmerg,rédsulting a Linear Programming (LP)
problem and no more probing is needed. Moreover, the coluemergtion process is embedded
to resolve thd.P-VNE problem, which produces the lower bound for the correspapBiVNE
problem. The lower bound can help in pruning two types of bhas: (i) that has no feasible
solution (i.e., Case | in Line 18Jji) that has the objective value greater than the solution found
so-far (i.e., Case Il in Line 21). We refer to above pruningigge Ill pruning. For Case Il in
Line 25, we obtain a feasible solution to tReVNE, thus the best solution and objective value can
be directly updated. For Case IV where ttie-VNE problem returns a solution smaller than the

current best solution, further probing is proceeded.

3.5.3 Stopping Criteria and Time Complexity

The above framework can achieve optimal virtual network etdaing when the stopping
criteria iSEmpty of the StackTheoretically, this criteria can lead to exponential tiocoenplexity.
Due to the pruning discussed above, however, the compoéhtione can be significantly reduced
in practice. Given the need for a fast algorithm in cases agan-line virtual network embedding,

above framework can incorporate another stopping cri&si§&. — LB)/LB < € wherev, is the
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best solution so far (i.e., the upper bound), amsla tunable number. Whenis small, the probing
process terminates when a solution with the expected guslibund. Note that the quality of the
solution is guaranteed to be within €1e)OPT for each problem instance. Another merit of this
criteria is the flexibility in trade-fliing computational time and solution quality via tuning thkiea

of e.

3.6 Performance Evaluation and Analysis

In this section, we evaluate the proposed scheme and contegperformance with other ap-
proaches. We are interested in three metrics: the compo#dtiime, the optimality of the results,
and the request blocking probability in on-line VNE. We randy generate the virtual network re-
guest with number of nodes ranging in {®]. The size of the substrate network falls in the range
of [10,50]. Similar to [9], both the virtual and substrate netwovlermage connectivity is 50%.
The bandwidtfcomputational requirement of the virtual network lin&de is randomly generated
within [1, 20], while the linknode capacity of the substrate network is randomly gerraitin
[1,50]. The location constraint is also randomly generatechsuee that each virtual node has at
least 2 substrate nodes that can be mapped to. Multipledhdssof the instances are simulated

and the average performance is reported below.

3.6.1 Computational Time

Figure 3.7 presents the running time (in seconds) compaaswng various approaches. The
Link-based ILAs the formulation adapted from [9P-VNErefers to the optimal solution obtained
with the approach proposed in this woilR-VNE’(k=n) refers to the path-based formulation with
relaxed path variables, whekapecifies the number of shortest paths for each commodiwged
as the inputP-VNE (e = n%) refers to the proposed branch and bound scheme with thenpéer
€ = n%.

From Fig. 3.7, one can see that among all the approacheds,irikébased ILPconsumes
the most computational time. The proposed/NE scheme can equivalently obtain the optimal

result with reduced computational time. When limiting tladue ofk, one can significantly reduce
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the time. However, this is at the expense of the optimalitgrtiBularly, whenk is too small
(e.g.,k = 1), one may not obtain a feasible solution due to the limitathsearching space.
The approaches d&?-VNE (e = 10%), andP-VNE (e = 5%), interestingly, can reduce the time
complexity with guaranteed performance sacrifice (i.ethii(1 + 10%), and (1+ 5%) of the
optimal solution, respectively), thus they can be moreegyedile in practice. In the next, we will

look at the objective optimality comparison for above apgies to further understand the time-
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Figure 3.7. The Comparison of Computational Time

3.6.2 Objective Optimality

To compare the total consumed resources, weset 1, Ye assuming that all the resources
have the same unit price. The comparison results are shoig.id B, where the X-axle is the size
of the virtual network, and the Y-axle shows the objectiveigg(i.e., total consumed resources)
after solving theVNE problem using diferent approaches. In all the cases, we set the size of the
substrate network to be 50. From Fig. 4.3, clearly, both.thk-based ILPandP-VNEapproaches
can obtain the optimal objective value in all the cases. HMNE € = 10%) andP-VNE € = 5%)
can obtain near-optimal solution in all cases withint(10%), (1+ 5%) of the optimal objective

value, respectively. For the approachPAVNE’ with variousk, one can see that increasikg
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clearly improves the performance, but the increase fkom2 tok = 3 is more evident than that

offromk=1tok = 2.
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Figure 3.8. The Comparison of the Consumed Resources

3.6.3 Request Blocking Probability

In on-line virtual network embedding, virtual network camnive and depart dynamically. It is
thus interesting to see the blocking probability when eryiplp above approaches. To simulate a
dynamic trdfic scenario, we assume that virtual network requests arsied’aissonprocess with
an average rate of 4 requests per 100 time units with expatigrdistributed duration of 1000
time units on average. The comparison is show in Fig. 3.9 revtiee X-axle is the time unit of
the simulation, and the Y-axle shows the averaged blockiaggbility using diferent approaches.
Clearly, the approaches &-VNE’ with k = 1,2, 3, although consume less computational time
(as shown above), have more request blocking ratio comgaréuke rest. This is mainly due
to the limited path space when searching for resources tonamodate dynamic requests. The
Link-based ILPandILP P-VNEoutperform relaxation approaches WRHVNE (e = 10%),P-VNE
(e = 5%). Due to the dynamic nature of theffra demand, however, this advantage may not
be obvious or always existing(e.g., at Time Unit 20000). eNtbtat for on-line scheduling, the
computation time may have higher priority than the optityalAs a result, the approachesf

VNE (e = n%) or even thd>-VNE’ with k may be adopted in practice for timely decision or when
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resources are abundant.

= =x== Link-based ILP ==8=—P-VNE =<3 = P-VNE(k=1)
ety P-VNE(k=2) ==j== P-VNE(k=3) e P-VNE(£=0.1
==fe= P-VNE(£=0.05)

Blocking Probabity

0 2500 5000 7500 10000 12500 15000 17500 20000 22500 25000 27500 30000 32500 35000 37500 40000
Time Unit

Figure 3.9. The Comparison of Request Blocking Probability

3.7 Remarks

In this chapter, we have presented a path-based ILP modé&hdéoWNE problem. A col-
umn generation approach incorporated into a branch-andebfvramework has been designed to
achieve an optimal solution or a near-optimal solution vgtlality guarantee (i.e., within & €
factor of the optimal solution). Our performance evaluatias shown the correctness arike-

tiveness of our ILP model and the overall framework.
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PART 4

VNE: A DECOMPOSITION APPROACH

The VNE process generally consists of two components: tle mgsignment, which is the
mapping of the virtual node (with computational capacityuieement) to the substrate node; and
link mapping, which is the mapping of the virtual link (witlaibdwidth capacity requirement) to
the substrate path(s). In a one-shot mapping scheme sulel path-based formulation presented
in the prior chapter, these two sub-problems are resolvactwordinated manner.

Given the nature of the VNE problem, an alternative straiagyNE algorithm design for
relaxation and heuristics is to decompose the problem wbosequential sub-problems [38] [39]
[9] [40] [23] [41]: node assignment (NA), and link mappingMl.. The main idea is illustrated in
Fig. 4.1. Specifically, in Phase I, the node assignment (NAleicided using a greedy policy (e.g.,
node rankingalgorithm in [23]) or the rounding solution of the VNE LP-Rghtion (e.g., [9]). In
Phase Il, when node assignment is fixed, the link mappingl@nols reduced to a classmulti-
commodity flowproblem [42]. With this approach, it is inexorable to sacdfthe solution quality

since the node assignment decision is not holistic andewarsible.

] Fixed Node . .
— —>
Node Assignment Assignment Link Mapping
Phase | Phase 11
Sequential Run >

Figure 4.1. Sequential Node Assignment and Link Mapping

In our study, we are motivated by the question: Is it possiblenjoy the simplicity of a
Divide-and-Conqueor Decompositiorapproach while maintaining the optimality (or guaranteed

near-optimality) for the VNE problem? Fortunately, we caonfihat the answer is positive when
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the NA and LM sub-problems can lrgtelligentlyintegrated. Our major idea is illustrated in Fig.
4.2. Specifically, we construct the NA and LM sub-problemsdabon theéPrimal-Dual analysis
of the path-based ILP model. The resulted two subproblem$ssiback each other by producing
lower bound and upper bound to the original problem, resgaygt Eventually, when the lower

bound and upper meet (or approach) each other, an optimaéoroptimal) solution can be found

for the original VNE problem.

Node Assignment

= =~
ot
Temporary § Temporary
Link Mapping e Node Assignment
=
\/
Link Mapping

Figure 4.2. Integration of Node Assignment and Link Mapping

The remaining part of this chapter is organized as followecti®n 4.1 presents the link
mapping sub-problem. In Section 4.2, we present the nodgresent sub-problem. Section
4.3 presents the framework that incorporates the link nrggpand node assignment sub-problem.

Section 4.4 reports the performance study and analysiall§siwe conclude this chapter in Section
4.5.

4.1 The Link Mapping Sub-problem

In this section, based on above the Path-based ILP mod@miessin Chapter 3, we present
the link mapping sub-problem.
The link mapping sub-problem can be obtained assuminglteatade assignment is already

known. In the scope of our Path-based VNE model, we can sifix@y binary variable vectok
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at a given value, sa;(T,i 1 which results in a linear programming (LP) sub-problem ¢P¥imal),

as shown below. Note that sindg; is considered as a constant vector after fixing the value, the
resulting problem does not have the constraints correspgrid Eq. (3.4) and Eq. (3.5). The
resulting LM-Primal model still contains exponential nuenlof path variables, which, however,
can be optimally resolved in polynomial time usingCalumn Generatiorapproach [43]. Also
note that since we fixed the value X¥f;, the solution of the LM sub-problem serves asugper

boundfor the original problem.

min()_ Cp * fp) (4.1)
peP
s.t.
D fp <o, Ve E LS (4.2)
p:esp
D fo=r VK (4.3)
pePk
D Spai  fp < X+ Dy, V(i) € AE, 1 € NV, i e NS (4.4)

peP

4.2 Node Assignment (NA) Sub-problem

In this section, we further present the link mapping sulbfem based on primal-dual analysis
of the Path-based ILP model presented in Chapter 3. Notddlaisure thdeedbackdetween
LM and NA sub-problems, it is more complex to obtain the NA-gubblem.

We firstly obtain the dual formulation (namely LM-Dual) ofeth.ink Mapping sub-problem,
as shownin Eq. (4.5), and Eq. (4.6). In specific, functi¢h XTJ) is used to represent the objective
of the LM-Dual formulation, where vect@ represents the dual variablg A, I1,;, of Eq. (3.2),

Eqg. (3.3), and Eq. (3.6) respectively, aN_q is the current value of node assignment vedtqr

IHowever, this vector value should ensure a valid node assghas specified in Eq. (3.4) and Eq. (3.5).
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max f (6, XT,i) = Z M A — Z,Ue *Ye — Z I = XT,i * D (4.5)
k e L
S.t.
=Y Vet = D I < Cp,Vp (4.6)
ecp (I.)ep

One important feature of the LM-Dual LP formulation is thia¢ tonstraintsof this problem
are independent of the fixed valuedx?fi. In other words, when changir}§; at different values,
the LP problem resides in the same LP feasible region boubyétt. (4.6). Diterent value of
Xii, hence only leads to fierent extreme-point solution of the feasible region [443t the set of
all extreme points to b&x, and|Ex| = J. Consequently, the LM-Dual formulation is equivalent

to the following LM-Dual-EP formulation:

maxf (x, X ;) (4.7)

XeEX

Due to the strong duality [44], we know that LM-Dual-EP iseaégjuivalent to the LM-Primal
formulation, which relaxed the node assignment variadplen the original VNE problem. If we
reversely allowX; ; to take any valid value in LM-Dual-EP, the resulting forntiuda in Eq. (4.8)

hence should lead to an optimal solution to the original VM&bgem:

g un A axXt(x,X.) (4.8)

Since it is amin-maxproblem, we further transform the Eq. (4.8) into the follogifor-
m, namely NA-Min-Max, where Eqg. (4.11), and (4.12) ensur tihne solution is a valid node

assignment.

minz 4.9)

S.t.

z> f(x, X),Vx€e Ex j=1,2,...,J (4.10)
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D Xii<1VieNs (4.11)

leNV

> Xi=1VvleNY (4.12)
ieNS,(1,i)eAE

In reality, it is impossible or time-prohibitive to obtaill the extreme points (i.eJ = |[EX|)
for Eq. (4.10). However, every time when a LM sub-problems@shon a giverX, ;) is solved,
one can append a new extreme point (found in the LM-Dual fémtran) to the NA-Min-Max
formulation. Note that the resulting NA-Min-Max formulati with J < |[Ex| can be considered
as theNode Assignmersiub-problem since which relaxes the number of constraants$ produces
the solution for the node assignment (iX%.;). Also, sinceJ < |Ex]|, the obtained objective is a

lower boundof the original VNE problem.

4.3 A Decomposition Framework for Virtual Network Embedding

Relying on the obtained LM and NA sub-problem, we presenhis $ection a framework
that can generate optimal or near-optimal solution to th&\gkbcess. The idea of this framework
is to iterate over above two sub-problems: the LM sub-prmobdssumes fixed node assignment,
and generates an upper bound to the original problem in eacidr In addition, in each round,
it leads to a new extreme point in solving LM-Dual formulatj@nd in turn a new constraint for
the NA-Min-Max formulation for the NA sub-problem. Likewasin each round, the NA sub-
problem generates a lower bound for the original VNE probland produces a new solution of
node assignment to feedback to the LM sub-problem. The afitynis reached when the lower
bound meets the upper bound. Above process, is very sinilénegBender’s Decomposition
approach [45], [46] where the original problem is decomposgo two sub-problems, namely
master problem, and sub-problem.

The overall process is shown in Algorithm 1. Basically, icteatep, we solve the NA sub-
problem to obtain a new value for the fixed variable veetqr and then solve the LM at the new

value, which further leads to a new constraint to the NA sudilem. When LB and UB generated
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Algorithm 3 Iterative Decomposition Approach for VNE

1: Choose the firsKT,i for the original problem

2: Solve the LM sub-problem &,

3: Set theUB to the objective value of the LM sub-problem

4: LB = -0

5 7=0

6: while UB > LB (or282 > ¢) do

7. j=j+1

8: Addz> f(x;, X,;) as a constraint to the NA problem, whetgs the new extreme point

9:  Solve the new NA problem, and use its solution as the Kgwand the objective value as
the new LB _

10:  Solve the LM sub-problem & ;, use its objective value as the new UB ifcurrent UB),
and obtain a new extreme point by solving the LM-Dual

11: end while

in the NA and LM sub-problems meethe algorithm terminates with the optimal solution. More-
over, we incorporate another stopping criteria to ternartae iteration when shiciently good

solution is found (i.e.,UEfBLB < €). This can reduce the computational time, while ensuress tha

the quality of the solution is within (2 €)OPT for each problem instance. Alternatively, one can
also limit the number of iterations with < Iter_No, wherelter_No is the maximum number of
iterations allowed. Note that there are multiple meritsum design:(i) With fixing the node as-
signment, the resulting LM sub-problem has a Linear Prognarg model, which can be optimally
resolved in polynomial time(ji) Different from approaches such as Lagrange relaxation [42], our
approach always maintains feasible solutions to the algimoblem, and can lead to optimal so-
lution if time allows; (iii) Bearing both the upper and lower bounds, our approach stgpfhe

flexibility for early termination with guaranteed solutignality.

4.4 Performance Evaluation and Analysis

In this section, we evaluate the proposed scheme and corttpaperformance with other
approaches. We randomly generate the virtual network stoquigh number of nodes ranging in

[2,10]. The size of the substrate network falls in the range 6f30]. Similar to [9], both the

2which is guaranteed to happen since the LB is increased mitszation [45] [46].
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virtual and substrate network average connectivity is 508 bandwidtfcomputational require-
ment of the virtual network linkiode is randomly generated within, 0], while the linknode
capacity of the substrate network is randomly generatelinvit, 20]. For comparison, we adapt
the Link-based VNE formulation from [9] and refer to it Bimk-ILP-OPT. The proposed Decom-
position approach can lead to the optimal solution for thegial problem, when the sub-problem
is optimally solved (using column generation [43]). We rdfethis approach aB-OPT. When
the stopping criteri EE‘BLB < e Is adopted, the resulting approach is calle®Relaxe. In addition,
we can directly solve the proposed Path-based ILP modedtsajék-shortest paths for each com-
modity, and the resulting approach is naniadh-ILP(k=n) whenn shortest path are used for each

commaodity.

4.4.1 The Total Resource Consumption

To compare the total consumed resources, weglet 1, Ve in the objective function, and
set the size of the substrate network to be 50. As shown in &i8, the X-axis is the size of
the virtual network, while the Y-axis shows the total consgimesources after solving tMNE
problem using dterent approaches. Clearly, both the Link-based ILP andgsegpdecomposition
approach (without relaxation) can obtain the optimal vatueall the cases. The relaxed decom-
position approach witle = 10% leads to close to optimal solution in all cases withir-(d) of
the optimal value. For the decomposition approach withotek, one can see that increasikg

clearly improves the performance due to the increased paitesor the tric accommodation.

4.4.2 QoS Performance

One can also rely on the proposed approach to obtain a VNEi@olwith the best QoS
metrics. To evaluate the QoS performance, we setghe late, i.e., the latency of the linl,
and randomly generate the link latency within](m9, and the obtained performance for all
approaches is shown in Fig. 5.11. Unsurprisingly, the lkedshcy can be observed for the optimal
solution from the Link-based ILP model as well as the unxetedecomposition approach. Again,

decomposition approach with= 10% leads to near optimal solution with a guaranteed clesene
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Figure 4.3. Total Consumed Resources

to the optimal solution.

45 Remarks

The role decoupling of the infrastructure provider (InPYl &me service provider (SP) enables
a virtualized view of the underlying network infrastruauo the SPs as well as the freedom of
adopting the technological advancement to both. At the dames however, network virtualiza-
tion brings the overhead of solving virtual network embedd{VNE) problem. Existing VNE
approaches are either time-prohibitive or non-optimatt{palary when Divide-and-Conquer or
decomposition strategy is employed in the design). In thapter, based on a Path-based Inte-
ger Linear Programming model, we design a novel decompoditamework to address the VNE
problem. Based on thBrimal-Dual analysis of the path-based ILP model, the proposed itera-
tive process allows feedback between the Link Mapping sobipm and the Node Assignment
sub-problem, thus leading to an optimal solution to the VN&fem or achieve a near-optimal
solution withper-instance guarantean the closeness to the optimality in a timely manner. For the
future work, we plan to extensively evaluate the proposgui@grh on large instances, and extend

our idea to a survivable virtualization context.
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PART 5

SURVIVABLE NETWORK VIRTUALIZATION

With network virtualization gaining momentum, the concefxurvivable network virtualiza-
tion attracts considerable attention recently. The proldésurvivable virtual network embedding
(SNE) generally has to deal with failures of variety of netikvelements, including single link,
single facility node and single regional failure. In thisagter, we study survivable network em-
bedding with single facility node failure from a network flaewpoint. The resulted problem,
namelysurvivable network embedding for single facility nodeufal (SNF)has the added com-
plexity of accommodating both the active and backup regué&sfferent from prior work, we take
both splittable and non-splittable flow mapping into acdpand present a joint optimal solution
to both the working and backup resource allocation.

The remainder of this part is organized as follows. Sectidnpbesents the network model
and formal problem definition. In Section 5.2, we elaborae network flow view of the SNF
problem, which leads to the MILP model in Section 5.3. We giegiabu-search based heuristic
algorithms for the SNF problem under splittable and noitigple flow scenarios in Section 5.4.
Performance evaluation and analysis are given in SectmrFPmally, we conclude this chapter in

Section 5.6.

5.1 Network Model and Problem Definition

In this section, we present the network model, and the defmdf the survivable network

embedding problem.

5.1.1 Network Model

Similar to earlier chapters, the virtual network requestesoted as an undirected weighted

graphGY = (NVY, L), whereNV is the set of virtual nodes, and is the set of virtual links. The
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Figure 5.1. Virtual Network and Substrate Network

computing resource requirement of a virtual neade denoted asr(a), while the communication
demand of a virtual link (between virtual nodandb) reflects the bandwidth requirement between
the two incident nodes (i.ea,andb) of the link, denoted byr(a, b).

The substrate network is represented by an undirected vegiginaphG®> = (NS, LS), where
LS is the set of substrate links, amdf consists of two types of nodes: tliacility node and
the switchnode. The former is provisioned with the computing capgbdnd hosts the virtual
node, and the latter connects facility nodes to form thetsatesnetwork. We denote the available
computing capacity of facility nodeascd(l), and the available bandwidth of a substrate kAl
asbo(a, b). An example of virtual network and substrate network isvaman Fig. 6.5(a), and

6.5(b), respectively.

5.1.2 Splittable Mapping vs. Non-splittable Mapping

In network embedding, the virtual node is mapped to the satestacility node with sfii-
cient computing capability. The virtual link, as a resuitymapped as the path(s) of the substrate
networks. The non-splittable link mapping restricts thae wirtual link is mapped to exactly
one substrate path (with Sicient bandwidth on each hop). In contrast, in the splittabégp-
ping, one virtual link can be mapped to one or multiple swdtsetpaths (with sticient aggregated
bandwidth). In this work, we consider both mapping straegind comparatively study their per-

formance.
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Figure 5.2. Auxiliary Graph

5.1.3 Problem Definition

We focus on the protection of the single facility node faalur this dissertation. Note that the
failure of the switch node is not included in this dissedatsince which can be addressed with
protection schemes adopted in traditional optical neteor¥/e formally define the Survivable
Network embedding for single Facility node failure (SNFplplem as follows.

Definition 2: SNF Problem. Given the virtual networksY = (NV, LV), and substrate network
GS = (NS, LS), the SNF problem is a decision problem that determines lvelnét can map the
virtual network to the substrate network satisfying theédwing constraints:(i) for each virtual
nodélink, itis mapped to the substrate network meeting the dagaandwidth constraingji) the
virtual network is protected against any single facilitydedailure of the mapped substrate node.

Furthermore, we refer to the SNF problem with splittable fas®NSproblem, and the SNF

problem with non-splittable flow 8&SNN problem hereatfter.

5.2 The Network Flow View of SNF Problem

In this section, we present our network flow view of the SNFbtem, and elaborate the

resource sharing in the SNF problem.

5.2.1 Auxiliary Graph and Node Mapping

Similar to earlier chapters, we view the survivable netwarkualization process asraulti-

commodity flowproblem via constructing an auxiliary graph (AUG) that clegpthe virtual and
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the substrate networks as shown in Fig. 5.2. In specific,doheirtual node (e.g., Nodein Fig.
6.5(a)), using auxiliary edges, we connect it to a group btate network nodes (e.g., Node1
for virtual nodea in Fig. 5.2) which satisfies the node capacity constraiat,@r(a) < c¢(1), and
cr(a) < cq2)). In this way, the node capacity is automatically sadfiFor the virtual link, it then
can be mapped as the feasible flow(s) between two virtualsofithe auxiliary graph. Clearly,
non-zero flow on an auxiliary edge indicates the mapping efiticident virtual node onto the
incident facility node. We denote the set of auxiliary edgsk”, and assign unbounded capacity

to those auxiliary edges.

5.2.2 Link Mapping for the SNF Problem

For the protection of the facility node failure, we need loedte both a primary and a backup
facility node for each virtual node. Consequently, for aegivirtual link, saya-b, one will observe
three flows associated with it: the flow between the primary noda ahdb; the flow between
the primary node o& and the backup node &f and the flow between the backup nodeaaind
the primary node ob. The latter two flows are provisioned to cope with the failafe, andb,
respectively.

Further note that the splittable mapping and non-spliabpping are reduced to the split-
table and non-splittable flow mapping in the network flow modespectively. In the former, the
network flow can be carried by more than one paths over the Ald@e the latter can only send

the flow over a single path of the AUG.

5.2.3 Resource Sharing

The network flow model also has to take two types of resouragrsiinto consideration: the
sharing over the link bandwidth resources, and the shanmang the backup node resources. We
discuss both types below and present detailed formulatiotie next section.

The link bandwidth sharing can further be classified into tategories. Figure 5.3 shows
an example for both of them. The virtual network to be mappethé same with Fig. 6.5(a).

The working paths(flows) and backup paths(flows) betweeresiandl Fig. 5.3 are denoted by
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Figure 5.3. Sharing in the SNF

solid curves and dashed curves respectively. After embgddhe virtual node, b, andc are
accommodated on Node 1, 3, and 5 respectively with theirdfankdesa:, bx, andcsx residing on
Node 2, 2 and 4. The path for virtual node pard) is 1-A-E-5, while the corresponding backup
path for virtual node pairg, cx) is 1-A-E-D-4. These two paths both run through the ed§e).
Meanwhile, the path for virtual node paas c) (i.e., 2-B-A-E-5) also go through the edga,(E).
Sharing that happens at Edg® E) for the above three paths are in two categories: the sharing
between paths fog( c) and @x, c)/(a, cx) is theworking-backugsharing; the sharing between paths
for (ax, c) and @, cx) is thebackup-backugharing.

The second type of sharing, node resource sharing can héyepeeen the backup nodes of
different virtual nodes. Above example shows the sharing ofuaokdes between virtual node
a andb since both nodes are protected by substrate node 2. Comglygtlee backup computing

resources ol andb are shared with each other.

5.3 ILP Model for SNS Problem and SNN Problem

We next present the ILP model for the optimization versiothef SNS and SNN problems,

which employ the following variables.
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BU,V:

ruyv.

the amount of working flow on the edgs, {) (of the auxiliary graph)
for the virtual edgel( J);

the amount of backup flow on the edgg\{) (of the auxiliary graph) for
the virtual edgel(, J) after the failure of virtual nodg

for the auxiliary edge, 1 if virtual node U’s primary nodemapped on
to the physical node v, 0 otherwise;

for the auxiliary edge, 1 if virtual node U’s backup node iapped on
to the physical node v, 0 otherwise;

the consumed backup resource on a physical link)(

the consumed backup resource on a facility nade

1 if physical edge {, V) is carrying the working flow of virtual edge
(1, J), O otherwise;

1 if physical edgely, v) is carrying the backup flow of virtual edgk (),

0 otherwise;

Since the virtual network is undirected, the active flow frbo J is the same flow fromJ

to |. In the formulation, we adopt the convention that the vdeidbr the flow between virtual

nodel, J (i.e., w;;) can be nonzero only when the node IDIok less than). However, this is

not the case for backup flow. In specific, the backup flow vdaeibbf, indicates the flow between

the virtual nodd andJ after the failure of while bj’fv corresponds to the flow between the virtual

nodel andJ after the failure of). Thus both variables can be non-zero.

5.3.1 Objective

The objective of the model is to minimize the total consunesburces as shown in Eq. (6.1),

whereq, 8 are used to tune the weight of the node and link resourcgsctge.

minfa x ()" ruy+ Y. Wi +Bx (O] > Wuy xcr(U) + > )] (5.1)
uv v U

uv,l,J veNsS
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5.3.2 Constraints

Virtual Node Mapping For each virtual node, it has to be mappedxact one working

andone backup nodm the substrate network as shown in Eg. (6.2) and (5.3).

Z Wyy =1 YU e NV (5.2)
veNsS
> Buy=1VUeN" (5.3)

veNS

For each physical network node, we have the constraint in(EcR) to guarantees that no

co-located working nodes, or co-located backup and workodgs.

> Way+Buy <1 YU V) e LA (5.4)

ZeNV

Link Mapping for SNS Problem In the AUG, for a virtual node (e.g., Nogein Fig.6.5),
the working flow can only be carried on one edge towards thsiphlnodes (i.e., either Edgel

ora-2), as show in Eq. (6.7), and (5.6).

Wiy x br(l,J) =wy Y(I,v) € LA (1,9) e LY, 1 < J (5.5)

Wy x br(l,J) = w3 Y(Av) e LA (1, ) e LY, 1 < J (5.6)

We have the flow conservation constraints for the working #@wollows.

Dwll- > wlil=0v(,9) el 1 <dvueNS (5.7)
veNsS veNsS
Dlwp - > wll =br(1,d) V(1,9 e LY. < J (5.8)
veNsS veNsS
Dwhr = Y Wil =-br(1,9) V(1,9 e LY.l < (5.9)

veNsS veNS
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When the backup flovay is used to survive the failure df one has to make sure the flow
goes taJ via the working node, and depaitsia the backup substrate node as shown in Eg. (5.10)

and (5.11).

By xbr(l,J) =byy Y(,v) e LA, (1,)) e LY (5.10)

Wy x br(l,J) = b3 Y(dv) e LA (1,9) e LY (5.11)

We have the flow conservation constraints for the backup floWmkows.

Dob- > b =0v(,9)elY,vueN® (5.12)
veNsS veNsS

> b= Dbl =br(9) V(L) e LY (5.13)

veNS veNS

S0l bl = -br(1,9) v(1,9) e LY (5.1)
veNsS veNsS

Furthermore, we need to guarantee that the augmented ezlges-l in Fig. 6.5) carries
no backup or active flows other than those originating or teatng at the virtual node. This is

achieved in Eq. (5.15).

D, Wi w + bl + by =0 v(,v) e LA (5.15)

Ji=|,K!=|
Link Mapping for SNN Problem  Other than the equations employed in the case for split-
table flow, the model of non-splittable flow has to incorpertiie following two constraints.
The non-splittable working flow is achieved with Eq. (5.16).
1,J —wilJ S \%
Xy X br(l,J) =wyy, Y(u,v)el> (1, el 1< (5.16)

The non-splittable backup flow is achieved with Eq. (5.17).
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Yavx br(l,3) = by ¥Y(u.v) € L% (1,3) e LY (5.17)

Node Capacity Constraints The constraints in Eqg. (5.18) and Eq. (6.9) guaranteesttbat t

allocated node resource is within the available capacity.

Buy x cr(U) <y, Y(U,v) e LA (5.18)

Z Woy X cr(U) + y < co(V) ¥v e NS (5.19)
UeNVY

Link Capacity Constraints We have Eq. (5.20) to capture the sharing, wheéleJd) gives
the right index pair for the flow betweeh () to follow the convention discussed above. Note that
the termy ;o\ bl + X senv by represents the total backup flow on an edge when virtual hode
fails, which can not be shared among each other. Howevevedimckup flows for the failure df
can share the active flow frofrto other virtual nodes (i.e3 jonv W™ + X e WEG™). Hence, the
allocated backup resource on Edgey is the diference of above two terms (when thé&elience
> 0). We note that the sharing between backup flows is alsopecated in the Eq. (5.20). This
is because Eq. (5.20) is applied for each virtual nbdehile ther,, in fact takes the maximum
(instead of summation) among the backup resources allbtatgrotect the failure of each virtual

node.

O by + D B = O WY + > wil ) <y VI eNY, (V) e L® (5.20)
J J J J

Finally, the allocated link capacity of a substrate link gladdbe less than the capacity of the

corresponding substrate link, as shown in Eq. (5.21).

DLW+ > w4+ gy <bdu,y) Y(uv) e L (5.21)
(1 9)eLv (1,9)eLY

Above ILP models can obtain optimal solutions for the SNNJ &MNS problems, respective-
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ly. However, it is also known to be intractable for large netks. To be more computational

efficient, we resort to Tabu-search based heuristic algoritbrasldress SNS, and SNN problems
for large instances, which are introduced in the next sectimte that although Tabu-search based
approach is theoretically exponential, the termination ba adjusted by tuning the number of

search iterations.

5.4 Heuristic Algorithms for the SNF Problem

For larger scale networks, we adopt a two-step approachhie\acthe survivability: in the
first step, we construct an auxiliary protection graph (API®) that embeds the node protection
for the virtual network; in the second step, the APG is magpdtie substrate network where the
survivability is transparently employed. In the followinge first discuss the APG construction,
present the design for the Tabu-search framework that nhap&RG to the substrate network, and

then show how to resolve the SEEBN problem using above framework, respectively.

5.4.1 Construction of the Auxiliary Protection Graph

To provide survivability against the single facility nodelfire, one can construct an auxiliary
protection graph in the following manner: add an extra bpckittual node; connect the backup
node to all the other virtual nodes. This results in an aamilprotection graph (APG) that embeds
the resilience that can survive any single node failure.ufed.4 shows the construction of the
APG for the virtual network shown in Fig. 6.5. Note that thenmputing demand of the backup
node, sayB (shown in Fig. 5.4), is the maximum demand among all the otireral nodes, while
the demand for the auxiliary link, e.d3;a, is the maximum link bandwidth demand among all the
virtual links incident toa. With the APG, the SNF problem turns out to be a pure VNE proble

which will be resolved using the Tabu-search method in the sigbsectior.

10One reason that motivates us to use Tabu-search is thatrtbalviode selection process imitates the neighbor
exploration process in Tabu-search.
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\/ /\ Backup virtual node for a, b, and ¢

— — Backup virtual link

Map to the
substrate network

Figure 5.4. Construction of Auxiliary Protection Graph

5.4.2 Virtual Network Embedding based on Tabu-search Metaistic

In the following, we present our design for the Tabu-searaim&work, including the solution
encoding, the neighbor selection and evaluation, and #mgnation avoidance, followed by the

overall algorithm.

Encoding of the Solution Space for the Node Mapping We denote the set of virtual nodes
asNY = {vq, vy, ..., Vm} (i.e.,INY| = m), and the set of substrate nod¥3 as{Vi, V4, ..., V,} (i.e.,
INS| = n,m < n). The solution of a feasible node mapping can be represétadsectorS of size
n = |NS|. For each elemergtof S, it can have the integer value within, [@]. For thei-th element,
value 0O represents that no virtual node is mapped to/thevhile any other value, say, means
that the virtual node; is mapped to the substrate ndde Figure 5.5 presents the encoding of one
feasible solution when mapping three virtual nodgls, c onto a substrate network containing six

physical node#\, B,C, D, E, F.

NV={a, b, ¢}, N°={A, B, C, D, E, F}
A B C D E F

a 0 0 b 0 c

Figure 5.5. Solution Encoding of the Node Mapping
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Neighbor Exploration Given above solution encoding, we introduce two operatibas
generate the neighbors of the current solution. The firstatjos is the exchange of two non-
zero elements in the solution vector, where the mapping ofuwintual nodes are swapped over
respective substrates nodes. The other operation is theege of one zero element with one
non-zero element, which means the virtual node is migraieti¢ substrate node with the zero
element. Note that in both operations, the examination®htide capacity has to be employed to
make sure the exchange does not lead to the violation of tietrsile node capacity. The example

for both operations is shown in Fig. 5.6.

aOObOc»bOOaOC

(a) Swapping two non-zero elements

aOObOc*OOObac

(b) Swapping a non-zero element with a zero element

Figure 5.6. Two Possible Neighbor Solutions Obtained byivey

Evaluation of the Neighbor Solution In Tabu-search, a decision has to be made on which
neighbor to proceed after evaluating the goodness of eaghbya. In our case, we have to esti-
mate the resource consumption for each neighbor solutiae potentially there are exponential
paths between each node-pair of the substrate networlkalhst only relying on the shortest path,
we use the average hop number of kkghortest path to approximate the link resource usage.

Rather than calculating the exact resource for each nergieabtain the dference between
the current solution and the neighbor solution. We use amplato show this calculation. As-
sume virtual node andb is initially mapped onto the substrate noBendC respectively. As a

neighbor solution, these two substrate nodes are exchgagedC, b to B). We useN(a), N(b)
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to denote the virtual adjacent nodesapb, respectively, and usiel(N(a)), M(N(b)) to denote the
substrate nodes that map the nodds(a), N(b). Since the dierence on the resource consumption
brought by the swapping only applies to the neighbors afidb, we have the dference calculat-
ed with Eq. 5.22. Note thak(l, J) is defined adH(l, J) x br(i, j), wherei, | are the virtual nodes
residing onl, J, andH(l, J) is the average hop number for tkeshortest paths betweén]. Since
the case for the exchange between one zero and one non-garerglis even easier, we omit the

detail here.

R(I, B) + Z R(I,C) - ( Z R(I,C) + Z R(l, B)) (5.22)

leM(N(a)) leM(N(b)) 1eM(N(a)) leM(N(b))

Stagnation Avoidance To prevent the searching process from cycling in a small sgb-0
lutions, we also maintain both the recency and the frequarioymation for the exchanged pair to
enable a short-term control and long-term control, respelgt Basically, the recently exchanged
pair is stored in the tabu recency list to make sure no revetskeanges in the near future. To al-
low the searching process to explore other parts of theisalspace, we store the global number
of exchanges of each substrate node pair in the frequericyTle pair with the least frequency
value will be chosen for exchange when no promising neighbxist or no improvement has been
observed for a while.

When combining above aspects together the overall prosetwivn in Algorithm 3. Where
the variableCur_S ol andBest S o Far represent the current solution, and the best solution found
so far, respectively. Also note that we don’t directly ad@peighbor solution in Line 9. Instead,
we have to check the feasibility of the resulted Multi Commyp&low (MCF) problem in Line 16
before updating the solution. The mairtdrence of the SNS and the SNN problem in fact lies on

the complexity of the resulted MCF problem, which is furte&borated below.

5.4.3 Resolve the MCF for SNS and SNN Problems

We present the detailed procedure to resolve the MCF for SIN&,SNN problems in this

subsection.
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Algorithm 4 Tabu Search Algorithm for Virtual Network Embedding

1: Generate a initial feasible solution as t@ier_Sol and use the resulted resource amount as

BestSo Far;
2: 1«1
3: whilei < No Of_lIter do
4. BEGIN: Find the best neighbor solution Gur_S ol nhamelyBest Nbr;
5. if Best Nbris better tharBest S o Far then
6: Set the temporary solutiof €mp S ol) asBest Nbr;
7. else
8: if There exists neighbors better th@dor_S ol and not in the Tabu recency ligten
9: Set theT emp S olas the best one among those neighbors;
10: end if
11:  else
12: if No neighbor is bettethen
13: Choose the least frequent solution in the Tabu frequentggdisheT emp S of
14: end if
15:  end if
16:  Solve the resulted MCF problem;
17:  if No feasible optimal solution found based ©emp S olthen
18: Mark infeasibility of the chosen solution, and go baclBBGIN
19:  endif
20: SettheCur_SolasTemp S ol update the Frequency and Tabu list, &@ebt So Far;
21: ie«i+1

22: end while
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SNS MCF Problem For the case with splittable flow, the resulted MCF problem ba
reduced to a linear programming problem. Theoreticallgeinice can be resolved in polynomial
time using the ellipsoid algorithm [36]. In practice, howewve can simply rely on a lagrange-
relaxation solution or column-generation solution to abthe optimal result. Since both solutions

are standard approaches for the MCF problem [42], we omi¢tail here.

SNN MCF Problem For the case with non-splittable flow, the resulted MCF peable-
stricts the flow to be carried by only one path, which is NPdH4i7] [48]. In this study, we adopt

the following relaxation process to resolve this problem.

1. Resolve the LP-Relaxation of the non-splittable flow MGBlglem. For each commodity,

the solution consists of one or multiple active paths.

2. Start with the commodity that has the minimum number ovagbaths, choose the active

path that carries the maximum flow.

3. If the chosen active path leads to the violation of the bakdwidth bound, choose the next

active path.

4. Continue this process until all the commodity select cai for carrying the flow.

5.5 Performance Evaluation and Analysis

In this section, we evaluate the proposed schemes and certigaperformance. Both the
virtual network and substrate network are randomly geedratith the number of nodes falling
in a given range. And the virtyalubstrate links are randomly decided for each node pair that
leads to an average network connectivity of 50% (i.e., 50¥%tieg possibility of the link between
any node pair). We set = 8 = 1 in the objective of the ILP model. For large scale networks,
ILP model is time-in€icient (especially in a dynamic fitec context). We hence compare the
performance of ILP models and the heuristics on small nd¢svand obtain the average blocking

probability of VN requests for all approaches. In additisi® compare other metrics, including
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resource consumption, QoS metrics, and the impact of thalation parameters in the second

subsection with a dierent setting.

5.5.1 An Exemplary Comparison of SNN and SNS

To better understand theffrence between splitable and non-splitable flow mappindijréle
compare the resource usage of SNS and SNN through an exaasglé bn the virtual network and

substrate network shown in Fig. 6.5. The solutions are nbthihrough the ILP model.

(b) Backup Flow for SNN on
Failure of Node a

(c) Backup Flow for SNN on (d) Backup Flow for SNN on
Failure of Node b Failure of Node ¢

Figure 5.7. Example Solution with SNN

The non-splittable flow ILP solution is shown in Fig. 5.7. Each virtual node (sag), the

corresponding mapped working substrate node is labelegd asd the backup node is labeled as
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ax. To present a clear picture of the whole solution, we sepata flows into four parts. Fig.
5.7(a) shows the working flows of the solution, the numberideesach flow is the value of the
flow. Fig. 5.7 (b) illustrates the backup flows upon the falof nodea. Fig. 5.7 (c) shows the
backup flow upon the failure of node Fig. 5.7 (d) demonstrates the backup flows upon the failure

of nodec. In this case, the objective of the optimal solution is 44.

(b) Backup Flow for SNS on
(a) Working Flow for SNS Failure of Node a

1
(c) Backup Flow for SNS on (d) Backup Flow for SNS on
Failure of Node b Failure of Node ¢

Figure 5.8. Example Solution with SNS

Comparatively, Fig. 5.8 shows the ILP solution for splitealow mapping. Similarly, Fig.
5.8(a) shows the working flow of the solution. Note that théuwal link a-b of 3 units of bandwidth
requirement has been satisfied by splitting it into a flow ofnsuand a flow of 1 unit. Each

number represents the amount of flow carried by the correpgrink for a specific flow. Fig.
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5.8(b) shows the backup flow upon the failure of nadé-ig. 5.8 (c) illustrates the backup flows
upon the failure of node b. Fig. 5.8(d) shows the backup floanupe failure of node c. Note that
the flow splitting also applies to the backup flow when nb@ead a fail. In this case, the objective

of the optimal solution is 43, which is smaller than 44.

5.5.2 Comparison of ILP Models and Heuristic Algorithms: é@inNetworks

In this subsection, we compare the ILP models and the ha&ualgjorithms in terms of the
blocking probability E22EEoEe2f for a given period (i.e., 100 time units). We assume that
VN requests arrive in a Poisson process with a rate\dfls per 10 time units, and stay with 100
time units following an exponential distribution. The nuenlof nodes for the virtual network is
randomly generated within [2], and the size of the substrate network is fixed to be 10. &ne-b
width/computational requirement of the virtual network lin&de is randomly generated within

[1, 5], while the linknode capacity of the substrate network is randomly generaitiin [10, 50].

0.6

—o0—ILP SNS
—A—[LP SNN
0.5F | —8— Tabu SNS
—6— Tabu SNN

0.55r

0.45r-

<
~
T

Blocking Probability
f=J
S W
W n

0.251

6
Arrival Rate (r)

Figure 5.9. Comparison of Blocking Probability amondtBient Methods

The comparison of the blocking probability is shown in Fig.5Clearly, the increase of the
arrival rate leads to the growth of the blocking probahilapd ILP-based solutions outperform
the respective heuristics in most case. However, with larggal rate, the ILP-based solutions

have no evident advantage over the respective Tabu-basedties. This is due to the fact that
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greedily (though optimal for the present network state)cting the resources in ILP models for
the current VN request does not necessary lead to betteptacce chance for future requests.
In addition, we observe lower blocking probability in theseaof splittable mapping due to the
increased path search space in the link mapping. Tiierdnce between the case with splittable
and non-splittable mapping is especially evident when #tevork load is high due to the faster
saturation of network bandwidth. Particularly, when thevat rate is high, we observe cases
that the heuristic algorithm with splittable mapping eveperforms the ILP-based solution with

non-splittable mapping, which demonstrates the advarabtie former.

5.5.3 Comparison of ILP Models and Heuristic AlgorithmsrgeNetworks

In this subsection, we compare ILP models with the heuratjorithms in terms of the re-
source consumption, the QoS metric, and study the impabeateration number in the heuristics.
The number of nodes for the virtual network request is rarigg@nerated within [210], and the
size of the substrate network falls in the range of B@. The bandwidtftomputational require-
ment of the virtual network linkiode is randomly generated within, 0], while the linknode
capacity of the substrate network is randomly generateainii, 50]. We generate multiple thou-
sands of the instances and report the average performamc€X@S, resource consumption) below

after obtaining the performance of each running instance.

Comparison of Resource Consumption The resource comparison betweeffatent ap-
proaches is presented in Fig. 5.10, where the X-axle is tih@beu of nodes for the virtual net-
work, and the Y-axle shows the total consumed resourcefmective schemes, where the total
consumed resources refers to the riaeresources consumed for both active and backufidra
From Fig. 5.10, we can have three major observations. Rhetschemes with splittable flow
clearly outperform the schemes with non-splittable floncdel, the Tabu-search based solution
for the SNS problem leads to less consumed resources, wingoaced to the optimal results for
the SNN problem. Both of these observations are due to theHatthe splittable flow enables

a larger solution (i.e., path) space for the virtual link mizyg. Third, the proposed Tabu-search
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Figure 5.10. Resource Comparison amonfjéddent Methods

schemes perform very close to the optimal results from thgaetive ILP models. Considering the
extensive computational overhead of the ILP models, intmmcthe Tabu-search based scheme
thus can be anfeective alternative solution. The Tabu-search scheme aisax@nfigured to run

1000 iterations. In the next, we will further study the impafcthis parameter.
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Figure 5.11. QoS Comparison amongdiBrent Methods
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QoS Comparison of the ILP Models and Heuristic Algorithms The splittable flow leads
to better resource performance. However, it may bring theett in the QoS. In our evaluation,
to see the impact, we have randomly generated the latencgcbf ubstrate link within [Q, 1].
For each commodity (i.e., a virtual link), we calculate thfetence between the active path with
the maximum latency and the one with the minimum Iatenc!}‘%g')‘f—"‘. The average result for a
virtual network with 10 virtual links are presented in Figl®, where the X-axle is the index of
the virtual link, and Y-axle shows the path latenc¥felience. Clearly, for the non-splittable flow
mapping, the dference stays at 0 since only a single path is chosen. Forlieenss with splittable
flow, instead, we observe an evidenffdience for most virtual link& In practice, packets (along
the same virtual link) hence may go througftelient substrate paths and experience various delay
in the splittable mapping, resulting in issues such as gatikerder. As a result, how to employ
splittable mapping without significant latency delay, lalse¢ well studied, which can be addressed

in a path-based formulation [49] that can restrict the leyatdifference among selected paths.
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Figure 5.12. The Impact of Iteration Number

2Results based on varying the latency range for each linkfeerqiarameters show the similar observation that
most virtual links posses a non-neglectable latenffgdince, thus omitted here.
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The Impact of the Tabu-search Parameter One advantage of Tabu-search approach over
the ILP model is the timef&ciency and its flexibility in adjusting the running time byagding
different iteration number in Algorithm 1. We show the impacth&f humber of iterations in Fig.
5.12. In Fig. 5.12, the X-axle, Y-axle again shows the nundferodes for the virtual network,
and the total consumed resources, respectively. With ngryie iteration number, one can clearly
observe a resource reduction. When the iteration numbepore than 1000, the improvement,
however, is not as evident. As a result, in practice, one rdaptea medium-size iteration number,

bewaring of the time overhead with larger iteration number.

5.6 Remarks

In this chapter, viewed from a network flow perspective, tiNFSroblem is modeled as
ILP formulations which considers joint working and backepguests for both splittable and non-
splittable flow mappings. For larger-scale problems, Tedarch based heuristic algorithms are
proposed to provide a practical anfligent solution. We also evaluate the correctness diid e
ciency of the proposed ILP models and heuristic algorithnts gresent our results. In the next
step, we plan to study other failure scenarios includingijrfstance, two failures or multiple fail-

ures of facility nodes.
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PART 6

OPTICAL NETWORK VIRTUALIZATION

The Internet trfic has been growing at a dramatic speed, which almost douéeg Bve
years [28]. At the same time, the power consumption of theectiinternet has brought signifi-
cant concern regarding the economic, energy, as well asoemaental implication of the current
Internet. Fortunately, optical networks promises to aslslthese issues given the well-known high
bandwidth and energyfigciency [18] [19].

An virtualized future Internet apparently calls for the pag of bandwidth-abundant optical-
based substrate networks. To fully reap the advantage mldpetworking, it is ideal to virtualize
the optical resources to support any-to-any bandwidtddot connectivity for the service layer
in network virtualization. Via abstraction, partition, caaggregation of optical resources (e.qg.,
optical link, port, and switch node as shown in Fig. 6.2)jagtnetwork and switching allows for
more agility and flexibility to satisfy the service requastrh the users, resulting in@onnectivity
as a Service (Caa3) the SPs.

However, optical resources are heterogeneous and opacaimission bear numerous phys-
ical limitation due to the analogy feature of optical signdlhese brings in new challenges to
network virtualization over an optical-based substratethls chapter, we present a holistic view
of the motivations, architecture, and challenges on thetoagrds a virtualized Internet support-
ed by optical substrate networks. Among all, we focus on theed dimension of complexity
to the VNE problem and present an optimization model for ttEVproblem over a virtualized
wavelength-division multiplexinggDM) network. To call for more actions on this direction, we
also highlight a few open problems that deserve furtherystugifferent from prior work, this
chapter focuses on thetegrationof optical virtualization and network virtualization via&bling
opticalConnectivity as a Service

The remaining of this paper is organized as follows. Sediardiscusses the motivations and
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challenges of optical-based network virtualization. Ictgm 6.2, we present the architecture to
enable network virtualization upon a virtualized opticabstrate. We formally define the optical
VNE problem in Section 6.3, and present an optimization rhtmehe WDM VNE problem in
Section 6.4. Open problems and further discussions aremtexs in Section 6.5. Finally, we

conclude this chapter in Section 6.6.

6.1 Optical-based Network Virtualization: Motivations and Challenges

In this section, we discuss the major motivations behind/agt virtualization, optical virtu-

alization, and the incentiyehallenges for the optical-based network virtualization.

6.1.1 Drive of Network Virtualization and Optical Virtuahtion

As we have extensively discussed in early chapters, therrdaye for network virtualization
is to overcome the impasse of the current Internet [2] [3[4vhere disruptive technologies can
barely be employed due to multiple architecture constsanhthe present Internet Infrastructure.
For instance, the stakeholder is reluctant to adopt reiawiaty technologies due to the potential

CAPEX/OPEX cost. Also, with current Internet, a global agreemeidt @ordination are needed
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for employment of new technologies, which, however, is hamtchieve in practice. Those barriers
are removed with the idea of creating a layer of abstractjoddzoupling the traditional ISPs into
the Infrastructure Providers (InPs) (which manage the ighlenfrastructure), and the Service
Provider (SPs) (which manage the virtual network affdraservices to the end users) [2] [3] [4]
[5]. With this decoupling, more flexibility and convenienamagement are allowed since SPs can
deploy services without high investments on the physidehgtructure while InPs can operate and
upgrade without fiecting supported services.

The IT industry is experiencing an era of virtualization wheoftware, platform, infrastruc-
ture, (or anything), are all abstracted and virtualizedeagises, enabling pay-as-you-gbusiness
model. The major driver of this revolution is the resultedtcgavings, management overhead re-
duction, as well as increased adaptability. Among this wave not surprising that the need for
virtualized optical networks is raised recently, and atsaignificant interests. The idea of optical
virtualization was initially introduced in [29]. It is shawin [29] that when automated optical path
provisioning, segmentatigaggregation of network resources, and optical networkuresoman-
agementoordination are all feasible, optical networks can beuaiized to provide stronger and
smarter cooperation to the upper layer. The authors of B} a practical viewpoint, discussed
major optical enabling technologies, devices, architestu Specifically, the resource partition
and aggregation for various optical resources includingcéwports and link capacity are all in-
vestigated. With a virtualized optical network, varioupbgations benefit from the huge optical
bandwidth, including data center and cloud computing appbns, which is discussed in [31].
Recently, the authors of [32] studied the RWA problem in &alization context. Oferent from
above work, in this paper, we introduce the concepfohnectivity as a Servicand investigate
theintegrationof above two trends.

Note that there are multiple advantages with a virtualizgical network. First, it introduces
the flexibility of provisioning high-bandwidth any-to-angnnectivity. Second, it enables the agili-
ty of customizing the bandwidth provision to adapt the cleaofjthe user requests. In addition, a
virtualized optical networks can enable more time-mudtqohg of the deployed optical resources

(in a timely and automated manner), resulting in more regsna the stakeholder.
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6.1.2 Incentive for Optical-based Network Virtualization

The Internet triiic explosion is expected to be continued in the foreseeahleef(28]. Op-
tical networking is considered as the foremost solutionandbe this ever-increasing bandwidth
demand. Therefore, it is desirable that a virtualized nextegation Internet is build upon a vir-
tualized optical substrate. To be seamlessly integratediatwork virtualization where the user
requests can work in pay-as-you-gdashion, the optical resources have to be virtualized to en-
ableconnectivity as a servicer the upper layer. We refer to the resultetegrationof network

virtualization and optical virtualization &ptical-based Network Virtualization

6.1.3 Challenges in Optical-based Network Virtualization

While virtualized optical networks promise a highly flexabland bandwidth-abundant sub-
strate for network virtualization, this integration facesltiple important challenge's

First, due to the analog nature of optical transmissionicapsignal is prone to degradation
and impairment. The availability of an optical connectisrimpacted by the signal reachability
(which is also decided by the modulation level). When sigegéneration is needed, the availabil-
ity of a connection is determined by the availability of regeation devices.

Second, optical spectrum is organized in granularity ofelewgth (or sub-carriers) in WDM
networks (or OFDM-based optical networks). In contrastaigeneral (packet-switched) net-
work virtualization context, dimensionless bandwidthowges are assumed. For sub-wavelength
and super-wavelength tiac, the wavelength (or sub-carrier) resources négdent partition and
aggregation, leading to the challenges to the network obptane. In addition, the employed
wavelength (or sub-carrier) for a request has to followtlagelength continuitgonstraint (in the
absence of wavelength converters), which further comggcthe VNE process.

Third, virtualized optical networks are expected to be regtyocontrollable for flexible and
agile provision. This indicates that all the resourceshvaitjgregation and partition) associated

with the connection should be accessible by the controleplatich potentially demands for ex-

INote that we omit the challenges under the category of trsidaetwork virtualization, which have been exten-
sively discussed in other work (e.g., [1]).
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tending the GMPLS control plane giod using the Software Defined Networks (e.g., the OpenFlow
architect [50]).

Fourth, from the algorithmic viewpoint, the clasafotual Network Embeddingroblem is
already an NP-Complete problem [8]. The optical-relatedst@ints add extra dimensions of
complexity to the VNE problem.

Furthermore, optical networks diversify in terms of thetsiing paradigms (optical buyst
packefcircuit switching [51] [52]), node architectures, speatrmanagement policy (i.e, WDM
networks or OFDM networks). We exclude all those compleszitand provide a generic architec-

ture for network virtualization over the optical substretéhe next section.

6.2 Optical-based Network Virtualization: Architecture O verview

Figure 6.2 shows the overall architecture for optical-dasstwork virtualization architecture
in our vision, which consists of four major layers, where tibye two layers belongs to the SPs and
the bottom two layers belongs to the InPs.

First, atService Presentatiolayer, user can interact and customize their requests f(mia,
example, a HTTP REST API interface) based on their needsbaddets. The&ervice Abstrac-
tion layer, on the other hand, abstracts the user requests asllogiual networks The detailed

components of these two layers are shown in Fig. 6.3. An elamgpual network is shown in
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the bottom layer of Fig. 6.3 where three facility nodes (ir@mdes support computing or storage
capabilities) are connected with four direction lightgatvhere the number besides each link rep-
resents the needed number of lightpath according to thewddtidrequirement between incident
facility nodes.

The next two layers are detailed in Fig. 6.4. At TRPieysical Control and Managemelatyer,
the optical resources are abstracted and managed by tiealopBource manger, a@bnnectivity
as a service (CaaS$ offered. Likewise, the utilities resources (e.g., computienyises, storage
devices) are managed by utility resource manddglity as a servicecan be provided. Both types
of resources are orchestrated togetherfferonfrastructure as a service® the service layer (via
the VNE process). Finally, thBhysicallayer consists of the physical serveisvices that are

connected by optical networks (which consists of opticat@wnodes, and optical fiber links).

6.3 Optical Virtual Network Embedding (OVNE)

In this section, we present a generic network model for thetrmmoportant piece of above

architecture: the Optical Virtual Network Embedding (OVN&oblem.
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6.3.1 Network Model for OVNE Problem

The virtual network request is represented as a directeghtad grapi? GV = (NVY, LY),
whereNV is the set of virtual nodes, and’ is the set of virtual links. The utility resource require-
ment of a virtual node is denoted asr(a), while the communication demand of a virtual link
(between virtual noda andb) reflects the bandwidth requirement between the two in¢idedes
(i.e.,aandb) of the link, denoted b¥r(a, b). Since itis a directed graph, note ttafa, b) may not
be equal tdor(b, a). An example of virtual network is shown in Fig. 6.5(a) whénere are three
virtual nodes, connected by four virtual links, and the nerstbesides the nogésks represent

the respective utility resource and bandwidth requiresient

2Different from VNE problem defined early, here we assume thatithevlink (i.e., lightpath(s)) is directional.
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Figure 6.6. Auxiliary Graph for Integrated Virtual Netwoakd Substrate Network

The substrate network is similarly represented by a diceateighted graplG® = (NS, L®)
(see Fig. 6.5(b) for an example), whereis the set of fiber links (with one fiber per direction for
each link), and\® consists of two types of nodes: tfeility nodes (denoted &N) and the op-
tical switchnodes (denoted &N). The former is provisioned with the utility capability ahdsts
the virtual node, and the latter connects facility nodestmfthe substrate network. We denote the
available capacity of facility nodeascc(l), and the available bandwidth (e.g., number of wave-
lengths) of a substrate lirkeb asbc(a, b). For the example substrate network shown in Fig. 6.5(b),
we have five facilities nodes, connected by five optical dwitodes, where the numbers besides
the facility nodeglinks represent the available utility and bandwidth resear respectively. To
facilitate the modeling, we further construct an auxiligraph (AUG) that integrates the substrate
network and the virtual network. In specific, for each vittnade (e.g., Noda in Fig. 6.5(a)),
we add auxiliary edges to connect it to a group of substrateark facility nodes (e.g., Node, 2
for virtual nodea in Fig. 6.6) which satisfy the node capacity constraint (cega) < cc(1), and

cr(a) < c2)) as well as other constraints such as the location reouént [12].

6.3.2 Definition for OVNE

The Optical Virtual Network Embedding (OVNE) problem canfoemally defined as fol-
lows.

Definition 3: Optical VNE Problem. Given the virtual networlGY = (NVY, LV), and opti-
cal substrate networ&® = (NS, LS), the OVNE problem is a decision problem that determines

whether it can map the virtual network to the substrate netwatisfying the following constraints:
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(i) for each virtual node, it is mapped to the substrate netwa&ting the capacity constrair)
for each virtual link, it is mapped to the substrate networkeling the capacity constrairij-
i) all the optical-related constraints depending on the $ipeaptical network (e.g.wavelength

continuityconstraint in WDM networks) are all satisfied.

6.4 Mathematic Model of the WDM OVNE Problem

In this section, we present a mathematical model for thenopétion version of the OVNE
problem over a virtualized WDM network. We assume that there wavelength converters and
the optical signal can cover the whole physical network. gitogosed model is based on the aux-

iliary graph mentioned above and employs the followingafales or notations.

3¢ 1 if a lightpath from virtual nodes to virtual noded using wavelength
w, going through link ¢, v) (of the auxiliary graph), O otherwise;

Myyv:  1if virtual nodeuis mapped on to the physical node0 otherwise;

A available resources on facility nosg
ru: utility requirements of virtual node;,
B: a big integer number;

W: the number of wavelengths per fiber;

FN: the set of facility nodes;
Rs¢:  bandwidth requirements (in terms of number of lightpatbisyirtual

link (s, d).

6.4.1 Objective

The objective of the model is shown in Eq. (6.1), which is thenmation of all the used
wavelength resources over all the fiber links. Moreover,ntbde resources are excluded in the

objective since the consumed node resources are fixed umglenapping.
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mn[ > > > e (6.1)

we[LW] (sd)eLY (u,v)eLS
6.4.2 Constraints

Virtual Node Mapping For each virtual node, it has to be mappedxactly one facility

nodein the substrate network. This is reflected in Eq. (6.2).

My =1 Yue NY (6.2)
Vi(u,V)eAUG

Meanwhile, for each facility node, we have the constrairid (6.3), which guarantees that

no two diferent virtual nodes are mapped to the same physical node.

Z My, <1 VveFN (6.3)

u:ueNV,(u,v)eAUG

Virtual Link Mapping  The mapping of a virtual link is realized as lightpath(s) otlee
auxiliary graph. We have the following flow conservation swaints for source, destination, and
intermediate node, respectively. Note thatwseselength continuitgonstraint is ensured with Eq.

(6.4) since it is applied to each wavelength

Z fadw_ Z £30% = 0 (s d) € LY, Vv e NS, Yw e [1,W] (6.4)

u:(u,v)eLs x:(v,X)eLS

30 = Ryy V(s d) e LY (6.5)
Vi(sV)eAUG we[1,W]

D MW =Ry V(sd)eL (6.6)
u:(u,d)eAUG we[1,W]

In the auxiliary graph, for a virtual node, the flow can onlydaeried on the edge towards the
facility node that maps it (i.eM,, = 1). We need the following constraint in Eq. (6.7) to guarante

that. In specific, wheM,, = O (i.e., virtual nodeu is not mapped t), Eq. (6.7) ensures that
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no wavelength can be assigned on the auxiliary edgg.(WhenM,, = 1, the large numbeB

makes sure that Eq. (6.7) is an tautology and wavelengthallaveed to be used on edge, ).

Z ( Z fudw 4 Z f3U%) < Myy X B Y(U,v) € AUG, u € NY,v e NS (6.7)
we[1L,W] d:(u,d)eLY s((su)eLv
Due to the construction, the auxiliary edge (say that connects virtual nodeand facility
nodev) cannot carry lightpaths that are not originated or tert@datu, which is achieved by Eq.

(6.8).

(feM + 20" < 0 V(u,v) € AUG,ue NY,ve N® (6.8)
we[1,W] (sd)eLV,s#u,d#u

Node Capacity Constraint For a facility node (say), the total allocated capacity should

be less than its capacity This is reflected in Eq. (6.9).

(rux Myy) <A, YWWeFN (6.9)

u:ueNV,(u,v)eAUG

6.5 Discussions and Open Problems

To enableConnectivity as a Servic®ptical resources should be remotely manageable and
automatically provisionable. This automation and remot&iol largely depend on the prope-
stractionof optical link resources and node resouréés allow easy access by the control plane.
Along this direction, more studigsxperimentdestbeds are expected to be built to compeaie
date proposals from the literature (e.g, [30]).

The model presented in Section 6.4 assumed a WDM-basedbptibstrate, which can
be extended and adapted to fitfdrent settings (e.g., the case with the presence of waubleng

conversion, and the case that reachability has to be coesideAlso, recent studies demonstrate

3See [30] for a detailed discussion on the optical node izaton.
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that a virtualized OFDM-based optical networks have a goe&tntial to better serve the future
Internet [53] [29] [54]. This is due to the improved signabdjty, and the fine granularity for tfac
accommodation in OFDM-based networks. Note that, howebEDM-based optical networks
bear more complexities due to tepectrum consecutivenessnstraint, as well as the freedom of
modulation selection. These add extréidulties to the OVNE problem, which require intelligent
algorithmprotocol design.

It is also important to investigate how theulticastpattern can be realized in network virtual-
ization, and particularly, over an optical substrate. Tradally, optical multicast is achieved via
the construction of light-trees [55], which start at ther®@unode of a multicast request and split
the signals at intermediate nodes to reach all the destmatides. The signal splitting capability
is supported with the optical splitter and delivery switsherhich are also referred as multicast
capable optical cross-connects (OXCs). In network virnadéion, the user may not designate the
source and destination node sets to the service providéechwimstead, are decided in the VNE
process. Also, the multicast may be achieved without magticapable optical OXCs [56], or
with limited support by employing tap-and-continue swésh57]. All those variations pose new
challenges to the multicast over an optical-based netwiotkalization, and deserve further study.

In addition, in an optical-based network virtualizatiomtext, heterogenous types of network
entities including, for example, optical fibgmedes, utility serveydevices coexist. The failure of
those entities could impact the upper layer toféedent degree, and requests robust progetotere
protection schemes. In other words, more research deditatée survivability should bring the
optical features as well as traditional optical survivipifforts (e.g., theSRLGconstraint [58],

the p-cycleprotection schemes [59]) into account.

6.6 Remarks

Optical virtualization is an important step to support guatized next-generation Internet.
With the huge bandwidth inherently provided by optical saussion, optical virtualization can
supplyConnectivity as a Service (Caal®) providing virtualized any-to-any bandwidth-abundant

connections to upper layers. This chapter has presentelistidieiew on the motivations, archi-



77

tecture, and challenges in optical virtualization, anditd theoptical virtual network embedding
(OVNE) problem. We have presented an optimization modettferOVNE problem over a vir-
tualized WDM network. In the next step, we expect to addreexhallenges and open problems

elaborated in this work, and extend the proposed model t@ mmmnprehensive cases.
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PART 7

CONCLUSIONS AND FUTURE WORK

In this chapter, we briefly summarize the overall work of thissertation, and point out a few

areas of future study.

7.1 Summary of the Dissertation

The role decoupling of the infrastructure provider (InPYl &me service provider (SP) enables
a virtualized view of the underlying network infrastrucgtuo the SPs as well as the freedom of
adopting the technological advancement to both. This ddowy at the same time, demands for
solving the virtual network embedding problem.

Given the NP-Completeness of the VNE problem, in this diasien, our first study presents
an optimal path-based Integer Linear Programming VNE mdsiased on the model, we present
a branch and bound framework that employs a column generptmcess to solve the proposed
model. Our approaches,ftérent from the literature, can either obtain an optimal VIéRig0N,
or near-optimal solutions with guaranteed solution qyalit

As VNE can be decomposed into two processes including naslgrasent (NA) and link
mapping (LM), it is a common strategy to employ a divide andqueer design that sequentially
addresses the NA and LM sub-problems. The non-optimaliyever trade-fis the simplicity of
this design. We are hence motivated to design a decomposgitaxess employs similar structure
of NA and LM sub-problem while maintaining the optimality near-optimality of the solution.
Based on primal-dual analysis of the path-based ILP modehis dissertation, we present an
intelligent framework that allow feedback between NA and khb-problems, and evolvement
towards the optimal solution or near-optimal solution wgtraranteed performance.

Survivability is also critical to network virtualizatiodgspite the extra complexity introduced

to the VNE process. In this dissertation, we focus on thelsifagility node failure, and address
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the resulted Survivable Virtual Network Embedding proldefrom a network flow viewpoint.
Specifically, we consider two variations of network flows:nreplitable flow and splitable flow,
and propose both optimal and heuristic approaches for lasthsc Our performance studies reveal
interesting insights and the tradébetween these two variations of flow mapping.

This work also presents a study on the motivation, architechnd model for optical-based
network virtualization. The tffic explosion of the Internet calls for a high-speed automapdidal
substrate that can elastically allocate resources to stipptwork services. In this dissertation, as
the enabler, we present a four-layer architecture, anddlyrdefine and model the optical virtual

network embedding problem.

7.2 Future Directions

Looking forward, our exploration in the area of network watization will be focusing on the
following major topics.

First, the security in network virtualization. In a virtiléd environment, data afat comput-
ing are generally out-sourced to the third party and thudihgato inherent threats to the security
goals. As a crucial component, however, security issuestiwark virtualization has only received
limited attention [60] [61] [62] [63].

Second, as the power usage of the Internet has becomingtimalorbncern, it is also im-
portant to take the energy aspects into the consideratiomtafl network embedding. Only few
work has been devoted to this direction [64]. In our futurekyeve plan to explicitly assess the
major power sources of network virtualization from varigpgctrums including, for example, ap-
plication, facility resource type, node type (i.e., switmhfacility node), resource quantity (e.qg.,
bandwidth and computing resources) to present a framewatlatiows for energy{&cient virtual
network embedding.

Third, in the area of optical network, the recent proposalaifDM-based elastic optical
networks is regarded as a promising solution to addressniticiency of WDM networks in
both energy and spectrum usage [29] [53] [54] [65] [66] [668] [69]. OFDM-based elastic

optical networks at the same time, brings extra complexitthe spectrum allocation including
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the spectrum-continuity and sub-carrier consecutivefle§s When these constraints are taken
into account, the Optical Virtual Network Embedding prables more challenging and deserves
further study.

Fourth, in parallel with theféorts on the virtualization of the core of the Internet infras-
ture, studies on the virtualization of various physicaiverks are also prominent. The counterpart
study in wireless networks, for instance, are discusseddpwhere unique challenges of wireless
network virtualization are elaborated. The topic of mob#dular network virtualization has been
addressed in [71], [72], [73]. In the area of sensor netwdhesvirtualization mainly focus on the
virtualization of software platform to enable applicat®maring [20]. In our future study, we will
also address main challenges associated with the viraigizof wireless and sensor networks as

well as many other emerging networking paradigms (e.g.icuédr networks).
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