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Abstract

Hybrid quantum mechanical / molecular mechani€a(MM) approaches have been used to
provide a general scheme for chemical reactionsrateins. However, such approaches still present a
major challenge to computational chemists, not telyause of the need for very large computer time i
order to evaluate the QM energy but also becauskeoheed for proper computational sampling. This
review focuses on the sampling issue in QM/MM eatabns of electrostatic energies in proteins. We
chose this example since electrostatic energigsglaajor role in controlling the function of prote
and are key to the structure-function correlatibmiological molecules. Thus, the correct treatmeit
electrostatics is essential for the accurate sinwnlaof biological systems. Although we will be
presenting here different types of QM/MM calculasoof electrostatic energies (and related progrtie
our focus will be on pKcalculations. This reflects the fact that p&f ionizable groups in proteins
provide one of the most direct benchmarks for tt®ueacy of electrostatic models of macromolecules.
While pK, calculations by semimacroscopic models have giwsasanable results in many cases,
existing attempts to perform pkcalculations using QM/MM-FEP have led to largectepancies
between calculated and experimental values. Invibik, we accelerate our QM/MM calculations using
an updated mean charge distribution and a classfatence potential. We examine both a surface
residue (Asp3) of the bovine pancreatic trypsinbitbr, as well as a residue buried in a hydropbobi
pocket (Lys102) of the T4-lysozyme mutant. We destiate that by using this approach, we are able to
reproduce the relevant sidechainpkvith an accuracy of 3 kcal/mol. This is well visthhe 7 kcal/mol
energy difference observed in studies of enzyntatialysis, and is thus sufficient accuracy to detee
the main contributions to the catalytic energiegitymes. We also provide an overall perspective of
the potential of QM/MM calculations in general eyations of electrostatic free energies, pointing ou

that our approach should provide a very powerfd aocurate tool to predict the electrostatics df no



only solution but also enzymatic reactions, as aslthe solvation free energies of even largeesyst

such as nucleic acid bases incorporated into DNA.

Keywords: QM/MM, Free Energy Simulations, pkalculations, Solvation Free Energies, Redox

Reactions

l. I ntroduction

Hybrid quantum mechanical / molecular mechanicaVi{dM) approaches have in recent years
become the key tool for calculation of protein fume in general and for studies of chemical proesss
in proteins in particular*? In fact, well over 600 QM/MM articles were writtein 2007 alone.
Significant progress has been made in this direchg use of calibrated semi-empirical QM/MM
approachés®!' Some of these studies sample the phase spabe @M atoms and the surrounding
MM atoms, using free energy perturbation approadhes date back to the 1988sMore recent
approaches that allow one to obtain the free ensugfaces for ab-initio QM/MM modéef§™ will be
considered below. However, before we consider agbvam QM/MM treatments it is useful to discuss
some other approaches for studies of enzymatitioeacand related properties.

A seemingly obvious option for modeling enzymateactions is the use of high level quantum
mechanical approaches. Some such gas-phase stwlesbeen highly instrumental in providing
insights about the reacting syst&rffor instance, the work of Ré&%.). However, such gas-phase studies,

while useful, can also be hugely problematic, ghtiof the fact that the environment can make a



tremendous energy contribution — for instance sthieation energies of a simple ion can be arouf@ -1
kcal/mol, and those of an infinitely spaced iorr gadund -200 kcal/mal

One alternative to completely disregarding the mmment in the quantum mechanical calculation has
been to not only consider the reacting systemdatdo take into account a few protein residuesiléVh
this is an improvement over examining the reactiggtem alone, it still cannot provide a reasonable
model of the enzyme active site, particularly asas been demonstrated that the effect of addstgaju
few isolated residues on the overall barrier heiglmegligiblé’. Also, such approaches frequently make
the misassumption that residues that are ionizetiencomplete system would also be ionized in the
model used. However, in the complete system, tloeseed residues are stabilized by solvation effect
of the rest of the protein, which is not the casdhat particular subsystem, and thus, such residue
should not be ionizéd A striking example of such a problematic situatis Futatsuget al’s study of
the mechanism of p21fdswhich has been discussed in detail in Befs The problem with this study
boils down to the use of a protonated Lys16 inrgmctant state, while overlooking the fact thas thi
residue would not actually be protonated in the@sse environment utilized by Futatsegial As a
result, this unstable lysine ends up acting asrtfical proton relay (see the discussion in B8f.This
is not to say that there do not exist more readergds phase treatments which have paid more iattent
to both electroneutrality and to the system chodi&vertheless, when such treatments are applied to
mechanistic questions, it is not impossible thalytfavor an incorrect mechanism, as they ignore the
effect of the protein environment (for further dission, see Ref?).

A related example of the problem with modeling #eéive site using only a few key residues is given
by the work of Cavalli and Carloflj who came to the conclusion that GIn61 is the gerEase in the
catalytic reaction of the Ras-GAP complex, everughoit is now widely accepted that the reaction is
notcatalysed by a general b&5¥ but rather, that the key proton transfer occorshe y-phosphate

instead®?*#°3! Unfortunately, it would appear that the studyRef*’ was performed while overlooking



an extensive previous theoretical sttidpat had already demonstrated that GIn61 canntiebgeneral
base, or of the need to validate their resultskoygalculations. In brief, the reported study staxtdith a
subsystem that included the substrate GIn61, aoteer residues and the attacking water molecuke (th
orientation of which was selected on the basis|afady problematic force field calculations). The
subsequent simulation involved an extremely shddt tdn while constraining the distance between the
nucleophilic oxygen and thgphosphate to 1.8A. This resulted in a collapsehef water proton to
GIn61, which in turn led the authors to concludat tBIn61 must be the general base. Naturally, pgshi
the attacking oxygen to within bonding distancerfrine phosphate would force the proton to be gjecte
to the closest base, which, in this case happemééd GIn61. However, this is neither an adequate wa
to examine reaction mechanisms nor to identify aegd base, and a more valid study would have
required not only taking into account the compkatstem, but also starting from a relaxed reactiate s
and then calculating the free energy profile foifedent feasible mechanisms by means of proper
equilibration and long free energy perturbationidations.

Despite this criticism, the use of a subsystera asdel for the reacting protein can actually beeom
much more reasonable in other versions. Firstlgrehexist of course clear cases where one can
nevertheless obtain instructive mechanistic infdromafrom models that include a few active site
residues. The most notable example of this is #se of large metal clusters, where, comparativieéy,
effect of the environment is relatively unimportarit Secondly, recent studies have started to include
a relatively large number of active site residuesb initio studies of enzymatic reactiofis® Such
studies can clearly provide important mechanistiorimation and instructive insight about enzymatic
reactions. However, we are not aware of cases iohwduch approaches have been able to qualitatively
reproduce the catalytic effect of an enzyme (tHéedince between the enzymatic and the reference
solution reaction). An example of this would be tase of the catalytic power of enzymes containing

coenzyme B, cofactof* (which we addressed for instance in Rgfwhich has not been yet reproduced



by high levelab initio approaches of the cofactor and the neighborinteproesidues. That is, when the
topic of concern is differential effects associateith the environment (which is a central issue in
biocatalysts). As another related example, a majoblem would be evaluating the side chain, @K
residue 66 in Staphylococcal nuclease (which valdiscussed in Section IV). Here, high leablinitio
approaches will most likely give very elevated;pKas they cannot account for protein rearrangement
and water penetration upon the change in protamatiate. Similarly, we believe it is unlikely tHagh

level ab initio approaches can be used to deal with subtle isikea®producing the LFER in proteins or
the effects of distant mutations.

At any rate, it is important to bear in mind thater-sphere interactions contribute in a major teay
the energy changes associated with protein func@tearly, it is not sufficient to merely treat thetive
site with a highly sophisticatedb initio method where the environment is neglected, omest,
represented in an over simplified way as a dideaavity model. Additionally, a further challenge
arises from the fact that proteins are not rigitl father are highly flexible and assume many dsifier
configurations at ambient temperature. Appareillg, energy surface for different functional proesss
of the protein can depend strongly on protein gurfitions. This in turn makes it essential to ayera
the energetics of the given process over a sulstamount of protein configurations, and the calci
need for correct sampling was already emphasizednipirical valence bond studfé§® in 1980.
Clearly, an accurate guantum mechanical investigain the condensed phase must reflect a
compromise between the rigorous treatment of thieeasite and a reasonable treatment of the solvati
of the active site by its protein and solvent emwiment. This issue becomes increasingly importaat t
more the reaction coordinate constitutes the capere reorganisation.

A seemingly reasonable approximation to a full QNMIMreatment has been the usealf initio
calculations in the gas phase in order to obtarctiarges and force field of the substrate (sqlate) to

subsequently use these charges in free energylat@deis not only in solution but also in the enzyme



active sité** This approach has sometimes been referred thea®M-FE methotf* though this
name is somewhat misleading as it gives the falg@assion that the QM-FE method reflects a proper
FEP study of a QM surface, thus allowing for cordaswith true QM/MM-FEP approaches (a more
proper name would be the solvated gas phase (S@Bglj)n The QM-FE approach was originally
introduced by Jorgensen and coworf&rsvho applied it to studies of solution reactioighile this
approach can be somewhat useful, it too suffers some serious shortcomings. Firstly, this treatmen
constrains the reacting system along the gas pression coordinafé“® which prevents one from
correctly accounting for the solute entropic cdnitions (see below for further discussion of tesue).
Secondly, this approach does not account for tbetfeat solute charges in the enzyme active sitg ma
be very different from those in the gas phase,thuod, this can lead to significant inaccuraciestudies

of reactions where the difference between the $iolvaenergies of the correct charges obtained in
solution and those of the gas phase charges cgreheer than 100 kcal/ndl Despite this, the QM-FE
approach still presents a major advantage over (QWl/Bpproaches that do not perform proper
configurational averaging. It should be pointed botvever that all shortcomings of this approach can
easily be removed by instead using an empiricaénae bond (EVB) approatif® Here one also
calibrates the potential surfaces and charges ugiisgphase information (such as the resultalof
initio quantum mechanical calculations), but the EVB thlso provides a consistent way of transferring
this information to the solvating environment (betow).

It is useful to note that, despite the similar najrthere is a distinct difference between the QM-FE
approach as introduced by Jorgensen and coworkdrtha QM/MM-FE approach of Yarg af*. The
latter case is a regular QM/MM approach in whicé folvent is introduced into the QM Hamiltonian
(thus overcoming the fundamental inaccuracy ofaghyeroach of Jorgensen al), and the optimum path

for the QM subsystem is not obtained in the gas@Mat rather in the enzymatic subsystem, in tHe FE



calculations. That is, the approach of Yang andarkers is basically a proper QM/MM method with
incomplete FEP treatment.

Although QM/MM approaches are essential for modgkmzymatic reaction (at least until one can
afford to represent all the enzyme quantum mechépjcthe use of QM/MM strategy without proper
sampling is not so effectif® This is a painful fact, despite the popularity wfing such energy
minimization approaches (as an example of this faetbring here Refs®>%. One option is to try to
reproduce the energy minimization with many différstarting point¥ (as was, for instance, done in
Ref>). However, there is no real substitute for sangplimmany dimensional systems. Addressing the
importance of the need for properly samplialg initio QM/MM (QM(ai)/MM) surfaces has led to
several important advances in this directfdi’°°°®? Many of these approactH@s®®?exploited the
ided™>° of utilizing a classical potential as a refererioe the QM/MM calculations, though other
strategie® °® have also been quite promising. Also, despite smisanderstanding$ this approach has
never had convergence problems.

A key point that has perhaps been overlooked IgesstudieS® is the non-trivial challenge of
obtaining not only the free energy of the surrongdsolvent, but also of the solute. This becomes
crucial for solute entropy issues, as simulatiosiagia fixed solute overlook the entropic contribaitof
the solute configuration which cannot easily benestied by a harmonic approximation, at least not
when one is examining the activation free energiereactions in condensed phd&desAdditionally,
estimating the QM/MM solute path along a fixed gyeminimized path is problematic in itself, as the
landscape of the enzyme active site is quite coxnghel therefore such an approach can reflect@atifi
minima on the energy landscdpeWe already demonstrated in our early works thataining
converging results by use of a classical referguatential is quite straightforward when the soliste
fixed®. The true problems start when the solute is altbwefluctuate, as in such a situation, there can

be a significant difference between the QM/MM paodrand the reference potential. Over the past few



years, we have focused significant effort into hasg this problem. This ultimately led to the
development of a linear response approximationtrtreat by which we obtained reasonable
convergence even in the quite challenging case hef autodissociation of water in wafer
Unfortunately, at present, the computational cdsttodying chemical reactions in which the solge i
allowed to fluctuate by means of QM(ai)/MM remaipsohibitive, due to the requirement of very
extensive configurational sampling, which, in turesults in the extremely computationally expensive
repeated evaluation of the QM energies. Howeveapite this, there are many cases where keeping the
solute fixed could actually be desirable, for ins& when studying redox reactidhsor for pK,
calculations (which are of most relevance to thesent work).

In principle, it is also possible to perform a qguen mechanical treatment of the entire
protein/substrate/solvent system, and promisingnesses has been made in this direction by use of a
divide and conquer (D&C) approach. This approacts waginally developed fomb initio DFT
studie§®, and the principle here is to divide a large systeto many smaller subsystems, separately
determine the electron density of each of thesesymtibms, and then collect the corresponding
contributions from each subsystem in order to obtiae total electron density and energy of theesgst
While promising, such an approach is still far tmonputationally expensive to be used in free energy
calculations of enzymatic reactions. Thus, mosterur effort in treating the entire system by QM
approaches has been invested into semiempiricahtents by means of various tricks to accelerate th
solution of the large SCF problem. Recent effont$hi¢h are partially inspired by the frozen-DFT
method which will be discussed shortly) have resliih a “frozen density matrix” approd€fi’, which
fixes the molecular orbital coefficients of the ¢gean around the reacting fragments. However, again
this is not practical in terms @b initio studies of enzymes, as the cost of evaluatingrelevant

integrals exceeds the cost of evaluating the densatrix.



Overall, the development of D&C approaches is vemportant as a methodological advance for
computational chemistry. However, its prospects diudying enzymatic reactions are still somewhat
problematic, as trying to include the entire enzymthe QM region usually results in less emphasis
the relevant reacting fragments or on proper conéigonal averaging. Additionally, the effort inres
of computer time and intellectual resources in @\ description of regions far from the active site
reduces focus from the relevant issues. Neverthethsre is no question that there will be progress
representing the entire protein quantum mechagioalthe future. One of the most promising options
for this so far has been provided by the frozen eodstraint DFT approaches (FDFT and CDFT
respectively)’”’*"® These approaches are distinct from the frozesityematrix approach, and split the
system into two regions, a region comprising thkitep any other key residues / solvent molecules
(region 1) and the rest of the system (regionHBre, the entire system is treated usbgnitio DFT, but
the electronic densities of the groups in regioard frozen (or constrained). The coupling betwiben
two regions is then evaluated using a non-addkimetic energy functional, making this approach enor
rigorous than the frozen density matrix approach e do not have to worry about orthogonality
between the wave functions of the two regions stheekey point is the DFT treatment of the electron
density). Thus, the FDFT approach presents a waywopling two subsystems by means of an orbital-
free and first-principle-effective potential, magint possible to cast the concept of an “embedding
potential” in DFT terms. This is formally relatenlthe work of Cortond, though that study did not deal
with the issue of embedding the subsystem intagetasystem. Also, Wesolowski and Warshetere
the first to notice that the coupling term in argphd method can be obtained by partially minimgin
the total energy functionals. It should be noteat #ven though the FDFT/CDFT approach evaluates the
interactions between regions | and Il quantum meicladly, it evaluates the interactions within regid
classically. Thus, this approach focuses on theggnaf region I, and its correct quantum mechanical

interaction with region Il. This allows the usaddle EVB as a reference potential for the CDFTiclh
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means one can accurately evaluate the free enémg@actions in condensed phases and proteins while
simultaneously treating the solute-solvent intécacby anab initio quantum mechanical approdth
The FDFT/CDFT approach has, amongst other thingsn lused to properly represent metal-to-ligand
charge transfer in metalloenzyme¥ as well as studies of molecules on metal surf&¢éand proton
transfer reactior&

At this stage, it is necessary to comment on theR@ainelli molecular dynamics (CPMD) appro&th
which has emerged in recent years as an effectayefar studying complex molecular systems, such as
proton transfer reactions in solutfnHowever, using this method in gas-phase calamatiof the
reacting fragments with only a few protein residbas led to confusing results, such as in the oase
Cavalli and Carloni’s study of the Ras-GAP compleDespite this, the option of embedding the CP
method in an MM surrounding and thus adopting thé/I@M philosophy** provided a reasonably
powerful approach. This so-called Car-Parinello @MW/ approach, which has been utilized in studies
of problems as varied as, for instance, transitioetal catalysf€, ion selectivity®, polymerization
reaction&! and simulations of excited statesThere is no doubt that using the CP formulatisrtie
QM part of the QM/MM approach is a reasonable sgyat However, the use of the name CP-QM/MM
may give the incorrect impression that the QM/MMadis due to the CP method and thus perhaps
calling the method the QM(CP)/MM approach insteadil be more appropriate.

The Car-Parinello molecular dynamics approach @aondmbined with the metadynamics method, in
order to study processes which are dominated bygdasain chemical structure, such as chemical
reactions. This approath(which in many respects resembles earlier {i€9s has been reviewétin
Ref’, Effectively, the core of the metadynamics mettso build the best reference potential, which is
one that is the most similar to the actual potéiitie. one in which the Gaussian potential appneac-
E(r)). That is, repulsive markers are placed irarse time line in the space that is spanned lmgadl s

number of chemically relevant collective variab{€3/s). These markers are then placed on top of the
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underlying free energy landscape in order to phshsystem to rapidly accumulate in the initial bdsy
discouraging it from revisiting points in the canfrational space. In this way, the system is altbvee
escape over the lowest transition state as sotimeagrowing biasing potential and the underlyiregfr
energy well exactly counterbalance each othercifiely allowing the simulation to escape free gyer
minima.

As with the combined Car-Parrinello QM/MM approatie metadynamics approach has rocketed in
popularity in recent years and has also been appiea wide range of problems, such as flexible
docking in solutiof?, photoinduced ring transformatiofis intramolecular reactions in complex
system&’, phase transition rational catalyst desighand organometallic reactivity However, it
should be noted that although the metadynamicsoapprhas been formulaetd in an elegant way, the
impression of having a new powerful way to solve tsampling challenge is problematic and
counterproductive as far as finding effective apghes is concerned. That is, the philosophy of this
approach is actually almost identical to the ovepdlilosophy of our earlier approach of using a
reference potential. In fact, the construction @iogéential that makes the landscape flat is sintdahe
use of a simplified folding model as a referenceeptiaf®, and the general use of a reference potential
for accelerated sampling has been the key part usf @QW/MM-FEP studies for a long tirfe
Futhermore, while it is currently very fashionateuse approaches where the best reaction cooedmat
not assumea priori°® % we believe that using chemical knowledge can amyrcases be superior to a
blind search (even though many workers prefer blagk approaches). More specifically, using for
instance the EVB as a reference potential inclasiesnormous amount of chemical information, which
is clearly an advantage and not a disadvantagenftrate, we are not aware of any metadynamics
calculations that have provided relialale initio QM/MM free energy surfaces with less effort thhatt

required for our reference potential approach.
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Since metadynamics is basically an approach thetokan geared towards getting the best reference
potential, we can (with the aim of being instruetixather than humorous) define a “paradynamics”
method that starts by evaluating the real poteotiah rough grid of nxm points (this search canldree
by very short MD simulations with a constraint atle grid point, or, even better, by evaluating,B{r
Then, we can fit an EVB potential to the grid, P on the EVB, and, finally, evaluate the corgedi
due to the difference betweenr\g and E., Of course, we can further refine the EVB surfacel
minimize <k — BeaP by Optimizing the EVB parameters. We believe th& paradynamics approach
will be faster and more accurate than the curmaptementation of metadynamics.

Although this review focuses ab initio QM/MM approaches, we would like to emphasize the f
that in many cases, one can obtain major insigiitsprocesses in proteins by first calibrating ptsg
surfaces to both experimental aald initio information about the relevant solution reactiand then
moving the calibrated surface to the protein acéive. This philosophy was introduced by Warshel an
coworkers starting in 198% and has been applied to a wide range of fundtimsaes such as pK
calculations, redox reactions, enzymatic reactiamsl so forth. This has best been formulated by the
EVB method®*4*%1%! The EVB describes the reacting system by dialsaites which include the effect
of environment and then mix these states to obkeractual potential surface. The mixing terms tied
diabatic energies are calibrated to experimental &m initio information about the gas phase and
solution surfaces. These are then transferredetgitbtein while keeping all the parameters unchange
and only replacing the interaction with water ire treference reaction with the interaction with the
protein/solvent in the active site. It is importdatnote that after some initial criticism, the EVIAs
become a major simulation tool, with more and muesearch groups taking it or closely related
approaches as a powerful modeling appréach In fact, many workers have adopted more or léss a

éOS—lOS(

the key elements of the EVB approach, though tresetused somewhat different nafié as

has been discussed in R&.
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In view of the proliferation of the use of the EVBnd its reincarnation as seemingly different
approaches, it is instructive to discuss the reattiempts of Truhlar and cowork&fs'%’to capture the
physics of the EVB approach under a new name. Whis initially started with gas-phase stud{i&s’’
under the name “Multi Configurational Molecular Mamics” (MCMM), which is effectively an
identical approach to the EVB, as has already lésrussed in Ref$1%® The more recent attempt to
extend the EVB to studies in solutf8hunder the name “electrostatically embedded MCMdeblaon
the combined density functional and molecular meida method” is more problematic, since to a
superficial reader, it may appear to be a novel effettive innovation. However, the electrostatical
embedded MCMM (which we refer to here as the EE-M{EVB)) is basically identical to regular
EVB, with the exception of one minor modificatidmat is in itself problematic (except for cases weher
it has negligible effect). That is, this method taes same diagonal EVB elements andgamecrucial
embedding by the interaction of the diabatic changéh the solvent potential as in the original EVB
Thus, the solvent is incorporated into the EVB dizg elements, as is done by the standard EVB
treatment. Even the addition of the solute po#dran in the EVB states has long been implemented i
some EVB studies.

In the EE-MCMM(EVB) approach, the gas phase offydizal (H,) term is evaluated in the same way
as is done in the EVB approach. However, the attémpvaluate this term in solution is problematic,
except when the solvent has no appreciable effedthg, as is the case with the EVB treatment (see
below). Also, the solute diabatic charges are etalliby DFT in the gas-phase exactly as in the EVB,
and thus, the impression of coupling to DFT mayrgleading, as it gives the impression that thig is
novel QM/MM approach (the issue of Hs dealt with separately below). The implementatioRef!®®
evaluates the potential from the solvent by angraleequation rather than by a microscopic MM
treatment, but, obviously, the application of thgproach to enzymes will require moving back to the

microscopic electrostatic treatment of the EVB.
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Apparently, the only different element in the EE-MBI(EVB) approach is the attempt to make the
Hi, term solvent dependent. This is a quite probleznatideavor for several reasons. Firstly; I3
almost solvent independent as was initially assumete EVB and established in our recent stufifes
and those of othel¥. In fact, the result reported in Fig. 9 of R&fshows a solvent independent it
solution using the solvated diagonal elements hadkekpansion of ¥by applying the EVB relationship
(H1=[V11-V ) (V2 V)] 3. This approach only gives reasonable resultsusecthe use of a solvateg H
makes H, solvent independent. In fact, the ground statéasar\j used to evaluate ipwould strongly
depend on the solvent in challenging charge sdparaeactions, which are very different from the
trivial Sy2 case studied in R&T>, and this dependence could not be representedshype expansion
(see below). However, once the basic and crucidleelting idea of the EVB is adopted, the off-
diagonal term becomes more or less solvent indeggnednd any treatment that tries to asses itsmmino
solvent dependence will look reasonable.

To make the above discussion even clearer, we wikédo point out that if the expansion treatment
were able to reproduce a correct description ofjtieeind state adiabatic surface in solution, theyeld
be no need for any EVB treatment or any diabaticavid the expansion would have provided the long
awaited solution to the general QM/MM-FEP probleyndas-phase expansion so that no one would
need an EVB type formulation. As to the problemghvavaluating Y (and thus Hp) by the expansion
approach, we can return to our standard exampBabfeactions’*® In this case, the gas phase system
in the large separation range is a bi-radical, w&io charge on the separated atoms. The firstitethe
expansion will be zero since this term is the dassp charge, thus, the expansion will give zergesl
effect on \{ (in contrast to the enormous effect obtained Wi correct solvation treatment). In fact,
the success of the approach of B&fin the case of @ reactions is to be expected, since even full gas
phase charge distribution (in the QM-FE treatmeuisks reasonable restfts However, the same

results would be obtained with the EVB and constnt and this type of EVB also works extremely
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well in the case of @ reaction$**° In summary, the EE-MCMM method is practicallyritieal to the
EVB approach, and it is a full QM/MM approach (orde is taken as solvent independent). In this
case, the consistent embedding is entirely dueg@ffect of the solvent on the diagonal EVB eletsien

This review will only briefly mentiorab initio QM/MM-FEP calculations of chemical reactions and
will focus on one important issue, namely the eatain of electrostatic free energy in proteins. $taat
by clarifying that electrostatic effects reflecoperties whose origin is entirely electrostatig(eedox
potentials, p, conduction of ions in ion chann&t§***and solvation energies of idh$'%, as well as
properties whose origin turn out to be largely thuelectrostatic effects (e.g. enzyme catafysfs'>4*2°
proton transport, electron transpoft protein-protein interactioh®**2 and molecular motot%). For
both classes it is crucial to have the ability touaately evaluate the corresponding electroseatergy
if we are interested in any quantitative structiumrection correlation in protein& 3343 Here, we will
focus only on the first class and even in this e@seavill mainly consider solvation and pkKalculations
by ab initio QM/MM-FEP approaches. As a background, we will edesbelow general studies of pK
in proteins.

Attempts to study the electrostatic propertiepuaiteins commenced far prior to the emergence of
structural information — the first theoretical apgch to the problem was initiated as early as 1824
Linderstrom-Lan§**, who evaluated the Coulombic energy of chargedeprs by assuming all charges
to be uniformly distributed over the surface ofpherical model protein. The availability of protefa
ray structures allowed one to move towards a meabistic description of protein electrostatic emnesg
Nevertheless, this still required overcoming thallemges of providing a proper description of the

complete protein-solvent system, and initial attemp consider the intra-protein figfg'4

only
considered the effect of the protein residual cbsyrghus overlooking the enormous dielectric efédct
the surrounding solvent as well as the protein cedudipoles. Early attempts to use macroscopic

formulations in the evaluation of electrostatic rgmes in proteins with known structures emergedwit
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the influential Tanford-Kirkwood (TK) mod&*® However, this model implicitly assumes that all
ionisable groups are on the protein surface, tiveslaoking the self energy tefffi (for more details see
the discussion in Réf?). The microscopic Protein Dipoles-Langevin Dipo{P®LD) modef13¢:150:151
has identified and overcome the fundamental probleassociated with the self-energy and the
corresponding intrinsic pKand has led to the realization that the local pefwironment (which has not
been considered in the early macroscopic modedg)spa crucial role in determining the energetics of
ionized residues. The PDLD approach provided tret fihysically consistent treatment of electrostati
effects in proteins by simultaneously representimg microscopic dielectric of the protein and the
surrounding water molecules, while overcoming thabfems and fundamental uncertainties associated
with the macroscopic models (by treating the sdivaolecules explicitly), as well as some of the
convergence problems associated with all-atom sblveodels (by treating the average solvent
polarization rather than averaging the actual jEasion energyP> The PDLD model facilitated the
early consistent treatments of sKof ionisable residues in protefd**>>1°2 These studies were then
subsequently augmented by studies using the segmeswopic version of the PDLD model (the
PDLD/S-LRA model}>***>

Macroscopic treatments of the pKn proteins progressed from the Tanford-KirkwoodK)

f47248¢0 discretised continuum treatménts™® but have not originally included the effect oéth

mode
protein permanent dipolE8 (for further details see discussion in K&. These models have
eventually evolved to a physically consistent dgsion of the effect of the surrounding solvent (by
using a numerical Poisson-Boltzmann treatmentyyelsas to the gradual incorporation of the effefct
the protein permanent dipofé$'4°1%17®and, in some cases, elements of the LRA treafffiefihese
models used a protein dielectric constant, whose mwature has been discussed elseWfierd
Although such macroscopic models are generallyctife and widely used, they are nevertheless reot th

subject of the present work.
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Microscopic all-atom calculations of p&Kin proteins emerged in the mid-80s with earlg femergy
perturbation (FEP) calculatioH§ and were followed by subsequent EEPand linear response
approximation (LRA)31°>178180.18k4|cylations. Such studies are still relativelyerabut becoming
gradually more commdf#*® Although all atom FEP calculations involve majoonvergence
problemd® they provide, in principle, the most reliablessizal option.

Obviously, classical FEP calculations are very wisdfut here we will be mainly focusing on a single
issue, namely pKcalculations using combined QM/MM free energy paxation (QM/MM-FEP). In
this case, the main issue is the validation of@hMYMM approach rather than the determination of the
specific pk. Recently, significant progress has been madeisnared®>*#¢ However, while promising,
such QM/MM-FEP has in some cases still shown laggations between experimental and calculated
pK.s'®>18 Furthermore, the above studies have involved -sengiirical QM approaches, while the true
challenge is in the accurate use ofénnitio QM approach (QM(ai)/MM) in QM/MM-FEP calculations
of pKss in proteins, particularly as such studies hawenlgemonstrated to provide “chemical accuracy”
in gas phase studies of the reactions of small cotde®’. To date, QM(ai)/MM calculations have
proven to be particularly problematic for compudatil chemists, due not only to the need for proper
long-range treatments and effective boundary ciditfor the protein and solvent environméfits
but, most importantly, due to the need for perforgrsufficient sampling in order to obtain accurfate
energie$*°°°188 which results in extremely long computationaldsn

Recently, we introduced an advance in QM/MM-FERwations of solvation free enerdgiéswhere
the solvent environment is represented by an aeesatyent potential which is then added to thetsolu
Hamiltonian (making it effectively a mean field appimation). Averaging potentials have already been
implicitly implemented in both the QM/Langevin Dieo(QM/LD) modef®2*#9and various continuum
modeld®*%® The issue of using an average potential haskaso taken up by Aguilat al****%" as

well as by Yanget af'®®. Our new treatment uses a seemingly simple appribatimaps the effect of the
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fluctuating MM environment ovem time steps on a set af x L point charges (where L is the number
of atoms that are situated within a pre-defined @atatively small cutoff radius), while the rest thie
environment is represented by a dipole. A key etenoé our treatment has been the use of a classical
reference potential with fixed charges (see thehigl@blogy section for further details) as a refeeefur

the QM/MM calculations. Combining the average pbt&nand the reference potential has been
demonstrated to lead to computational time savaiggp to 1000x in QM(ai)/MM-FEP calculations of
solvation free energies of simple systems wheredhete structure is kept fixed during the simualaf.
Here, we will apply the same approach to evaluageps of a simple system, namely the Agde
chain of the bovine pancreatic trypsin inhibitas,veell as of that of Lys102 in the M102K T4-lysozym
mutant, as the evaluation of the g8kof all ionisable groups in lysozyme has beconberschmark for
testing the validity of pKcalculations in generaf 811819920 n hoth cases, we obtain results within a
range of 2.5 pKunits. By reproducing pXshifts of protein side chains with reasonable esxybased
on known experimental values as well as the usdgthe appropriate thermodynamic cycle, we
demonstrate that our approach can be considerableefor reproducing electrostatics in enzymatic

systems.

1. Outlining the Accelerated QM (ai)/MM-FEP Approach for the Calculation

of Electrostatic Energies

I1.1. Solvation free energiesin water and proteins

As will be discussed in Section II.2. pKalculations require the evaluation of the sotwatfree

energies of the neutral and ionized species in batier and protein. These can be accurately pestlict
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by the use of our accelerated QM/MM approach, wileeesystem is divided into two regions: of main
interest to us is the part of the system which gkar{e.g. by protonation or deprotonation), ansl piairt
of the system is designated as the solute. Theineleraof the system is designated as the solvdrg. T
selected regions are then described by QM and Mdloaehes respectively. This methodology has been
presented and thoroughly discussed in ®efind its application towards predicting solvativee
energies of small biomolecules in watéwas demonstrated in R&£. In the current study, we have
made some minor changes to the protocol outlingtlese works, and therefore we will briefly present
our methodology.

In summary, our starting point for the evaluatidrir@ relevant solvation free energy is by usehef t
free energy perturbation (FEP) adiabatic chargihg)(approacff*”® which uses a mapping potential

of the form:
Ek = Etot (1_/]k) + E'/]k (1)

Here, E.: denotes the total energy of the system, E’ denibtesnergy of the same system without
electrostatic solute-solvent interactions, apds progressively modified from 0 to 1 in n+1 stepsom

here, we can use the standard FEP equffion

MG, (A~ Auy) =—B"In<exp{~(E,,, ~E,)B} “E,

@
AGsol = ZMGSOI (Ak - Ak+1)
k=1

In Eq. 2, B=1/(k;T), where lg is Boltzmann’s constant and T denotes the absd&rtgerature,
<>, represents the average obtained during the prapagait configurations that use.EThe process

can also be effectively approximated using a limeaponse approximation (LRA) treatnf@ft

20



AG_, (K E

sol tot E'> +<Eg - EI>E‘ +AGcav (3)

Etot tot

whereAGe,, is the solvation free energy of the non-polar reddorm of the solute. This term consists of
two parts that describe the hydrophobic and van/eals free energy of the cavity, respectively.Sehe

have been implemented in the Chem&grogram and are described in detail in E&f.

AEQM (Qeq - I?SM )g

pol

E( :]))g »> E(QI%M g
AC;.sol i AGso/(Ql(?SM
\
E(Qeq)s > E(QI%M s

AAC;so/ (Q/(?SM - Qeq)
Figure 1. Energy scheme for evaluating the solvation freergn Here,QY,, is the charge distribution obtained

by a given implicit solvation modeAG_, (Q,OSM) is evaluated by the classical FEP-AC approach,adindther

terms are evaluated using a hybrid QM/MM approach.

Here, we combine the FEP-AC and LRA approachesgsf E and 3 into a more efficient protocol, as
was introduced in Réf, and presented in its final form in R&f. This protocol follows the cycle shown
in Fig. 1, where the free energy of charging thivated solute to a given charge distribution (which
represents the solute polarized by the solventgbattarges obtained with the given implicit soleat
model (ISM), which may be COSM&?°® the polarized continuum model (PC¥1?** or the
Langevin Dipoles mod&) is obtained by the FEP-AC approach, and thenfithe energy change
associated with allowing these charges to “equtd#gt with the solvent potential is added as a

correction. @, denotes the vector of equilibrated QM/MM resida&@mic charges of the solute, angl Q

21



and Qoswvo denote gas-phase charges and charges obtainegl tbeirgiven ISM respectively. In all
cases, the subscripts g and s denote gas-phassohlutibn states respectively, and the superscript O
designates a constant value to the charges. Tiam, the cycle in Fig. 1, the QM/MM solvation free

energy can be written as:

AGsol = AE(’;I(\)/II (Qg - QIOSM ) + AGsoI (QIOSM ) + AAGsol (QIOSM - Qeq) (4)

AES (@0 - Q) is the solute polarization energy predicted by @@SMO solvation model. Of

course, this charge set can be replaced by any fitled set obtained from alternative implicit sation

models such as the polarised continuum model (BEMY or the Langevin Dipoles modéf.
AG,(QR,) in Eq. 4 represents the solvation free energhefsplute, the atomic charges of which are

obtained from the COSMO solvation model (not tocbafused with the COSMO solvation energies).

This value can be obtained by the classical FEPapgroach using the following substitution:

A(330I (QI%M ) = A(330I (Q =0 - QI%M ) + A(Bcav (5)

The last term of Eq. 4 (i.e. the free energy cleangsociated with allowing partial charges
obtained by a given ISM such as COSMO to “equitdéiacan be obtained using the LRA approach.

That is:
AAGsol (QIOSM - Qeq) D%[< Etot (Q) - Etot (QIOSM) >E(Q) +< Etot (Q) - Etot (QIOSM) >E(QIOSM)] (6)

Here, E,,(Q)is the QM/MM surface with fluctuating charge. Footlb terms in Eqg. 6, both

E.. (Q) and E_ (QY,)are evaluated using the exact same solvent codedirgs both are propagated
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using the same potential. The only difference betwthe two systems is found in the set of residual
charges of the solute. Thus, each of the averagg (erms becomes the difference in the polarisatio
and interaction energies of both systems. Calaigatiach averaged term of Eq. 6 requires performing
QM calculations as the configurations are propab&teobtain solute polarisation energies that idelu

E..(Q). Therefore, unsurprisingly, calculating Eq. 6 istg expensive. At any rate, using Egs. 4 to 6 we

get:

AGsol = AEQPI(\)/: (Qg - QI%M ) + AGsol (Q =0 - QIOSM ) + AGcav + AAGsol (QIOSM - Qeq) (7)

Though the main time consuming step when solving7Hg still the evaluation of the LRAE, )

term.

For the purpose of calculating the term, the system is represented using a QM/MM Gy,

E(Q)
where the residue to be ionised (so far referredstdhe solute) is represented using QM. The total
energy for such a system,,E which depends on the solute and solvent coorendR and r

respectively) can be approximated with:

Etot O E(%M (R)+ ESIM /MM (R, r,(ﬁ) + EVdW + EMM + AES&' (Qg - 6) (8)

In this equation,E§,, (R) is the solute energy in the gas phase (which fgiéd byab initio QM),

Q is some estimate of the solute partial atomic atsig solution and therefore it represents thetsolu
polarization. The solute-solvent electrostatic fiatéionEg,, .. is obtained by its classical

approximation (given in kcal/mol):
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Here, i and j are indexes for the solute and salatoms respectively, and Q and g represent thaesol

and solvent residual charges, respectivelymHs the solute-solvent van der Waals interactioargy

and the kv is the energy of solvent described with a classioece-field. FinaIIy,AE(’;&' is the

polarisation energy of the solute, which can beesgnted as:
DESS =<W° [H® |W° >-<W|HY|Ww* > (10)

where W*and W9are the solute wavefunction in the gas-phase asdlirtion respectively, and®is
the solute Hamiltonian.

The polarisation energy can be estimated eithdtyPCM or COSMO calculations, or by a few
QM/MM calculations at some solvent configuratiohere we used the COSMO model). It can also be
evaluated by the classical approximations discussdtef!*. However, such approximations prove to
be problematic, as the solute wavefunction flugsaturing the solvent fluctuations. Here, we indtea
use the averaged potential from the solvent touswalthe polarisation by adding the solvent avetage

potential to the solute Hamiltonian. Our approaghi¢h was outlined in Réf) constrains the atoms of
the QM region, evaluates the QM charges of all atamthis region Q'Y , where (1) represents the first
step of an MM/MD run) and then proceeds to nmMM/MD steps. All this time, we allow the solvent
atoms to move in the potentiaEg,, , (Q™) +E 4y +Emm). In this way, we obtaim snapshots of the
solvent coordinates froom MM/MD steps. At this point, we scale the chargesath solvent atom by

1/m, and then sench x N solvent atoms with the scaled solvent chargeb@édQM program. The main

problem with this approach, however, is that it ds computationally extremely intensive, as it
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generatesn x N external charges that have to be included intdHémiltonian within the QM program,
which is not computationally feasible when dealwgh very large systems. Thus, we use the

approximation introduced by R&and shown in Fig. 2.

@ S b)
Figure 2. Model for evaluating the average solute (S) clmrfge (a) a molecule in solution and (b) a protein
sidechain. All atoms in Region | are representgalieitly, while Region Il atoms are representedtvp charges.
In case (a), Region | only comprises explicit watelecules while in case (b) it also comprisekttroneutral

groups within a pre-defined cut-off of the relevamtein sidechain. “P” designates the protein.

In the treatment shown in Fig. 2, the solvent hesnbdivided into two regions. In the first region
(Region 1), theNex solvent charges are convertedmiox Ney: external charges (which are all scaled by
1/m), whereas Region Il represents the average sofiedtcoming fromN — Nex: Solvent molecules by

two point charges (g and g-) using the followinigtienship:

2
Eo = f'or (11)

- 3
o]

Where k& is the electric field at point O (the geometricahtre of the QM system) angkris a vector

pointing along [ to charge qg. This approach has been extensivéated in Ref?.
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I1.2. pK4 Calculations

Evaluating the energetics of a single charged gimwpprotein is possibly the most unique testhef t
efficacy of models of electrostatic calculationgpioteins - in fact, it has been argued that thktyako
accurately predict enzyme rate constants is limiigdhe accuracy of the corresponding electrostatic

calculations and thus by the accuracy of, p&lculation$>*.

(a) (@) nPA)=T

Figure 3. A graphical description of the thermodynamic cyfde estimating the energetics of acid dissociation

in a protei® The ionisation process has been representedvestatthe energetics and solvation of thieaAd

AH species for the corresponding dissociation itewaHere AG, andAG,, represent the free energy of ionising
an acid in a protein and water respectivel@’ ' and AG_, " represent the difference in solvation energy of the

olv solv

indicated species in protein (p) and water (w) eefipely, R is the ideal gas constant, and AH ancegresent

the ionised an neutral forms of the acid respelstive
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Fig. 3 illustrates a thermodynamic cycle by whibk free energy of ionizing an acid in a protein can
be converted to the relevant pialues®***>> Here, the ionisation process in the protein hesnb
represented in terms of the energy of the corredipgrreaction in water, as well as the solvatiothef
ionised (A) and neutral (AH) species in the protein relatvén water. In the first step, 1 mol of neutral
acid (AH) bound to the protein is transferred teaution at a pH that corresponds to a hydrogen

concentration of & The energetics of this process can be given déylitierence between the solvation

energies of AH in water and in protein, (thatA&G! " (AH)). Subsequently, 1 mol of AH is ionised to

give A in solution (while the pH remains constant). Thergetics of this step is in turn obtained from
the difference between the pHf the acidic group in watepK;' ), which is equivalent to

AG,, =2.3RT(pK,"” —pH). Here,AG, represents the free energy of ionising the acidater, and R is
the ideal gas constant. Finally, in the last stkee,solvated ionised species)# moved from water to
the protein, where, once again, the energeticshigf process is equivalent to the difference in the

solvation energies of the ionised species in waterin the protein4G. “?(A™)). Thus, the free energy

solv

of ionising an acid in a protein at any given @) value>* can be obtained by:

AG,(AH, — A +H.) = AGY P(A7) - AGY, P(AH) +AG, (AH, — A, +H") (12)

sol sol

wW- p

where p and w designate protein and water respectively, <« designates the free-energy

difference of moving the indicated group to its tpio site from water. Eq. 12 can then be further

simplified>**"” for theith ionisable residue, to give:

pPKY; = pKy, _ZS?AAG;VOFP(AHi - A) (13)
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Here,  represents the charge of the ionised form of tlevaat residue (which is -1 for acids and +1

for bases) andAG, "(AH, - A’) consists of the first two terms of Eq. 12. The fidrivation of Eq. 13
has been discussed in detail elsew/eré&’’

In general, it is useful to evaluate the free eperfyan ionised group by first considering the self
energy of ionising this group when all other iobigagroups are uncharged, and then considering the
effect of charging all other groups to their givenisation state. Thus, we can express thg gfkeach

group of the protein by:
— — harg es
PKz = PR = PR +APKI™® (14)

In this equation, pk:;is the pk, that theith group in the protein would have if all other gps were

charges

neutral (i.e. the “intrinsic” pKa)ApK, ;" represents the effects of charging all other idsiessgroups to

their ionised state, an(ﬂ)Kapp,i represents the apparent (actual), pKtheith ionisable group. Based on
this, Equation 13 can now be re-written to give:

— w q W charg es
pKappp,i - pKai_Z_—gR-I-MGself,?'*'ApKai ’ (15)

Where AAG,, is the self-energy associated with chargingithegroup in its specific environment.

This equation has been discussed in great desswdler®*>>!"7 |n this work, we followed our
general strategy of evaluating the electrostatergas in two cycles, where we first evaluate tek s
energy when all ionisable residues (with the exoepin some cases of very close neighbors) are kept
neutral, and then continue the thermodynamic chglevaluating the effect of the ionisable residues

macroscopicallf’® using a distance dependent dielectric consta® ¢sg. Ref® for further details).

28



Here, we return to the same approach and evalypke™“*classically. We must point out in this

respect that we do not find any compelling reasoevaluate this contribution quantum mechanically,
since it mainly depends on the compensating digtedhat represents the protein and water
reorganisation energies, which should be evaluel&skically or represented by an effective dielectr
constant.

Here, we demonstrate the use of the methodologsepted in Sections I1l.1. and 11.2. for evaluating
the free energy of solvation of the sidechains sp\in the bovine pancreatic trypsin inhibitor (BPT
and Lys102 in the T4 lysozyme (with an M102K muinji relative to acetate and methylamine in
solution respectively for both neutral and chargpdcies. Both acetate and methylamine were solvated
by a sphere of explicit water molecules with a uadif 16A (Fig. 2, Region ), as well as two char(e
dipole) representing the rest of the system. Inctiee of the protein, however, Region | was defaed
not only all water molecules but also all electnana groups within a radius of 10A of the relevant
sidechain (this amounted to 16 electroneutral ggdapBPTI and 34 for lysozyme, designated as fP” i
Fig. 2b). The smaller Region | radius in the pnote& comparison to in water was necessary duego th
much larger overall system size (this should notd&used with the size of the system in the ctassi
AC simulation). Table 1 shows the number of expheater molecules solvating different systems, as
well as radii for Regions | and 1l for all systestsidied. All solvent molecules have been represeye
the ENZYMIX force field®®. In our simulation model, the sphere of expliciater molecules is
surrounded by a surface region, the average patammsand radial distribution of which are deteradn
by the surface-constrained all-atom solvent (SCAHBYet***"82!3 This surface region is embedded in
a bulk continuum region wite=80 (the appropriate value ®fdepends on the electrostatic treatment and

should be determined by using benchmarks that icaaddition, weed out unreliable treatments of
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electrostatics ). Finally, the long-range interactions are treatgdthe local reaction field (LRF)

approach’®.

Radius of Regions | Number of Explicit Water Molecules
System and Il in A Solvating Different Systems

Region | Region Il Neutral Charged
Acetate 16 16 560 562
Methylamine 16 16 561 561
BPTI 10 20 729 728
Lysozyme 10 20 317 317

Table 1. Summary of the solvation model used.

All MD simulations presented here were performeihgishe MOLARIS simulation packaljg The

classical adiabatic charging FEP calculations werdormed in 26 steps of 10 (model compound in

water) or 50ps (protein sidechain) each, in both firward AG,,(Q =0 - Q2ysyo)) and backward
(AG,, (Qdemo — Q =0)) directions. The average of the forward and baclveharging processes was

then used as the appropriate value&@, , (Q =0 - Q2usyo) in the cycle shown in Fig. 1.

The remaining terms from Eg. 2 were obtained usomgbined QM/MM calculations.

In each case, we first relaxed the system in ei#h2b (solution) or 50ps (protein) long simulation,
using 1 fs time steps and then ran either 250psi¢@hmmmpounds in solution), 500ps (Asp3 sidechéin o
the bovine pancreatic trypsin inhibitor) or 1ns 192 sidechain of the M102K T4-lysozyme mutant)
simulations to evaluate the remaining terms of EdWhen performing our QM calculations, we used

the mean solvent potential, averaged over 200MPss{ee. m = 200). All QM calculations were
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performed using the GO3 software packa§ehe 6-31+G* 5D basis set and the MPW1PW91 hybrid
functionaf*>. The Merz-Kollman scheri® with default atomic radii was used to determinargls on
atoms to be used later in the MD simulations. Fynahe combined QM/MM calculations were
performed using a specially adapted version of ML\ (as outlined in R&f), with the Gaussian03-
MOLARIS communication being facilitated by Perl ipts based on the Gaussian Output Tools

packagé'’.

[11.  Specific Examples

[11.1. Calculating the Sidechain pK, of Asp3in the Bovine Pancreatic Trypsin Inhibitor (BPTI)

Our initial test case for the validity of our QM/MMEP model was to evaluate the joif the Asp3
residue in the bovine pancreatic trypsin inhib@@PTI). This is a small protein, comprised of obg
residues, and the residue of interest lies failbge to the surface of the protein. The atomic tpos
were taken from the X-ray study of BPTI reportedlBir5 by Diesenhofer and Steigenmann at 1.5A

resolutiori*®, and the pK value of this residue has been determined by aucieagnetic resonance
studie$'® to be ~4.Qcompared to K" of 3.9). The position of this residue on the swfat BPTI is

shown in Fig. 4. In this figure, the protein is ahmoin violet, Asp3 is coloured by atom type, ant al
electroneutral groups within 5A of this residue {oth were explicitly defined in the QM/MM
calculation) are shown in magenta.

Before evaluating the energy change involved inziog an acid in a protein, it is important to
consider the cost of the ionisation of the corresiiog acid in water. The solvation free energytfos
process has been discussed in detail elsewfiéré where it was demonstrated the solvation freeggner

of the ionized acid in water is roughly -80 kcallrttbe experimental value for the acetate ion Assype
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is -80.7 kcal/mdf®. The solvation free energy of the unionised acigvater is roughly -10 kcal/mol.

Since the observed pKalues are quite similar in water and proteipgKf and pK}'), we expect

AAGsq to be approximately -70 kcal/mol both in water amthe protein.

Figure 4. The position of the Asp3 sidechain on the surfaicéhe bovine pancreatic trypsin inhibitor (BPTI).
The protein is shown in violet, and Asig3coloured by atom type. Also highlighted arevediter molecules and

electroneutral groups (shown in magenta) withindsAsp3.

The most challenging part in calculations of treefenergy of solvation is the correct evaluation

and ( ) it

of the terms contributing to Eq. 6. In order to wately obtain the values df ) Y

EQ)
was necessary to perform the sampling over proaiuctins of 250 and 500ps in solution and protein
respectively. Fig. 5 shows the sum of the LRA teoh&q. 6 over the course of the production run for

all systems studied. From this figure it can bengbat even in the protein, Eq. 6 converges witha
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first ~75 ps of the simulation, and, in all casesnvergence is to within 1 kcal/mol. The energy
breakdown for the overall free energies of solvabbthe acetate ion in water and the Asp3 sidecbfi
BPTI is shown in Table 2. Here, our values for bibid acetate ion in water as well as for Asp3 iTBP
are in good agreement with what would be expeatath £xperimental values. Thus, we can substitute

the solvation free energies shown in Table 2 fog televant values in Eq. 13 to obtain an
intrinsicpK_ of 5.6 (based on a value of 3.9 ¥t ). We have also calculatetpK""***separately, for
which we obtain a value of -0.8. Substituting theslkles back in Eqg. 14 gives us an apparentqid.8
for this residue, which is within ~1 pKinit of the experimentally expected value fu? (i.e. an error

of 1 kcal/mol).

System AG_(Q=0 Q%4,0) AG, QMMM Correctiof AG_, AAG,,
Acetate (Neutral) -12.4 1.3 3.9 -7.2
Acetate (Charged -79.8 15 4.6 -73.7

-66.5
Asp3 (Neutral) -13.0 -- 2.9 -10.1
Asp3 (Charged) -79.0 -- 4.7 -74.3 -64.2

Table 2. The contributions to the overall free energiesafation of acetate in water and the Asp3 sidechbéi

BPTI.

4“QM/MM Correction” denotes the contribution frorinet LRA terms of Eq. 6. All energies given in kcadim
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Figure 5. The contribution to the total free energy of stitwa from the LRA terms of Eq. 6. (a) shows theefre
contribution for acetate in water, and (b) showatdébution for the Asp3 sidechain of the bovine graatic

trypsin inhibitor (BPTI). In both cases, the nelfoam is shown in blue and the ionised form in @aig.

[11.2. Calculating the Sidechain pK, of Lys102in T4-Lysozyme M utant

Having obtained promising results for a surfaceidwe on BPTI, we have extended our
validation study to evaluate the pif Lys102 in the M102K T4-lysozyme mut&fit The M102K
crystal structures (obtained at pH 6.8 with1.9Aohetion) used is very similar to the wild type T4
lysozyme, with the only significant difference bgitihe increased mobility of Lys102 and the Glu108 —
Gly113 a-helix relative to the WT enzyme. The pHf Lys102 in this mutant form of T4-Lysozyme
was measured by NMR and differential titratithiso have a large downward shift of four piits (i.e.

a pK!of 6.5 relative to apK} of 10.5 for lysine), corresponding to a significatestabilisation of

between 2 to 9 kcal/mol over a pH range of 10 tespectively?>.
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Figure 6. The position of the Lys102 sidechain in the M1028ozyme mutant. The protein is shown in violet,
and Lys®is coloured by atom type. Also highlighted arevedter molecules and electroneutral groups (shown i

magenta) within 5A of Lys102.

Fig. 6 shows the position of Lys102 in a hydroghopocket of the mutant T4-lysozyRté
Evaluating the pKof a buried residue presents a particular chaieag unlike with surface residues,
the protein can be expected to undergo a significmmformational response to a change in the
protonation state. Such a major conformational gaoisation was indeed observed in a previous
QM/MM-FEP study of the M102K mutant, which, whildtaining a pk shift in the right direction,
overestimated this shift by up to 11.6 p#nits® (i.e. ~16 kcal/mol). This problem occurred despite
running simulations of >10ns for eathframe, and is most likely due to the fact thatdperoach used
inherently constrains the system such that it carproperly respond to the protonation-induced

conformational change.
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System AG_(Q=0 Q%4,) AG, QMMM Correctiof AG_, AAG,,
Methylamine (Neutral) -7.6 1.3 2.6 -3.7
Methylamine (Charged -82.8 15 3.6 -77.7

-74.0
Lys102 (Neutral) -2.2 -- 2.9 0.7
Lys102 (Charged) -68.5 -- 2.6 -65.9-65.2

Table 3. The contributions to the overall free energiesolivation of methylamine in water and the Lys102

sidechain of the M102K T4-lysozyme mutant.

& “QM/MM Correction” denotes the contribution frorhe LRA terms of Eqg. 6. All energies are given in
kcal/mol.

Neutral (Water) Neltral (prbtein) ‘
Charged (water) Charged (protein)
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Figure 7. The contribution to the total free energy of s@ilwa from the LRA terms of Eq. 6. (a) shows
the free contribution for methylamine in water, gbgl shows contribution for the Lys102 sidechain of
the M102K mutated T4-lysozyme. In both cases, #gagnmal form is shown in blue and the ionised form

in magenta.
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Fig. 7 shows the sum of the LRA terms of Eq. 6 dhercourse of the production run for all systems
studied (methylamine in water and the Lys102 sidatghooth neutral and charged). From this figure, i
can be seen that this sum again converges quiiyap within 1 kcal/mol. The energy breakdown for
the overall free energies of solvation of methylaenin water and the Lys102 sidechain of lysozynee ar

shown in Table 3. Once again, we have substititedsolvation free energies shown in Table 3 for the

relevant values in Eq. 6 to obtain an intrinsica 3.9 (based on a value of 10.4 it ), which,
combined with our very small calculated valueAgfK:™**(0.10 in this case) gives us an apparent pK

of 4.0. This is within 2.4K? units of the experimental value, with the shiftthe right direction

(experimentally, a downward shift of 4 pKinits is obtained* and here we obtain a downward shift of
6.4 pK, units, i.e. an error of ~3kcal/mol). This is clgaa great improvement on the previously
calculated value for this residig and is unaffected by the fact that we are evigahe sidechain pK

for a residue that is buried deep in a hydrophabidace rather than a surface residue for which the
calculation is expected to be far more straightbodv(as there is a much smaller likelihood of
significant conformational responses to the changgrotonation state). Our obtained error may be a
reflection of several factors. Firstly, the clagsienergetics in solution could be overestimatesl tduthe
fact that the solute-solvent van der Waals parameteere not refined for the COSMO charges.
Secondly, the energetics in the protein could beetastimated since we have not used a polarisable
force field (see the references cited earlier Far induced dipole contributions). In fact, much enor
reliable results for pKcalculations have been obtained from our earlassical calculatiort$®, but this

is not the point of the present work, where insteadfocus on exploring the performance of proper

QM/MM-FEP calculations. Also, note that in the teth cases of enzyme catalysis, we will be dealing
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with energy differences of ~7 kcal/mol. Thus, aroeof 3 kcal/mol falls within an acceptable range

order to determine the main contributions to thelgtc energy of enzymes.
[11.3. Additional Examples

While our main focus here is the use of QM/MM-FiP pKa calculations in proteins, it is

important to briefly consider some other relevatraples.

[11.3a. Solvation Calculations

The appreciation of the importance of properly siamypQM(ai)/MM surfaces has led to several
advances in this directibh'>19°6%2222 A major focus of several of these studie&®?*’has been
based on different variations on the itfe4 of using a classical potential as a referenceJ/MM
calculations. Most notably, a recent work introdliGn approach for accelerated QM(ai)/MM-FEP
calculation&” by means of an averaging potential in which therage effect of the fluctuating solvent
charges is accounted for by using equivalent chdigjebutions, which are updated evemsteps. This
approach was then rigorously examined by evaludhagsolvation of a water molecule and formate ion
in water, as well as the dipole moment of waterinvater solution. Here, several models for the
representation of the solvent were tested in texhagcuracy and efficiency, and particular attemtias
paid to the convergence of the calculated solvafi@e energies and the corresponding solute
polarization (an example of this is demonstrate8ign &2). The most effective model was found to be
one in which the system is divided into an inngjioa with N explicit solvent atoms, and an external
region with two effective charges (as illustratadrig. 2a). However, different models were consder
in terms of both the division of the solvent systand the update frequency, and, remarkably, it was
found that different averaging potentials evenfualbnverge to the same value, though some provide

more optimal ways to obtain the final QM(ai)/MM a@nged results than others (a complete discussion
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and proof of this point can be found in R&f. This approach was demonstrated to allow for a

computational time saving of up to 1000x over clatons that evaluate the QM(ai)/MM energy at

every time step, while obtaining properly conveggiesults, thus making an excellent example of a

convergence study.
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Figure 8. Average (a) solute-solvent interaction energy &bd solute polarization energy, along a 10 ps

simulation of HCOOsolvated by water (using the same solvation madehat presented in Fig. 2b)The fact

that the final sum of <> and <Eq> is independent af cannot be realised from this figure, but rathenfr

Fig. 9 of Ref®”.

A practical application of this approach was denti@ted in a study of the stability of different

anionic tautomers of uraéf. It is believed that the anionic states of nucleic dases play a role in the

radiation damage processes of DRA making them the subject of intensive experimergad

theoretical studiéé*?*® Recent studies have suggested that excess elettaxhment to the nucleic

acid bases can stabilize some rare tautomers sughime-enamine tautomers and other tautomers in



which a proton is being transferred from nitrogercarbon sit€s*#*% However, early computational
studied®*?* on these compounds did not focus on accuratelyigineg the stability of the important
anionic tautomers of nucleic acid bases in solufiwat is, the relative stability of the most s&bl
tautomers was only estimated at the DFT level, vhih solvent effects being simulated by means of
continuum models). Recently, the use of acceler@®t{ai)/MM-FEP simulations using an averaging
potential as outlined above demonstrated that tbféke recently identified anionic tautomers afe-6
3.6 kcal mol' more stable than the anion of the canonical taatomhile obtaining convergent
result$®?. Thus, this approach is easily applicable to thelys of biologically relevant reactions in

solution.

[11.3b. Redox Calculations

Calculations of redox and electron transport prioge by classical force fields and by simplified
solvent models have been quite effective at progddetailed insights into redox potentials and
reorganization energit§16:169.1722372421ha tregtment of the charge of the redox cefiteand even
the coupling between redox cenféf$*° has been effectively achieved by semi-empiricgraaches.
However, the current challenge to computationahubts is the correct evaluation of redox potentials
and reorganization energies by means of QM(ai)/MMraaches, and some advances along this line
will be mentioned below.

A recent computational stutfyhas reported detailed calculations of the redncgiotentials of
the blue copper proteins plastocyanin and rustioydg means of a QM/MM all-atom FDFT method
(which was introduced in Section 1), in which thesaction centre and its closest residues and water
molecules are treated by ah initio approach, whereas the protein residues further aneayepresented
with a classical forcefield. This study managesrdproduce the difference between the reduction

potentials of the two blue copper proteins in asoeable way (obtaining, however, more quantitative
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results by the classical approach), and demonstthtd the protein permanent dipoles talogvn the
reduction potential for plastocyanin in comparisorthe active site in regular water solvent, whernea
the case of rusticyanin, the reduction potentiahsdead tunedip. Also, the electrostatic environment,
which is the major effect determining the reductotential, is a property of the entire protein and
solvent system, and thus cannot be ascribed tgarticular single interactiéh It should be noted that
this work was done before the implementation ofghesent average potential approach, and thus has
not used the powerful cycle of Fig. 1. However, Bi&-T approach appears to provide a consistent and
effective way for reproducing the configurationasembles needed for consistabtinitio free energy
calculations.

Finally, the evaluation of reorganization enerdigsQM(ai)/MM approaches was also recently
reported by several workéf§?*’ These studies were based on the formulation doted by
Warshef*® which has been effectively used in classical is&t**® More progress along this line is

clearly expected.

[11.3c. The Surface for Phosphate Ester Hydrolysis

Phosphate ester and anhydride hydrolysis is utoigsiiin biology, and is involved in, amongst
other things, signal transduction, energy produgttbe regulation of protein function, as well aany
metabolic and signaling pathwa$%*>* Thus, over the past few decades, significantrefias been
invested into attempting to understand phosphatirohysis>?°%?°> However, despite the intensive
effort in the field, the precise nature of both #mution and enzyme-catalyzed reactions remaihlyig
controversial, and attempts to imply that such @rsy does not exist are highly unjustifiéd

Additionally, recent theoretical studies have destated that key physical organic chemistry

41



approaches to elucidate reaction mechanisms aetiral fact ambiguous and cannot be used to reach

any unique mechanistic conclusioh&®?264:262
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Figure 9. Free energy surface for the hydrolysis of the ylgthosphate dianion (MeORY). Here, RS denotes
the reactant state, PS the product state, and T81T&2 associative and dissociative transitionestat

respectivel§*.

The transition states for phosphate hydrolysistreas have traditionally been classified as either
associative or dissociatit'?®® according to the distance between the reactinusphate and the
leaving group. The controversy with regards torthtire of the transition state for phosphate hydrs|

arises from the fact that the reaction can in pplecproceed through multiple pathways (for detiile
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discussion of the potential mechanisms see Befad?°>%%3, and the energies of the transition states
for these pathways are relatively high making ityvdifficult to characterize such transition states
experimentallyvia key intermediates. Thus, the only decisive waylétermine the preferred reaction
mechanism is by means of theoretical studies ofuteeaction surface, an approach that allowstler
fact that there are multiple mechanistic possibgifor phosphate hydrolysis, and allows for tlgiect
comparison. Several such studies have already fedormed, addressing some of the key mechanistic
controversies in the fielf?°#%°*2%>and an example of such a surface is shown in9Fig.

To date, these works have been predominantly sufi¢he surface for the solution reaction, which
were generated by use of implicit solvation modétawever, when studying enzyme-catalyzed
reactions in particular, it is necessary to usdiexgolvent molecules rather than an implicit\sion
model in order to be able to accurately model titeraction of the substrate with the surrounding
system, and, ultimately, the key controversiesis tield are likely to only be resolved by QM/MNhe
related calculations. In fact, it has become gpieular to study enzymatic reaction mechanisms by
means of QM/MM energy minimization, such as soneeme studies on DNA Polymerage(Pol B)
catalysis and fidelif}?®**"* However, such un-calibrated and un-validatedistudre problematic on
several counts, even when they manage to seremapjit reproduce the observed reaction barrier.
Firstly, as was also discussed in the introductmmfigurational sampling is very important as one
usually gets different barriers with different ememinimized starting points. However, if QM/MM
(even QM(ai)/MM) is performed with proper samplintipe obtained barrier is independent of the
starting structure, thus circumventing this probliéf) as was demonstrated in Refs. 45 and 215.
Additionally, QM/MM studies in proteins need to Balidated by first taking into account the referenc
reaction in water, as was done in a recent casttfidly of a part of the P@ mechanism by Xiangt al’®.

Finally, even in the case of enzymatic reactiohss important to take into account the full reanti
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surface (after of course carefully examining thienence reaction in solution) in order to be alde t

make conclusive decisions with regards to the predepathway.
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Figure 10. A comparison of reaction profiles obtained by @@SMO solvation model (red) and the QM/MM-

FEP approach presented in this work (blue) for bydie attack on the 4-nitro substituted methyl pie

phosphate diester shown to the right, as a fundfatistance between the phosphorus atom beingkaitaand

the oxygen atom of the incoming nucleophile (R-@istance). Distances are given in A, and eneigaative to

the diester and hydroxide at infinite separatioe)given in kcal/mol.

One such step in this direction was taken by antecemputational study that generated the free
energy surface for the GTPase reaction of the R&Gystem by means aib initio QM/MM free
energy calculatiort demonstrating that whilst the overall surfaceyiste flat, the lowest transition
state is associative. Ultimately, however, the eacy of QM/MM approaches is not measured by the
basis set, level of theory, simulation length, wafie used, and other such arbitrary factors, lberan

the ability of the approach to accurately reprodrgtevant biochemical observables, such agpKo
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date there is not a single work that has succdgstproduced such information by means of QM/MM
energy minimization, an issue that should not peoblem with a free energy approach that uses ciorre
sampling, as was demonstrated here. At presentefudetailed QM(ai)/MM-FEP studies of the
mechanism of phosphate hydrolysis both in soluéind in related enzymatic systems by means of our
accelerated QM(ai)/MM approach are currently un@grm our research group. A preliminary example
of such studies is shown in Fig. 10, which showsomparison of 1D-reaction profiles obtained by
COSMO and QM/MM-FEP for hydroxide attack on a 4anisubstituted methyl phenyl phosphate

diester.

V. General Comments

Evaluating electrostatic energies in proteins pressa major bottleneck in the process of quantiati
structure-function correlation: that is, even thouge are obtaining increasingly improved high-
resolution structures of complex enzymatic systéméhus allowing us greater insights into the
structure-functional relationshidé?”9, accurately calculating of the g of ionisable groups in
proteins still remains a major computational chradlke However, this issue is of key importance, not
only due to the central role of ionisable groups nraintaining the structure and function of
biomolecules, but also due to the fact that thelaity of reliable experimental information make
pK, calculations an important measure of the accursceglectrostatic calculations in general and
QM/MM calculations in particular. Although the cracneed for sampling QM/MM calculations has
been highlighted by empirical valence bond stfdi€sas early as 1980, the issue of the accurate
treatment of electrostatics for QM/MM methods i€ dhat is only recently being addressed by the wide

scientific communit§?©218%186.189.27527frha importance of proper sampling is particulathallenging
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when one useab initio QM representations in QM/MM calculations, and tssue is the main point of
the present work.

Solution pks have been evaluated using experimental gas @mesgies with calculated solvation
energie§’® as well as by using quantum mechanical calcuiatiof gas phase energies with a
macroscopic estimate of the solvation en&ftf?° and also by a combination of gas-phaseinitio
charges and FEP calculatiéfsHowever, this is almost trivial in comparison te tthallenges involved
in evaluating pKs in proteins. For instance, in solution, one chtain an almost perfect agreement
between calculated and experimental, pKlues merely by calibrating the empirical van d&al$’® or
Born radii, whereas in a protein, the pK different in a different region so a pre-definadius cannot
consistently reproduce the correct value for thEeprotein. Correctly evaluating free energy aem
in proteins (and also in solution) by classical MM by QM/MM approaches often requires very
extensive averaging over the configurational spafcéhe protein. Thus, merely performing simple
minimization as is done in gas-phase QM calculatisnnot sufficient in order to effectively evaleat
the activation energies of chemical reactions iotgins®. However, evaluating the free energies of
QM(ai)/MM surfaces is extremely challenging duethe need for the extensive evaluation of the
QM(ai) energies. Therefore, even though severalvative strategies have already been suggested for
accelerating the QM(ai)/MM samplifit>°6°46>198 there is a clear need for more “mainstream”
approaches than can help obtain converging QM(a)/e energies (particularly for examining free
energy changes in proteins) within reasonable coatipmal cost.

The approach we present here is an extension opm@wious work in solutio¥?’ and has been
extensively validated for small model systém®ur protocol for obtaining free energies is effesly a
two-step approach: first, we perform classical Midudations in order to obtain the classical solvati
free energy by means of the free energy pertunbatabatic charging (FEP-AC) procedure. Heres it i

assumed that the solvated molecules have the cldistygbutions obtained by standaeb initio
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continuum approaches (or, in the case of the protey a few steps of QM/MM). We subsequently
refine the free energy of solvation by taking irgocount the real, average protein/solvent charge
distribution over the course of a QM/MM simulatiamhich reflects the polarisation that is caused by
the explicit water molecules used in our solvatmodel. This was obtained by use of our accelerated
QM/MM simulation (where the QM energy of the soligeevaluated in the mean solvent potential, with
an averaging every 200 MD steps). We have usednrbifiod to evaluate the sidechainpkf Asp3
and Lys102 in the bovine pancreatic trypsin inlobi(BPTI) and the M102K T4-lysozyme mutants
respectively. In both cases, we obtain values lieatvithin ~2.5 pk, units (i.e. 3 kcal/mol) of the
experimental value.

Our result for Lys102 in the T4 lysozyme is of partar interest. Here, we are examining a charged
residue that is positioned well into a hydrophopicket in the protefd™. A previous QM/MM-FEP
study® obtained a very large error in the pkhift (up to 11.6 pK units, i.e. approximately 16
kcal/mol), despite running simulations of >10ns frame. It was argued that the difficulty in obiam
an accurate result for this residue was due tddbethat whilst Lys102 is deprotonated in the X-ra
structure, the protein is highly destabilized whims residue is protonated resulting in a major
conformational re-organization. Even though sudhgaificant conformational response to a change in
the protonation state may be expected for mosteturesidues, the approach used in this study only
allows for limited conformational flexibility. Theelationship between pland protein conformation has
been discussed in detail elsewfi&€%° That is, it has been argued that the large diffees between
pKss calculated using different crystal structuresidate the importance of conformational effétts
However, this overlooks the fact that the ;p{mply reflects the average effect (free enerdypnlb
relevant conformations. Therefore, the importastiésis to obtain a reliable averaging over differen
conformations. While such an averaging will notessarily improve the obtained values, it will pai

results that are more robust. Thus, it is importanhave correct averaging over both the ionisedl an
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neutral states. If this exists, a situation sucthasconformational re-organization of lysozyme mpioe
protonation of the lysine should not significardiyect the calculated pivalue. We have demonstrated
that this is the case with the protocol here: réigas of whether we are examining a surface resdue
one buried deep in the hydrophobic pocket, we db aiain an error greater than ~3 kcal/mol.
Additionally, even though the error obtained her@yrseem large, it is important to bear in mind that
when examining enzyme catalysis, we are dealing eitergy differences of up to 7 kcal/mol. As such
even an error margin of 3 kcal/mol is sufficienbirer to be able to determine the main contrilmstim
the 7 kcal/mol catalytic energy, thus providing sefull tool for structure-function correlation stesli
Therefore, we believe that our accelerated QM/MM lHghly efficient and powerful tool to predicieth
electrostatics of not only solution but also enziimeeactions, as well as the solvation free emsrgif
even larger systems, such as nucleic acid basesporated into DNA’ and studies to demonstrate
this are already underway in our group.

It should be noted at this point that there haemtg been an interesting sty that uses a
thermodynamic integration approach to calculatepiigof residue 66 in tw&taphylococcal nuclease
mutants (V66E and V66D). Amongst other things, thiwk addresses a similar issue as our earlier
study®®, namely the challenge of evaluating the.pkf groups that are located in non-polar regions i
proteins, where macroscopic models would predicinach larger plK shift than that observed
experimentall§?®2?%2 Our work®® (that used a novel overcharging approach to aetelewater
penetration and local unfolding) reproduced thesoled pK, of V66E with small local rearrangements
and some water penetration. On the other hand”*Re@included that E66 moves spontaneously to the
solvent region within 500ps of the 6ns total simola time. This work involves some

misunderstandings. First, in contrast to the claiofs Ref?*®

, We never suggested anwyajor
conformational changes in our original study, lather we proposed limited local unfolding (as shown

in Fig. 5 of Ref®). Furthermore, the conformational changes of E@énél in Ref®® where first
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identified by our overcharging approach (again Bige 5 of Ref:*%, but not as a minimum on the free
energy surface of the ionized residue. The diffeeemay well be due to the extra stabilization efitn

pair formed between E66 and Lys63 in the simulatiparformed in Ref®. In our view, the ion pair
effect cannot explain the observed.pé point supported by related experiméhjs Probably, the ion
pair effect reflects non-perfect boundary condgitimat do not provide a high enough dielectric tams

for the ion pair, and this issue will have to b@lexed in subsequent studies. In fact, it shoulgpdated

out that we have invested extensive effort intoradpcing these results, and we neither observe a
dramatic conformational change, nor any significaffect due to the presence of the ion pair.
Nevertheless, this recent work by Ghosh and®€ulemonstrates that nice progress is being made

towards addressing more challenging, pikoblems.

V. Per spectives

The ability to perform QM(ai)/MM calculations of Isation free energies provides an important
departure from studies that involve continuum mede&hat is, there are key questions in biochemistry
whose resolution critically depends on the naturehe reference solution reaction. An excellent
example is the mechanism of phosphate hydrolysselation and the reaction of the riboséié*as
well as other key reactions. In each of thesesscts®e is major controversy about the nature ef th
reference reaction where recent theoretical studiese conclusively that the key physical organic
chemistry approaches used to resolve mechanisbiolggns cannot provide any unique mechanistic
conclusion§*#°%2%4285 This means that the key controversies in thel figll eventually be resolved by
QM/MM and related calculations. Here one can statth simplified solvation models (e.g. continuum
models such as PCM, COSMO or the LD model) butl#dsto controversies and confusion, including

the recent suggestion to use a mixed solvation madhere the calculations are performed in a
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continuum with a certain number of explicit wateolatules added to the syst&nt%? However, this
approach is hugely problematic on several courdsekample, the presence of explicit water molexule
will make accurate transition state determinatiotheut mapping the full surface virtually impossbl
as the non-bonding interactions brought about byldtlsely bound species introduced into the system
will create a large number of soft vibrations tbatild seriously complicate the accurate identiftcabf
the correct transition stafé?®® Of great importance when examining a solvatedesysis to have
correct boundary conditions for the interactionwesn the solute and the bulk, and it is questi@abl
whether solvation models which mix continuum angliex water accurately reproduce these boundary
conditions (or, indeed take into account the en¢rapntribution of the explicit water moleculestte
overall free energy barrier). The issue of propaapsation boundary conditions between the explici
and continuum regions has been explored and enggbsi many of our worké*?**27® and has also
received recognition recently by workers other thesf>. Basically, the problem is that the water
molecules in the first solvation shells will be oymlarised if they are not subjected to polarmati
constraints that properly represent the effecthef riest of the system in the true infinite systdims
situation becomes in turn more serious when ong asks a few water molecules immersed in a
continuum model. Here, the explicit water molecudes not likely to have the correct orientatiorthed
corresponding molecules in an explicit infinite teys. This issue can be easily tested by simplyntaki
four water molecules in a continuum and checkingtiér the minimized structure has any similarity to
the corresponding simulated structure of water large simulation system. In a similar problemethr
water molecules near an ion will always be ovempséd relative to the polarisation of the nearest
neighbors in a large water sphere.

Perhaps a more serious problem is the fact thanthesion of several explicit water moleculesain
continuum model combined with an energy minimizaticeatment would require the evaluation of the

entropic effect associated with the explicit solverolecules (this effect is included implicitly the
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continuum model) , an issue which has effectivederb ignored by previous studies of phosphate
hydrolysis that utilize such an approdtti®3°! Therefore, unless one is specifically interestethe
chemistry (e.g. proton transfer) associated withglresence of a few explicit water molecules, rgan
mixed model is problematic and it seems to us ¢ma has to either use a well calibrated simplified
model (such as Langevin Dipoles or Poisson-Boltzmhan a QM/MM model with a proper convergent
free energy treatmefit These requirements are covered by our approaduestionally, including a
polarisable force field in the description of tlwvent is also rather trivial and has been implet@em
many of our treatmenit§ *341°21333%\hat is still missing in the current model is ageptreatment of
charge transfer to the solvent. This feature caimb@porated in the CDFT approattbut more studies
are needed to establish the viability of this applo

As has been seen here, hybrid quantum mechaniealecular mechanical simulations are becoming
an increasingly popular tool for understanding bemical and biophysical systems on a molecular
level, and significant progress has been made ighdinection over the past few years. Of particular
interest are the FDFT/CDFT approaches which allowtlie entire protein to be represented quantum
mechanically, as well as progress in reliadddanitio QM/MM free energy perturbation calculations with
proper sampling. At present, the limiting factor oth cases is computational cost. However, as
computers become increasingly more powerful, thisn issue that will become less and less of a
problem, and this in turn will ultimately allow ue evaluate the potential of mean force (PMF) for
enzymatic reactions by QM(ai)/MM approaches, whihurrently extremely challengifitf?due to the
requirement of very extensive sampling which resuit the computationally expensive repeated
evaluation of the QM/MM energies. Additionally, Bar work has cast an interesting light on the
relationship between solvent fluctuations and thievergence of QM(ai)/MM calculatioffs which can
be exploited in QM(ai)/MM free energy calculatiaist do not keep the solvent fixed but rather allow

the solvent to fluctuate.
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The idea of using a reference potential in samptimgpleX®3°®or very expensivi& 2 surfaces
is becoming a powerful tool in QM/MM studies andikely to be explained in mainstream approaches
either in its current form or in the closely rethimetadynamics method. Here, the issue of chodkig
best reference potential can be complicated. Inctme of solvation problems, the best reference is
obviously the given solute with a reasonable chaege In the case of chemical reactions, we believe
that the current best reference potential is th& pdtential and the best reaction coordinate iSBW{B
energy gap. However, looking for alternatives mesuit in more effective treatments.

Essentially, we are dealing here with a new anddhagmerging field with many users presenting
different approaches. Therefore, judgments witlargg to the accuracy of the work may be skewed by
statements about ever increasing simulation lengtieslevel of theory used, and comparisons torothe
workers who obtain similar results. Here, therelearly a necessity for collective education, whers
essential to realize thahly systematic validation studies on seemingly auxilrasults like pKs can be
used to establish the accuracy of a method, ardifi@ahlly, only studies, which examine complete
energy surfaces, can be used to establish conelumsechanistic results. Thus, amidst all the padénti
confusion with regards to whom to believe (whictsksi giving highly qualified workers in the field a
Cassandra complex), those who can correctly rege@ls and reference reactions in solution should
be more believable than those who reproduce higtl as-phase SCF results (though of course this is
not the case with gas-phaske initio calculations where the results have become widetgpted, even
by experimentalists). Ultimately, our hope is nofyothat QM/MM approaches become more widely
used, but also that the understanding that thetgwdlthe results does not only depend on techgio&

aspects will slowly emerge for both the theoretarad the experimental communities.
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