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Abstract 

 Hybrid quantum mechanical / molecular mechanical (QM/MM) approaches have been used to 

provide a general scheme for chemical reactions in proteins. However, such approaches still present a 

major challenge to computational chemists, not only because of the need for very large computer time in 

order to evaluate the QM energy but also because of the need for proper computational sampling. This 

review focuses on the sampling issue in QM/MM evaluations of electrostatic energies in proteins. We 

chose this example since electrostatic energies play a major role in controlling the function of proteins 

and are key to the structure-function correlation of biological molecules. Thus, the correct treatment of 

electrostatics is essential for the accurate simulation of biological systems. Although we will be 

presenting here different types of QM/MM calculations of electrostatic energies (and related properties), 

our focus will be on pKa calculations. This reflects the fact that pKa of ionizable groups in proteins 

provide one of the most direct benchmarks for the accuracy of electrostatic models of macromolecules. 

While pKa calculations by semimacroscopic models have given reasonable results in many cases, 

existing attempts to perform pKa calculations using QM/MM-FEP have led to large discrepancies 

between calculated and experimental values. In this work, we accelerate our QM/MM calculations using 

an updated mean charge distribution and a classical reference potential. We examine both a surface 

residue (Asp3) of the bovine pancreatic trypsin inhibitor, as well as a residue buried in a hydrophobic 

pocket (Lys102) of the T4-lysozyme mutant. We demonstrate that by using this approach, we are able to 

reproduce the relevant sidechain pKas with an accuracy of 3 kcal/mol. This is well within the 7 kcal/mol 

energy difference observed in studies of enzymatic catalysis, and is thus sufficient accuracy to determine 

the main contributions to the catalytic energies of enzymes. We also provide an overall perspective of 

the potential of QM/MM calculations in general evaluations of electrostatic free energies, pointing out 

that our approach should provide a very powerful and accurate tool to predict the electrostatics of not 
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only solution but also enzymatic reactions, as well as the solvation free energies of even larger systems, 

such as nucleic acid bases incorporated into DNA.  

 

Keywords: QM/MM, Free Energy Simulations, pKa Calculations, Solvation Free Energies, Redox 

Reactions 

 

I. Introduction 

 

Hybrid quantum mechanical / molecular mechanical (QM/MM) approaches have in recent years 

become the key tool for calculation of protein function in general and for studies of chemical processes 

in proteins in particular 1-12. In fact, well over 600 QM/MM articles were written in 2007 alone. 

Significant progress has been made in this direction by use of calibrated semi-empirical QM/MM 

approaches1-3,11. Some of these studies sample the phase space of the QM atoms and the surrounding 

MM atoms, using free energy perturbation approaches that date back to the 1980s13. More recent 

approaches that allow one to obtain the free energy surfaces for ab-initio QM/MM models14-19 will be 

considered below. However, before we consider advance in QM/MM treatments it is useful to discuss 

some other approaches for studies of enzymatic reactions and related properties. 

 A seemingly obvious option for modeling enzymatic reactions is the use of high level quantum 

mechanical approaches. Some such gas-phase studies have been highly instrumental in providing 

insights about the reacting system20 (for instance, the work of Ref.20 ). However, such gas-phase studies, 

while useful, can also be hugely problematic, in light of the fact that the environment can make a 
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tremendous energy contribution – for instance, the solvation energies of a simple ion can be around -100 

kcal/mol, and those of an infinitely spaced ion pair around -200 kcal/mol3. 

One alternative to completely disregarding the environment in the quantum mechanical calculation has 

been to not only consider the reacting system but to also take into account a few protein residues. While 

this is an improvement over examining the reacting system alone, it still cannot provide a reasonable 

model of the enzyme active site, particularly as it has been demonstrated that the effect of adding just a 

few isolated residues on the overall barrier height is negligible21. Also, such approaches frequently make 

the misassumption that residues that are ionized in the complete system would also be ionized in the 

model used. However, in the complete system, these ionized residues are stabilized by solvation effects 

of the rest of the protein, which is not the case in that particular subsystem, and thus, such residues 

should not be ionized22. A striking example of such a problematic situation is Futatsugi et al.’s study of 

the mechanism of p21ras23, which has been discussed in detail in Refs24,25. The problem with this study 

boils down to the use of a protonated Lys16 in the reactant state, while overlooking the fact that this 

residue would not actually be protonated in the gas-phase environment utilized by Futatsugi et al. As a 

result, this unstable lysine ends up acting as an artificial proton relay (see the discussion in Ref.24). This 

is not to say that there do not exist more reasonable gas phase treatments which have paid more attention 

to both electroneutrality and to the system chosen. Nevertheless, when such treatments are applied to 

mechanistic questions, it is not impossible that they favor an incorrect mechanism, as they ignore the 

effect of the protein environment (for further discussion, see Ref. 26). 

A related example of the problem with modeling the active site using only a few key residues is given 

by the work of Cavalli and Carloni27, who came to the conclusion that Gln61 is the general base in the 

catalytic reaction of the Ras-GAP complex, even though it is now widely accepted that the reaction is 

not catalysed by a general base28-30, but rather, that the key proton transfer occurs to the γ-phosphate 

instead22,24,29,31. Unfortunately, it would appear that the study of Ref.27 was performed while overlooking 
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an extensive previous theoretical study24 that had already demonstrated that Gln61 cannot be the general 

base, or of the need to validate their results by pKa calculations. In brief, the reported study started with a 

subsystem that included the substrate Gln61, a few other residues and the attacking water molecule (the 

orientation of which was selected on the basis of already problematic force field calculations). The 

subsequent simulation involved an extremely short MD run while constraining the distance between the 

nucleophilic oxygen and the γ-phosphate to 1.8Å. This resulted in a collapse of the water proton to 

Gln61, which in turn led the authors to conclude that Gln61 must be the general base. Naturally, pushing 

the attacking oxygen to within bonding distance from the phosphate would force the proton to be ejected 

to the closest base, which, in this case happened to be Gln61. However, this is neither an adequate way 

to examine reaction mechanisms nor to identify a general base, and a more valid study would have 

required not only taking into account the complete system, but also starting from a relaxed reactant state 

and then calculating the free energy profile for different feasible mechanisms by means of proper 

equilibration and long free energy perturbation simulations. 

 Despite this criticism, the use of a subsystem as a model for the reacting protein can actually become 

much more reasonable in other versions. Firstly, there exist of course clear cases where one can 

nevertheless obtain instructive mechanistic information from models that include a few active site 

residues. The most notable example of this is the case of large metal clusters, where, comparatively, the 

effect of the environment is relatively unimportant32,33.  Secondly, recent studies have started to include 

a relatively large number of active site residues in ab initio studies of enzymatic reactions34-40. Such 

studies can clearly provide important mechanistic information and instructive insight about enzymatic 

reactions. However, we are not aware of cases in which such approaches have been able to qualitatively 

reproduce the catalytic effect of an enzyme (the difference between the enzymatic and the reference 

solution reaction). An example of this would be the case of the catalytic power of enzymes containing 

coenzyme B12 cofactor41 (which we addressed for instance in Ref.41), which has not been yet reproduced 
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by high level ab initio approaches of the cofactor and the neighboring protein residues. That is, when the 

topic of concern is differential effects associated with the environment (which is a central issue in 

biocatalysts). As another related example, a major problem would be evaluating the side chain pKa of 

residue 66 in Staphylococcal nuclease (which will be discussed in Section IV). Here, high level ab initio 

approaches will most likely give very elevated pKas, as they cannot account for protein rearrangement 

and water penetration upon the change in protonation state. Similarly, we believe it is unlikely that high 

level ab initio approaches can be used to deal with subtle issues like reproducing the LFER in proteins or 

the effects of distant mutations. 

At any rate, it is important to bear in mind that outer-sphere interactions contribute in a major way to 

the energy changes associated with protein function. Clearly, it is not sufficient to merely treat the active 

site with a highly sophisticated ab initio method where the environment is neglected, or, at best, 

represented in an over simplified way as a dielectric cavity model. Additionally, a further challenge 

arises from the fact that proteins are not rigid but rather are highly flexible and assume many different 

configurations at ambient temperature. Apparently, the energy surface for different functional processes 

of the protein can depend strongly on protein configurations. This in turn makes it essential to average 

the energetics of the given process over a substantial amount of protein configurations, and the crucial 

need for correct sampling was already emphasized in empirical valence bond studies42,43 in 1980.  

Clearly, an accurate quantum mechanical investigation in the condensed phase must reflect a 

compromise between the rigorous treatment of the active site and a reasonable treatment of the solvation 

of the active site by its protein and solvent environment. This issue becomes increasingly important the 

more the reaction coordinate constitutes the outer-sphere reorganisation. 

A seemingly reasonable approximation to a full QM/MM treatment has been the use of ab initio 

calculations in the gas phase in order to obtain the charges and force field of the substrate (solute), and to 

subsequently use these charges in free energy calculations not only in solution but also in the enzyme 
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active site44,45. This approach has sometimes been referred to as the QM-FE method44,45, though this 

name is somewhat misleading as it gives the false impression that the QM-FE method reflects a proper 

FEP study of a QM surface, thus allowing for confusion with true QM/MM-FEP approaches (a more 

proper name would be the solvated gas phase (SGP) model). The QM-FE approach was originally 

introduced by Jorgensen and coworkers46, who applied it to studies of solution reactions. While this 

approach can be somewhat useful, it too suffers from some serious shortcomings. Firstly, this treatment 

constrains the reacting system along the gas phase reaction coordinate44,46, which prevents one from 

correctly accounting for the solute entropic contributions (see below for further discussion of this issue). 

Secondly, this approach does not account for the fact that solute charges in the enzyme active site may 

be very different from those in the gas phase, and thus, this can lead to significant inaccuracies in studies 

of reactions where the difference between the solvation energies of the correct charges obtained in 

solution and those of the gas phase charges can be greater than 100 kcal/mol47. Despite this, the QM-FE 

approach still presents a major advantage over QM/MM approaches that do not perform proper 

configurational averaging. It should be pointed out however that all shortcomings of this approach can 

easily be removed by instead using an empirical valence bond (EVB) approach16,48. Here one also 

calibrates the potential surfaces and charges using gas phase information (such as the results of ab 

initio quantum mechanical calculations), but the EVB then also provides a consistent way of transferring 

this information to the solvating environment (see below). 

 It is useful to note that, despite the similar names, there is a distinct difference between the QM-FE 

approach as introduced by Jorgensen and coworkers and the QM/MM-FE approach of Yang et al14.  The 

latter case is a regular QM/MM approach in which the solvent is introduced into the QM Hamiltonian 

(thus overcoming the fundamental inaccuracy of the approach of Jorgensen et al.), and the optimum path 

for the QM subsystem is not obtained in the gas phase but rather in the enzymatic subsystem, in the FEP 
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calculations. That is, the approach of Yang and coworkers is basically a proper QM/MM method with 

incomplete FEP treatment.  

Although QM/MM approaches are essential for modeling enzymatic reaction (at least until one can 

afford to represent all the enzyme quantum mechanically), the use of QM/MM strategy without proper 

sampling is not so effective49. This is a painful fact, despite the popularity of using such energy 

minimization approaches (as an example of this fact, we bring here Refs. 50-54). One option is to try to 

reproduce the energy minimization with many different starting points55 (as was, for instance, done in 

Ref.55). However, there is no real substitute for sampling in many dimensional systems. Addressing the 

importance of the need for properly sampling ab initio QM/MM (QM(ai)/MM) surfaces has led to 

several important advances in this direction14,15,19,56-62. Many of these approaches19,58-62 exploited the 

idea15,56 of utilizing a classical potential as a reference for the QM/MM calculations, though other 

strategies63-66 have also been quite promising. Also, despite some misunderstandings66, this approach has 

never had convergence problems. 

 A key point that has perhaps been overlooked by some studies19,58 is the non-trivial challenge of 

obtaining not only the free energy of the surrounding solvent, but also of the solute. This becomes 

crucial for solute entropy issues, as simulations using a fixed solute overlook the entropic contribution of 

the solute configuration which cannot easily be estimated by a harmonic approximation, at least not 

when one is examining the activation free energies of reactions in condensed phases67.  Additionally, 

estimating the QM/MM solute path along a fixed energy minimized path is problematic in itself, as the 

landscape of the enzyme active site is quite complex and therefore such an approach can reflect artificial 

minima on the energy landscape49. We already demonstrated in our early works that obtaining 

converging results by use of a classical reference potential is quite straightforward when the solute is 

fixed68. The true problems start when the solute is allowed to fluctuate, as in such a situation, there can 

be a significant difference between the QM/MM potential and the reference potential. Over the past few 
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years, we have focused significant effort into resolving this problem. This ultimately led to the 

development of a linear response approximation treatment by which we obtained reasonable 

convergence even in the quite challenging case of the autodissociation of water in water56. 

Unfortunately, at present, the computational cost of studying chemical reactions in which the solute is 

allowed to fluctuate by means of QM(ai)/MM remains prohibitive, due to the requirement of very 

extensive configurational sampling, which, in turn, results in the extremely computationally expensive 

repeated evaluation of the QM energies. However, despite this, there are many cases where keeping the 

solute fixed could actually be desirable, for instance when studying redox reactions57, or for pKa 

calculations (which are of most relevance to the present work). 

In principle, it is also possible to perform a quantum mechanical treatment of the entire 

protein/substrate/solvent system, and promising progresses has been made in this direction by use of a 

divide and conquer (D&C) approach. This approach was originally developed for ab initio DFT 

studies69, and the principle here is to divide a large system into many smaller subsystems, separately 

determine the electron density of each of these subsystems, and then collect the corresponding 

contributions from each subsystem in order to obtain the total electron density and energy of the system. 

While promising, such an approach is still far too computationally expensive to be used in free energy 

calculations of enzymatic reactions. Thus, most current effort in treating the entire system by QM 

approaches has been invested into semiempirical treatments by means of various tricks to accelerate the 

solution of the large SCF problem. Recent efforts (which are partially inspired by the frozen-DFT 

method which will be discussed shortly) have resulted in a “frozen density matrix” approach70,71, which 

fixes the molecular orbital coefficients of the reaction around the reacting fragments. However, again, 

this is not practical in terms of ab initio studies of enzymes, as the cost of evaluating the relevant 

integrals exceeds the cost of evaluating the density matrix.  
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Overall, the development of D&C approaches is very important as a methodological advance for 

computational chemistry. However, its prospects for studying enzymatic reactions are still somewhat 

problematic, as trying to include the entire enzyme in the QM region usually results in less emphasis on 

the relevant reacting fragments or on proper configurational averaging. Additionally, the effort in terms 

of computer time and intellectual resources in the QM description of regions far from the active site 

reduces focus from the relevant issues. Nevertheless, there is no question that there will be progress in 

representing the entire protein quantum mechanically in the future. One of the most promising options 

for this so far has been provided by the frozen and constraint DFT approaches (FDFT and CDFT 

respectively)57,72,73. These approaches are distinct from the frozen density matrix approach, and split the 

system into two regions, a region comprising the solute, any other key residues / solvent molecules 

(region I) and the rest of the system (region II). Here, the entire system is treated using ab initio DFT, but 

the electronic densities of the groups in region II are frozen (or constrained). The coupling between the 

two regions is then evaluated using a non-additive kinetic energy functional, making this approach more 

rigorous than the frozen density matrix approach (as we do not have to worry about orthogonality 

between the wave functions of the two regions since the key point is the DFT treatment of the electron 

density). Thus, the FDFT approach presents a way of coupling two subsystems by means of an orbital-

free and first-principle-effective potential, making it possible to cast the concept of an “embedding 

potential” in DFT terms. This is formally related to the work of Cortona74, though that study did not deal 

with the issue of embedding the subsystem into a larger system. Also, Wesolowski and Warshel75 were 

the first to notice that the coupling term in any hybrid method can be obtained by partially minimizing 

the total energy functionals. It should be noted that even though the FDFT/CDFT approach evaluates the 

interactions between regions I and II quantum mechanically, it evaluates the interactions within region II 

classically. Thus, this approach focuses on the energy of region I, and its correct quantum mechanical 

interaction with region II. This allows the usage of the EVB as a reference potential for the CDFT, which 



 

11 

means one can accurately evaluate the free energy of reactions in condensed phases and proteins while 

simultaneously treating the solute-solvent interaction by an ab initio quantum mechanical approach72. 

The FDFT/CDFT approach has, amongst other things, been used to properly represent metal-to-ligand 

charge transfer in metalloenzymes57,73 as well as studies of molecules on metal surfaces76,77 and proton 

transfer reactions78.     

At this stage, it is necessary to comment on the Car-Parinelli molecular dynamics (CPMD) approach79, 

which has emerged in recent years as an effective way for studying complex molecular systems, such as 

proton transfer reactions in solution80. However, using this method in gas-phase calculations of the 

reacting fragments with only a few protein residues has led to confusing results, such as in the case of 

Cavalli and Carloni’s study of the Ras-GAP complex27. Despite this, the option of embedding the CP 

method in an MM surrounding and thus adopting the QM/MM philosophy81 provided a reasonably 

powerful approach. This so-called Car-Parinello QM/MM approach, which has been utilized in studies 

of problems as varied as, for instance, transition metal catalysis82, ion selectivity83, polymerization 

reactions84 and simulations of excited states85. There is no doubt that using the CP formulation as the 

QM part of the QM/MM approach is a reasonable strategy. However, the use of the name CP-QM/MM 

may give the incorrect impression that the QM/MM idea is due to the CP method and thus perhaps 

calling the method the QM(CP)/MM approach instead would be more appropriate. 

The Car-Parinello molecular dynamics approach can be combined with the metadynamics method, in 

order to study processes which are dominated by changes in chemical structure, such as chemical 

reactions. This approach86 (which in many respects resembles earlier ideas87-90)  has been reviewed91 in 

Ref91. Effectively, the core of the metadynamics method is to build the best reference potential, which is 

one that is the most similar to the actual potential (i.e. one in which the Gaussian potential approaches –

E(r)). That is, repulsive markers are placed in a coarse time line in the space that is spanned by a small 

number of chemically relevant collective variables (CVs). These markers are then placed on top of the 
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underlying free energy landscape in order to push the system to rapidly accumulate in the initial basin by 

discouraging it from revisiting points in the configurational space. In this way, the system is allowed to 

escape over the lowest transition state as soon as the growing biasing potential and the underlying free 

energy well exactly counterbalance each other, effectively allowing the simulation to escape free energy 

minima.  

As with the combined Car-Parrinello QM/MM approach, the metadynamics approach has rocketed in 

popularity in recent years and has also been applied to a wide range of problems, such as flexible 

docking in solution92, photoinduced ring transformations93, intramolecular reactions in complex 

systems94, phase transitions95, rational catalyst design96 and organometallic reactivity97. However, it 

should be noted that although the metadynamics approach has been formulaetd in an elegant way, the 

impression of having a new powerful way to solve the sampling challenge is problematic and 

counterproductive as far as finding effective approaches is concerned. That is, the philosophy of this 

approach is actually almost identical to the overall philosophy of our earlier approach of using a 

reference potential. In fact, the construction of a potential that makes the landscape flat is similar to the 

use of a simplified folding model as a reference potential88, and the general use of a reference potential 

for accelerated sampling has been the key part of our QM/MM-FEP studies for a long time15. 

Futhermore, while it is currently very fashionable to use approaches where the best reaction coordinate is 

not assumed a priori98-100, we believe that using chemical knowledge can in many cases be superior to a 

blind search (even though many workers prefer black box approaches). More specifically, using for 

instance the EVB as a reference potential includes an enormous amount of chemical information, which 

is clearly an advantage and not a disadvantage. At any rate, we are not aware of any metadynamics 

calculations that have provided reliable ab initio QM/MM free energy surfaces with less effort than that 

required for our reference potential approach. 
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Since metadynamics is basically an approach that has been geared towards getting the best reference 

potential, we can (with the aim of being instructive rather than humorous) define a “paradynamics” 

method that starts by evaluating the real potential on a rough grid of nxm points (this search can be done 

by very short MD simulations with a constraint on each grid point, or, even better, by evaluating E(rnm)). 

Then, we can fit an EVB potential to the grid, run FEP on the EVB, and, finally, evaluate the corrections 

due to the difference between EEVB and Ereal. Of course, we can further refine the EVB surface and 

minimize <EEVB – Ereal> by optimizing the EVB parameters. We believe that this paradynamics approach 

will be faster and more accurate than the current implementation of metadynamics. 

Although this review focuses on ab initio QM/MM approaches, we would like to emphasize the fact 

that in many cases, one can obtain major insights into processes in proteins by first calibrating potential 

surfaces to both experimental and ab initio information about the relevant solution reaction, and then 

moving the calibrated surface to the protein active site. This philosophy was introduced by Warshel and 

coworkers starting in 198042, and has been applied to a wide range of functional issues such as pKa 

calculations, redox reactions, enzymatic reactions, and so forth. This has best been formulated by the 

EVB method16,42,48,101. The EVB describes the reacting system by diabatic states which include the effect 

of environment and then mix these states to obtain the actual potential surface. The mixing terms and the 

diabatic energies are calibrated to experimental and ab initio information about the gas phase and 

solution surfaces. These are then transferred to the protein while keeping all the parameters unchanged 

and only replacing the interaction with water in the reference reaction with the interaction with the 

protein/solvent in the active site. It is important to note that after some initial criticism, the EVB has 

become a major simulation tool, with more and more research groups taking it or closely related 

approaches as a powerful modeling approach48,102. In fact, many workers have adopted more or less all 

the key elements of the EVB approach, though they have used somewhat different names101,103-105 (as 

has been discussed in Ref.103). 
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In view of the proliferation of the use of the EVB, and its reincarnation as seemingly different 

approaches, it is instructive to discuss the recent attempts of Truhlar and coworkers105-107 to capture the 

physics of the EVB approach under a new name. This was initially started with gas-phase studies106,107 

under the name “Multi Configurational Molecular Mechanics” (MCMM), which is effectively an 

identical approach to the EVB, as has already been discussed in Refs.101,103. The more recent attempt to 

extend the EVB to studies in solution105 under the name “electrostatically embedded MCMM based on 

the combined density functional and molecular mechanical method” is more problematic, since to a 

superficial reader, it may appear to be a novel and effective innovation. However, the electrostatically 

embedded MCMM (which we refer to here as the EE-MCMM(EVB)) is basically identical to regular 

EVB, with the exception of one minor modification that is in itself problematic (except for cases where 

it has negligible effect). That is, this method has the same diagonal EVB elements and the same crucial 

embedding by the interaction of the diabatic charges with the solvent potential as in the original EVB. 

Thus, the solvent is incorporated into the EVB diagonal elements, as is done by the standard EVB 

treatment.  Even the addition of the solute polarization in the EVB states has long been implemented in 

some EVB studies.  

In the EE-MCMM(EVB) approach, the gas phase off-diagonal (H12) term is evaluated in the same way 

as is done in the EVB approach. However, the attempt to evaluate this term in solution is problematic, 

except when the solvent has no appreciable effect on H12, as is the case with the EVB treatment (see 

below). Also, the solute diabatic charges are evaluated by DFT in the gas-phase exactly as in the EVB, 

and thus, the impression of coupling to DFT may be misleading, as it gives the impression that this is a 

novel QM/MM approach (the issue of H12 is dealt with separately below). The implementation in Ref.105 

evaluates the potential from the solvent by an integral equation rather than by a microscopic MM 

treatment, but, obviously, the application of this approach to enzymes will require moving back to the 

microscopic electrostatic treatment of the EVB. 
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Apparently, the only different element in the EE-MCMM(EVB) approach is the attempt to make the 

H12 term solvent dependent. This is a quite problematic endeavor for several reasons. Firstly, H12 is 

almost solvent independent as was initially assumed in the EVB and established in our recent studies108 

and those of others109. In fact, the result reported in Fig. 9 of Ref.105 shows a solvent independent H12 in 

solution using the solvated diagonal elements and the expansion of Vg by applying the EVB relationship 

(H12=[V11-Vg)(V22-Vg)]
1/2). This approach only gives reasonable results because the use of a solvated Hii 

makes H12 solvent independent. In fact, the ground state surface Vg used to evaluate  H12 would strongly 

depend on the solvent in challenging charge separation reactions, which are very different from the 

trivial SN2 case studied in Ref.105, and this dependence could not be represented by a simple expansion 

(see below). However, once the basic and crucial embedding idea of the EVB is adopted, the off-

diagonal term becomes more or less solvent independent, and any treatment that tries to asses its minor 

solvent dependence will look reasonable. 

To make the above discussion even clearer, we would like to point out that if the expansion treatment 

were able to reproduce a correct description of the ground state adiabatic surface in solution, there would 

be no need for any EVB treatment or any diabatic Vii, and the expansion would have provided the long 

awaited solution to the general QM/MM-FEP problem by gas-phase expansion so that no one would 

need an EVB type formulation. As to the problems with evaluating Vg (and thus H12) by the expansion 

approach, we can return to our standard example of SN1 reactions47,48. In this case, the gas phase system 

in the large separation range is a bi-radical, with zero charge on the separated atoms. The first term in the 

expansion will be zero since this term is the gas phase charge, thus, the expansion will give zero solvent 

effect on Vg (in contrast to the enormous effect obtained with the correct solvation treatment). In fact, 

the success of the approach of Ref.105 in the case of SN2 reactions is to be expected, since even full gas 

phase charge distribution (in the QM-FE treatments) gives reasonable results46. However, the same 

results would be obtained with the EVB and constant H12, and this type of EVB also works extremely 
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well in the case of SN2 reactions48,110. In summary, the EE-MCMM method is practically identical to the 

EVB approach, and it is a full QM/MM approach (once H12 is taken as solvent independent). In this 

case, the consistent embedding is entirely due to the effect of the solvent on the diagonal EVB elements. 

This review will only briefly mention ab initio QM/MM-FEP calculations of chemical reactions and 

will focus on one important issue, namely the evaluation of electrostatic free energy in proteins. We start 

by clarifying that electrostatic effects reflect properties whose origin is entirely electrostatic (e.g. redox 

potentials, pKa, conduction of ions in ion channels111-121 and solvation energies of ions122,123), as well as 

properties whose origin turn out to be largely due to electrostatic effects (e.g. enzyme catalysis22,24,124-126,  

proton transport, electron transport127, protein-protein interactions128-132, and molecular motors125). For 

both classes it is crucial to have the ability to accurately evaluate the corresponding electrostatic energy 

if we are interested in any quantitative structure function correlation in proteins104,133-143. Here, we will 

focus only on the first class and even in this case we will mainly consider solvation and pKa calculations 

by ab initio QM/MM-FEP approaches. As a background, we will consider below general studies of pKas 

in proteins. 

 Attempts to study the electrostatic properties of proteins commenced far prior to the emergence of 

structural information – the first theoretical approach to the problem was initiated as early as 1924 by 

Linderstrom-Lang144, who evaluated the Coulombic energy of charged proteins by assuming all charges 

to be uniformly distributed over the surface of a spherical model protein. The availability of protein X-

ray structures allowed one to move towards a more realistic description of protein electrostatic energies. 

Nevertheless, this still required overcoming the challenges of providing a proper description of the 

complete protein-solvent system, and initial attempts to consider the intra-protein field145,146 only 

considered the effect of the protein residual charges, thus overlooking the enormous dielectric effect of 

the surrounding solvent as well as the protein induced dipoles. Early attempts to use macroscopic 

formulations in the evaluation of electrostatic energies in proteins with known structures emerged with 
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the influential Tanford-Kirkwood (TK) model147,148. However, this model implicitly assumes that all 

ionisable groups are on the protein surface, thus overlooking the self energy term149 (for more details see 

the discussion in Ref.149). The microscopic Protein Dipoles-Langevin Dipoles (PDLD) model4,136,150,151 

has identified and overcome the fundamental problems associated with the self-energy and the 

corresponding intrinsic pKa and has led to the realization that the local polar environment (which has not 

been considered in the early macroscopic models) plays a crucial role in determining the energetics of 

ionized residues. The PDLD approach provided the first physically consistent treatment of electrostatic 

effects in proteins by simultaneously representing the microscopic dielectric of the protein and the 

surrounding water molecules, while overcoming the problems and fundamental uncertainties associated 

with the macroscopic models (by treating the solvent molecules explicitly), as well as some of the 

convergence problems associated with all-atom solvent models (by treating the average solvent 

polarization rather than averaging the actual polarization energy)152. The PDLD model facilitated the 

early consistent treatments of pKas of ionisable residues in proteins4,134,151,152. These studies were then 

subsequently augmented by studies using the semi-macroscopic version of the PDLD model (the 

PDLD/S-LRA model)153-155. 

Macroscopic treatments of the pKa in proteins progressed from the Tanford-Kirkwood (TK) 

model147,148 to discretised continuum treatments156-158, but have not originally included the effect of the 

protein permanent dipoles159  (for further details see discussion in Ref.159). These models have 

eventually evolved to a physically consistent description of the effect of the surrounding solvent (by 

using a numerical Poisson-Boltzmann treatment), as well as to the gradual incorporation of the effect of 

the protein permanent dipoles134,149,160-176, and, in some cases, elements of the LRA treatment169. These 

models used a protein dielectric constant, whose true nature has been discussed elsewhere133,177. 

Although such macroscopic models are generally effective and widely used, they are nevertheless not the 

subject of the present work. 
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Microscopic all-atom calculations of pKas in proteins emerged in the mid-80s with early free energy 

perturbation (FEP) calculations178, and were followed by subsequent FEP179 and linear response 

approximation (LRA)153,155,178,180,181 calculations. Such studies are still relatively rare, but becoming 

gradually more common182-184. Although all atom FEP calculations involve major convergence 

problems133, they provide, in principle, the most reliable classical option.  

Obviously, classical FEP calculations are very useful, but here we will be mainly focusing on a single 

issue, namely pKa calculations using combined QM/MM free energy perturbation (QM/MM-FEP). In 

this case, the main issue is the validation of the QM/MM approach rather than the determination of the 

specific pKa. Recently, significant progress has been made in this area185,186. However, while promising, 

such QM/MM-FEP has in some cases still shown large deviations between experimental and calculated 

pKas
185,186. Furthermore, the above studies have involved semi-empirical QM approaches, while the true 

challenge is in the accurate use of an ab initio QM approach (QM(ai)/MM) in QM/MM-FEP calculations 

of pKas in proteins, particularly as such studies have been demonstrated to provide “chemical accuracy” 

in gas phase studies of the reactions of small molecules187. To date, QM(ai)/MM calculations have 

proven to be particularly problematic for computational chemists, due not only to the need for proper 

long-range treatments and effective boundary conditions for the protein and solvent environments179, 

but, most importantly, due to the need for performing sufficient sampling in order to obtain accurate free 

energies3,49,56,188, which results in extremely long computational times. 

Recently, we introduced an advance in QM/MM-FEP calculations of solvation free energies62, where 

the solvent environment is represented by an average solvent potential which is then added to the solute 

Hamiltonian (making it effectively a mean field approximation). Averaging potentials have already been 

implicitly implemented in both the QM/Langevin Dipole (QM/LD) model48,89,189 and various continuum 

models190-193. The issue of using an average potential has also been taken up by Aguilar et al.194-197 as 

well as by Yang et al198. Our new treatment uses a seemingly simple approach that maps the effect of the 
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fluctuating MM environment over m time steps on a set of m x L point charges (where L is the number 

of atoms that are situated within a pre-defined and relatively small cutoff radius), while the rest of the 

environment is represented by a dipole. A key element of our treatment has been the use of a classical 

reference potential with fixed charges (see the Methodology section for further details) as a reference for 

the QM/MM calculations. Combining the average potential and the reference potential has been 

demonstrated to lead to computational time savings of up to 1000x in QM(ai)/MM-FEP calculations of 

solvation free energies of simple systems where the solute structure is kept fixed during the simulation62. 

Here, we will apply the same approach to evaluate the pKas of a simple system, namely the Asp3 side 

chain of the bovine pancreatic trypsin inhibitor, as well as of that of Lys102 in the M102K T4-lysozyme 

mutant, as the evaluation of the pKas of all ionisable groups in lysozyme has become a benchmark for 

testing the validity of pKa calculations in general155,181,185,199-201. In both cases, we obtain results within a 

range of 2.5 pKa units. By reproducing pKa shifts of protein side chains with reasonable accuracy based 

on known experimental values as well as the usage of the appropriate thermodynamic cycle, we 

demonstrate that our approach can be considered reliable for reproducing electrostatics in enzymatic 

systems. 

 

II. Outlining the Accelerated QM(ai)/MM-FEP Approach for the Calculation 

of Electrostatic Energies 

 

II.1. Solvation free energies in water and proteins 

 

As will be discussed in Section II.2. pKa calculations require the evaluation of the solvation free 

energies of the neutral and ionized species in both water and protein. These can be accurately predicted 
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by the use of our accelerated QM/MM approach, where the system is divided into two regions: of main 

interest to us is the part of the system which changes (e.g. by protonation or deprotonation), and this part 

of the system is designated as the solute. The remainder of the system is designated as the solvent. The 

selected regions are then described by QM and MM approaches respectively. This methodology has been 

presented and thoroughly discussed in Ref.62, and its application towards predicting solvation free 

energies of small biomolecules in water202 was demonstrated in Ref.202.  In the current study, we have 

made some minor changes to the protocol outlined in these works, and therefore we will briefly present 

our methodology.  

In summary, our starting point for the evaluation of the relevant solvation free energy is by use of the 

free energy perturbation (FEP) adiabatic charging (AC) approach48,178, which uses a mapping potential 

of the form: 

 

kktotk EEE λλ ')1( +−=    (1) 

 
Here, Etot denotes the total energy of the system, E’ denotes the energy of the same system without 

electrostatic solute-solvent interactions, and λk is progressively modified from 0 to 1 in n+1 steps. From 

here, we can use the standard FEP equation203: 

1
1 1

1

1
1

( ) ln exp{ ( ) }

( )

ksol k k k k E

n

sol sol k k
k

G E E

G G

λ λ β β

λ λ

−
+ +

+

+
=

∆∆ → = − < − − >

∆ = ∆∆ →∑
 (2) 

 
In Eq. 2, β = 1/( )Bk T , where kB is Boltzmann’s constant and T denotes the absolute temperature, 

<>
kE represents the average obtained during the propagation of configurations that use Ek. The process 

can also be effectively approximated using a linear response approximation (LRA) treatment204: 
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cavEtotEtotsol GEEEEG
tot

∆+>−<+>−≅<∆ '''    (3) 

 
where ∆Gcav is the solvation free energy of the non-polar neutral form of the solute. This term consists of 

two parts that describe the hydrophobic and van der Waals free energy of the cavity, respectively. These 

have been implemented in the ChemSol189 program and are described in detail in Ref.189. 

 

 

Figure 1. Energy scheme for evaluating the solvation free energy. Here, 0
ISMQ is the charge distribution obtained 

by a given implicit solvation model,∆ 0( )sol ISMG Q  is evaluated by the classical FEP-AC approach, and all other 

terms are evaluated using a hybrid QM/MM approach. 

 

Here, we combine the FEP-AC and LRA approaches of Eqs. 2 and 3 into a more efficient protocol, as 

was introduced in Ref.62, and presented in its final form in Ref.202. This protocol follows the cycle shown 

in Fig. 1, where the free energy of charging the solvated solute to a given charge distribution (which 

represents the solute polarized by the solvent partial charges obtained with the given implicit solvation 

model (ISM), which may be COSMO205,206, the polarized continuum model (PCM)207-211 or the 

Langevin Dipoles model212) is obtained by the FEP-AC approach, and then the free energy change 

associated with allowing these charges to “equilibrate” with the solvent potential is added as a 

correction. Qeq denotes the vector of equilibrated QM/MM residual atomic charges of the solute, and Qg 
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and QCOSMO denote gas-phase charges and charges obtained using the given ISM respectively. In all 

cases, the subscripts g and s denote gas-phase and solution states respectively, and the superscript 0 

designates a constant value to the charges. Thus, from the cycle in Fig. 1, the QM/MM solvation free 

energy can be written as: 

 
∆ = ∆ → + ∆ + ∆∆ →0 0 0 0( ) ( ) ( )pol

sol QM g ISM sol ISM sol ISM eqG E Q Q G Q G Q Q   (4) 

 

 0 0( )pol
QM g ISME Q Q∆ → is the solute polarization energy predicted by the COSMO solvation model. Of 

course, this charge set can be replaced by any other fixed set obtained from alternative implicit solvation 

models such as the polarised continuum model (PCM)207-211 or the Langevin Dipoles model212. 

∆ 0( )sol ISMG Q  in Eq. 4 represents the solvation free energy of the solute, the atomic charges of which are 

obtained from the COSMO solvation model (not to be confused with the COSMO solvation energies). 

This value can be obtained by the classical FEP-AC approach using the following substitution: 

 

∆ = ∆ = → + ∆0 0( ) ( 0 )sol ISM sol ISM cavG Q G Q Q G  (5) 

 

 The last term of Eq. 4 (i.e. the free energy change associated with allowing partial charges 

obtained by a given ISM such as COSMO to “equilibrate”) can be obtained using the LRA approach. 

That is: 

 

∆∆ → ≅ < − > + < − > 0
0 0 0

( ) ( )

1
( ) [ ( ) ( ) ( ) ( ) ]

2 ISM
sol ISM eq tot tot ISM E Q tot tot ISM E Q

G Q Q E Q E Q E Q E Q   (6) 

 

 Here, ( )totE Q is the QM/MM surface with fluctuating charge. For both terms in Eq. 6, both 

( )totE Q  and 0( )tot ISME Q are evaluated using the exact same solvent coordinates as both are propagated 
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using the same potential. The only difference between the two systems is found in the set of residual 

charges of the solute. Thus, each of the average (< >) terms becomes the difference in the polarisation 

and interaction energies of both systems. Calculating each averaged term of Eq. 6 requires performing 

QM calculations as the configurations are propagated to obtain solute polarisation energies that include 

( )totE Q . Therefore, unsurprisingly, calculating Eq. 6 is quite expensive. At any rate, using Eqs. 4 to 6 we 

get: 

 

∆ = ∆ → + ∆ = → + ∆ + ∆∆ →0 0 0 0( ) ( 0 ) ( )pol
sol QM g ISM sol ISM cav sol ISM eqG E Q Q G Q Q G G Q Q    (7) 

 

Though the main time consuming step when solving Eq. 7 is still the evaluation of the LRA ( ( )E Q<> ) 

term. 

For the purpose of calculating the ( )E Q<>  term, the system is represented using a QM/MM approach, 

where the residue to be ionised (so far referred to as the solute) is represented using QM. The total 

energy for such a system, Etot, which depends on the solute and solvent coordinates (R and r 

respectively) can be approximated with: 

 
0

/( ) ( , , ) ( )g el pol
tot QM QM MM VdW MM QM gE E R E R r Q E E E Q Q≅ + + + + ∆ →  (8) 

 
In this equation, ( )g

QME R  is the solute energy in the gas phase (which is obtained by ab initio QM), 

Q is some estimate of the solute partial atomic charges in solution and therefore it represents the solute 

polarization. The solute-solvent electrostatic interaction, /
el
QM MME , is obtained by its classical 

approximation (given in kcal/mol): 
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/
( ) ( )

( ) 332
i j

el
QM MM cl

i S j s ij

Q q
E

r
≡ ∑∑   (9) 

 
Here, i and j are indexes for the solute and solvent atoms respectively, and Q and q represent the solute 

and solvent residual charges, respectively. EVdW is the solute-solvent van der Waals interaction energy 

and the EMM is the energy of solvent described with a classical force-field. Finally, ∆ pol
QME  is the 

polarisation energy of the solute, which can be represented as: 

 
∆ =< Ψ Ψ > − < Ψ Ψ >| | | |pol s g s s g s

QME H H  (10) 

 
where  sΨ and gΨ are the solute wavefunction in the gas-phase and in solution respectively, and Hg is 

the solute Hamiltonian.  

The polarisation energy can be estimated either by LD, PCM  or COSMO calculations, or by a few 

QM/MM calculations at some solvent configurations (here we used the COSMO model). It can also be 

evaluated by the classical approximations discussed in Ref.190. However, such approximations prove to 

be problematic, as the solute wavefunction fluctuates during the solvent fluctuations. Here, we instead 

use the averaged potential from the solvent to evaluate the polarisation by adding the solvent averaged 

potential to the solute Hamiltonian. Our approach (which was outlined in Ref.62) constrains the atoms of 

the QM region, evaluates the QM charges of all atoms in this region ( (1)Q , where (1) represents the first 

step of an MM/MD run) and then proceeds to run m MM/MD steps. All this time, we allow the solvent 

atoms to move in the potential ( (1)
/ ( )el

QM MM VdWE Q E+ +EMM). In this way, we obtain m snapshots of the 

solvent coordinates from m MM/MD steps. At this point, we scale the charge of each solvent atom by 

1/m, and then send m x N solvent atoms with the scaled solvent charges to the QM program. The main 

problem with this approach, however, is that it can be computationally extremely intensive, as it 
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generates m x N external charges that have to be included into the Hamiltonian within the QM program, 

which is not computationally feasible when dealing with very large systems. Thus, we use the 

approximation introduced by Ref.62 and shown in Fig. 2. 

 

 

 

Figure 2. Model for evaluating the average solute (S) charges for (a) a molecule in solution and (b) a protein 

sidechain. All atoms in Region I are represented explicitly, while Region II atoms are represented by two charges. 

In case (a), Region I only comprises explicit water molecules while in case (b) it also comprises all electroneutral 

groups within a pre-defined cut-off of the relevant protein sidechain. “P” designates the protein. 

 

In the treatment shown in Fig. 2, the solvent has been divided into two regions. In the first region 

(Region I), the Next solvent charges are converted to m x Next external charges (which are all scaled by 

1/m), whereas Region II represents the average solvent field coming from N – Next solvent molecules by 

two point charges (q and q-) using the following relationship: 

 

3

2
O OR

OR

q
E r

r
=  (11) 

 

Where EO is the electric field at point O (the geometrical centre of the QM system) and rOR is a vector 

pointing along EO to charge q. This approach has been extensively validated in Ref.62. 
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II.2. pKa Calculations 

 

Evaluating the energetics of a single charged group in a protein is possibly the most unique test of the 

efficacy of models of electrostatic calculations in proteins - in fact, it has been argued that the ability to 

accurately predict enzyme rate constants is limited by the accuracy of the corresponding electrostatic 

calculations and thus by the accuracy of pKa calculations151.  

 

 

Figure 3. A graphical description of the thermodynamic cycle for estimating the energetics of acid dissociation 

in a protein152. The ionisation process has been represented relative to the energetics and solvation of the A- and 

AH species for the corresponding dissociation in water. Here, ∆Gp and ∆Gw represent the free energy of ionising 

an acid in a protein and water respectively, →∆ p w
solvG and →∆ w p

solvG represent the difference in solvation energy of the 

indicated species in protein (p) and water (w) respectively, R is the ideal gas constant, and AH and A- represent 

the ionised an neutral forms of the acid respectively.  
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Fig. 3 illustrates a thermodynamic cycle by which the free energy of ionizing an acid in a protein can 

be converted to the relevant pKa values151,152,155. Here, the ionisation process in the protein has been 

represented in terms of the energy of the corresponding reaction in water, as well as the solvation of the 

ionised (A-) and neutral (AH) species in the protein relative to in water. In the first step, 1 mol of neutral 

acid (AH) bound to the protein is transferred to a solution at a pH that corresponds to a hydrogen 

concentration of C0. The energetics of this process can be given by the difference between the solvation 

energies of AH in water and in protein, (that is, →∆ ( )p w
solvG AH ). Subsequently, 1 mol of AH is ionised to 

give A- in solution (while the pH remains constant). The energetics of this step is in turn obtained from 

the difference between the pKa of the acidic group in water ( w
apK ), which is equivalent to 

∆ = −2.3 ( )w
w aG RT pK pH . Here, ∆Gw represents the free energy of ionising the acid in water, and R is 

the ideal gas constant. Finally, in the last step, the solvated ionised species (A-) is moved from water to 

the protein, where, once again, the energetics of this process is equivalent to the difference in the 

solvation energies of the ionised species in water and in the protein ( → −∆ ( )w p
solvG A ). Thus, the free energy 

of ionising an acid in a protein at any given pH (∆Gp) value152 can be obtained by:  

 
− + → − → − +∆ → + = ∆ − ∆ + ∆ → +( ) ( ) ( ) ( )w p w p

p p p w sol sol w w wG AH A H G A G AH G AH A H  (12) 

 

where p and w designate protein and water respectively, and w p
solG →∆ designates the free-energy 

difference of moving the indicated group to its protein site from water. Eq. 12 can then be further 

simplified151,177, for the ith ionisable residue, to give: 

 

→ −= − ∆∆ →, , ( )
2.3

p w w pi
a i a i sol i i

q
pK pK G AH A

RT
 (13) 
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Here, iq represents the charge of the ionised form of the relevant residue (which is -1 for acids and +1 

for bases) and ( )w p
sol i iG AH A→ −∆∆ → consists of the first two terms of Eq. 12. The full derivation of Eq. 13 

has been discussed in detail elsewhere.151,177   

In general, it is useful to evaluate the free energy of an ionised group by first considering the self-

energy of ionising this group when all other ionisable groups are uncharged, and then considering the 

effect of charging all other groups to their given ionisation state. Thus, we can express the pKa of each 

group of the protein by: 

 
arg

, , int, ,
p p p ch es
a i app i i a ipK pK pK pK= = + ∆  (14) 

 
In this equation, pKint,i is the pKa that the ith group in the protein would have if all other groups were 

neutral (i.e. the “intrinsic” pKa), arg
,

ch es
a ipK∆ represents the effects of charging all other ionisable groups to 

their ionised state, and ,app ipK represents the apparent (actual) pKa of the ith ionisable group. Based on 

this, Equation 13 can now be re-written to give: 

 
arg

, , , ,2.3
p w w p ch esi
app i a i self i a i

q
pK pK G pK

RT
→= − ∆∆ + ∆  (15) 

 
Where selfG∆∆ is the self-energy associated with charging the ith group in its specific environment. 

This equation has been discussed in great detail elsewhere151,155,177. In this work, we followed our 

general strategy of evaluating the electrostatic energies in two cycles, where we first evaluate the self 

energy when all ionisable residues (with the exception in some cases of very close neighbors) are kept 

neutral, and then continue the thermodynamic cycle by evaluating the effect of the ionisable residues 

macroscopically155, using a distance dependent dielectric constant (see e.g. Ref.155 for further details). 
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Here, we return to the same approach and evaluate argch es
apK∆ classically. We must point out in this 

respect that we do not find any compelling reason to evaluate this contribution quantum mechanically, 

since it mainly depends on the compensating dielectric that represents the protein and water 

reorganisation energies, which should be evaluated classically or represented by an effective dielectric 

constant. 

Here, we demonstrate the use of the methodology presented in Sections II.1. and II.2. for evaluating 

the free energy of solvation of the sidechains of Asp3 in the bovine pancreatic trypsin inhibitor (BPTI) 

and Lys102 in the T4 lysozyme (with an M102K mutation) relative to acetate and methylamine in 

solution respectively for both neutral and charged species. Both acetate and methylamine were solvated 

by a sphere of explicit water molecules with a radius of 16Å (Fig. 2, Region I), as well as two charges (a 

dipole) representing the rest of the system. In the case of the protein, however, Region I was defined as 

not only all water molecules but also all electroneutral groups within a radius of 10Å of the relevant 

sidechain (this amounted to 16 electroneutral groups for BPTI and 34 for lysozyme, designated as “P” in 

Fig. 2b). The smaller Region I radius in the protein in comparison to in water was necessary due to the 

much larger overall system size (this should not be confused with the size of the system in the classical 

AC simulation). Table 1 shows the number of explicit water molecules solvating different systems, as 

well as radii for Regions I and II for all systems studied. All solvent molecules have been represented by 

the ENZYMIX force field153. In our simulation model, the sphere of explicit water molecules is 

surrounded by a surface region, the average polarisation and radial distribution of which are determined 

by the surface-constrained all-atom solvent (SCAAS) model134,178,213. This surface region is embedded in 

a bulk continuum region with ε=80 (the appropriate value of ε depends on the electrostatic treatment and 

should be determined by using benchmarks that can, in addition, weed out unreliable treatments of 
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electrostatics177). Finally, the long-range interactions are treated by the local reaction field (LRF) 

approach179. 

 

Radius of Regions I 

and II  in Å 

Number of Explicit Water Molecules 

Solvating Different Systems 

 

System 

Region I Region II Neutral Charged 

Acetate 16 16 560 562 

Methylamine 16 16 561 561 

BPTI 10 20 729 728 

Lysozyme 10 20 317 317 

Table 1. Summary of the solvation model used. 

 

All MD simulations presented here were performed using the MOLARIS simulation package153. The 

classical adiabatic charging FEP calculations were performed in 26 steps of 10 (model compound in 

water) or 50ps (protein sidechain) each, in both the forward ( 0( 0 )sol COSMOG Q Q∆ = → ) and backward 

( 0( 0)sol COSMOG Q Q∆ → = ) directions. The average of the forward and backward charging processes was 

then used as the appropriate value for 0( 0 )sol COSMOG Q Q∆ = →  in the cycle shown in Fig. 1. 

The remaining terms from Eq. 2 were obtained using combined QM/MM calculations.  

In each case, we first relaxed the system in either a 25 (solution) or 50ps (protein) long simulation, 

using 1 fs time steps and then ran either 250ps (model compounds in solution), 500ps (Asp3 sidechain of 

the bovine pancreatic trypsin inhibitor) or 1ns (Lys102 sidechain of the M102K T4-lysozyme mutant) 

simulations to evaluate the remaining terms of Eq. 7. When performing our QM calculations, we used 

the mean solvent potential, averaged over 200MD steps (i.e. m = 200). All QM calculations were 
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performed using the G03 software package214, the 6-31+G* 5D basis set and the MPW1PW91 hybrid 

functional215. The Merz-Kollman scheme216 with default atomic radii was used to determine charges on 

atoms to be used later in the MD simulations. Finally, the combined QM/MM calculations were 

performed using a specially adapted version of MOLARIS (as outlined in Ref.62), with the Gaussian03-

MOLARIS communication being facilitated by Perl scripts based on the Gaussian Output Tools 

package217. 

 

III. Specific Examples 

 
III.1. Calculating the Sidechain pKa of Asp3 in the Bovine Pancreatic Trypsin Inhibitor (BPTI) 

 

Our initial test case for the validity of our QM/MM-FEP model was to evaluate the pKa of the Asp3 

residue in the bovine pancreatic trypsin inhibitor (BPTI). This is a small protein, comprised of only 58 

residues, and the residue of interest lies fairly close to the surface of the protein. The atomic positions 

were taken from the X-ray study of BPTI reported in 1975 by Diesenhofer and Steigenmann at 1.5Å 

resolution218, and the pKa value of this residue has been determined by nuclear magnetic resonance 

studies219 to be ~4.0 (compared to a w
apK of 3.9). The position of this residue on the surface of BPTI is 

shown in Fig. 4. In this figure, the protein is shown in violet, Asp3 is coloured by atom type, and all 

electroneutral groups within 5Å of this residue (which were explicitly defined in the QM/MM 

calculation) are shown in magenta. 

Before evaluating the energy change involved in ionizing an acid in a protein, it is important to 

consider the cost of the ionisation of the corresponding acid in water.  The solvation free energy for this 

process has been discussed in detail elsewhere134,152, where it was demonstrated the solvation free energy 

of the ionized acid in water is roughly -80 kcal/mol (the experimental value for the acetate ion / aspartate 
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is -80.7 kcal/mol220). The solvation free energy of the unionised acid in water is roughly -10 kcal/mol. 

Since the observed pKa values are quite similar in water and proteins (papK  and w
apK ), we expect 

∆∆Gsolv to be approximately -70 kcal/mol both in water and in the protein. 

 

 

 

Figure 4. The position of the Asp3 sidechain on the surface of the bovine pancreatic trypsin inhibitor (BPTI). 

The protein is shown in violet, and Asp3 is coloured by atom type. Also highlighted are all water molecules and 

electroneutral groups (shown in magenta) within 5Å of Asp3. 

 

 The most challenging part in calculations of the free energy of solvation is the correct evaluation 

of the terms contributing to Eq. 6. In order to accurately obtain the values of 
( )E Q

and 0( )COSMOE Q
, it 

was necessary to perform the sampling over production runs of 250 and 500ps in solution and protein 

respectively. Fig. 5 shows the sum of the LRA terms of Eq. 6 over the course of the production run for 

all systems studied. From this figure it can be seen that even in the protein, Eq. 6 converges within the 
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first ~75 ps of the simulation, and, in all cases, convergence is to within 1 kcal/mol. The energy 

breakdown for the overall free energies of solvation of the acetate ion in water and the Asp3 sidechain of 

BPTI is shown in Table 2. Here, our values for both the acetate ion in water as well as for Asp3 in BPTI 

are in good agreement with what would be expected from experimental values. Thus, we can substitute 

the solvation free energies shown in Table 2 for the relevant values in Eq. 13 to obtain an 

intrinsic apK of 5.6 (based on a value of 3.9 for w
apK ). We have also calculated argch es

apK∆ separately, for 

which we obtain a value of -0.8. Substituting these values back in Eq. 14 gives us an apparent pKa of 4.8 

for this residue, which is within ~1 pKa unit of the experimentally expected value for papK (i.e. an error 

of 1 kcal/mol). 

 

   

 
System � �0

sol COSMO∆G (Q = 0 Q )  cav∆G  QM/MM Correctiona 
solv∆G  solv∆∆G  

Acetate (Neutral) -12.4 1.3 3.9 -7.2 

Acetate (Charged) -79.8 1.5 4.6 -73.7 

 

 

-66.5 

Asp3 (Neutral) -13.0 -- 2.9 -10.1 

Asp3 (Charged) -79.0 -- 4.7 -74.3 

 

-64.2 

Table 2. The contributions to the overall free energies of solvation of acetate in water and the Asp3 sidechain of 

BPTI.  

a “QM/MM Correction” denotes the contribution from the LRA terms of Eq. 6. All energies given in kcal/mol. 
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Figure 5. The contribution to the total free energy of solvation from the LRA terms of Eq. 6. (a) shows the free 

contribution for acetate in water, and (b) shows contribution for the Asp3 sidechain of the bovine pancreatic 

trypsin inhibitor (BPTI). In both cases, the neutral form is shown in blue and the ionised form in magenta. 

 

III.2. Calculating the Sidechain pKa of Lys102 in T4-Lysozyme Mutant 

 

 Having obtained promising results for a surface residue on BPTI, we have extended our 

validation study to evaluate the pKa of Lys102 in the M102K T4-lysozyme mutant221. The M102K 

crystal structures (obtained at pH 6.8 with1.9Å resolution) used is very similar to the wild type T4 

lysozyme, with the only significant difference being the increased mobility of Lys102 and the Glu108 – 

Gly113 α-helix relative to the WT enzyme.  The pKa of Lys102 in this mutant form of T4-Lysozyme 

was measured by NMR and differential titrations221 to have a large downward shift of four pKa units (i.e. 

a p
apK of 6.5 relative to a w

apK of 10.5 for lysine), corresponding to a significant destabilisation of 

between 2 to 9 kcal/mol over a pH range of 10 to 3 respectively185.  

(a) (b) 
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Figure 6. The position of the Lys102 sidechain in the M102K lysozyme mutant. The protein is shown in violet, 

and Lys102 is coloured by atom type. Also highlighted are all water molecules and electroneutral groups (shown in 

magenta) within 5Å of Lys102. 

 

 Fig. 6 shows the position of Lys102 in a hydrophobic pocket of the mutant T4-lysozyme221. 

Evaluating the pKa of a buried residue presents a particular challenge, as unlike with surface residues, 

the protein can be expected to undergo a significant conformational response to a change in the 

protonation state. Such a major conformational reorganisation was  indeed observed in a previous 

QM/MM-FEP study of the M102K mutant, which, while obtaining a pKa shift in the right direction, 

overestimated this shift by up to 11.6 pKa units185 (i.e. ~16 kcal/mol). This problem occurred despite 

running simulations of >10ns for each λ frame, and is most likely due to the fact that the approach used 

inherently constrains the system such that it cannot properly respond to the protonation-induced 

conformational change. 
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System � �0
sol COSMO∆G (Q = 0 Q )  cav∆G  QM/MM Correctiona 

solv∆G  solv∆∆G  

Methylamine (Neutral) -7.6 1.3 2.6 -3.7 

Methylamine (Charged) -82.8 1.5 3.6 -77.7 

 

 

-74.0 

Lys102 (Neutral) -2.2 -- 2.9 0.7 

Lys102 (Charged) -68.5 -- 2.6 -65.9 

 

-65.2 

Table 3. The contributions to the overall free energies of solvation of methylamine in water and the Lys102 

sidechain of the M102K T4-lysozyme mutant.  

 

a “QM/MM Correction” denotes the contribution from the LRA terms of Eq. 6. All energies are given in 
kcal/mol. 

 

 

 

Figure 7. The contribution to the total free energy of solvation from the LRA terms of Eq. 6. (a) shows 

the free contribution for methylamine in water, and (b) shows contribution for the Lys102 sidechain of 

the M102K mutated T4-lysozyme. In both cases, the neutral form is shown in blue and the ionised form 

in magenta. 

(a) (b) 
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Fig. 7 shows the sum of the LRA terms of Eq. 6 over the course of the production run for all systems 

studied (methylamine in water and the Lys102 sidechain, both neutral and charged). From this figure, it 

can be seen that this sum again converges quite rapidly to within 1 kcal/mol. The energy breakdown for 

the overall free energies of solvation of methylamine in water and the Lys102 sidechain of lysozyme are 

shown in Table 3. Once again, we have substituted the solvation free energies shown in Table 3 for the 

relevant values in Eq. 6 to obtain an intrinsic pKa of 3.9 (based on a value of 10.4 forw
apK ), which, 

combined with our very small calculated value of argch es
apK∆ (0.10 in this case) gives us an apparent pKa 

of 4.0. This is within 2.4 p
apK units of the experimental value, with the shift in the right direction 

(experimentally, a downward shift of 4 pKa units is obtained221 and here we obtain a downward shift of 

6.4 pKa units, i.e. an error of ~3kcal/mol). This is clearly a great improvement on the previously 

calculated value for this residue185, and is unaffected by the fact that we are evaluating the sidechain pKa 

for a residue that is buried deep in a hydrophobic surface rather than a surface residue for which the 

calculation is expected to be far more straightforward (as there is a much smaller likelihood of 

significant conformational responses to the change in protonation state). Our obtained error may be a 

reflection of several factors. Firstly, the classical energetics in solution could be overestimated due to the 

fact that the solute-solvent van der Waals parameters were not refined for the COSMO charges. 

Secondly, the energetics in the protein could be underestimated since we have not used a polarisable 

force field (see the references cited earlier for the induced dipole contributions). In fact, much more 

reliable results for pKa calculations have been obtained from our earlier classical calculations179, but this 

is not the point of the present work, where instead we focus on exploring the performance of proper 

QM/MM-FEP calculations. Also, note that in the related cases of enzyme catalysis, we will be dealing 
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with energy differences of ~7 kcal/mol. Thus, an error of 3 kcal/mol falls within an acceptable range in 

order to determine the main contributions to the catalytic energy of enzymes.  

 
III.3. Additional Examples 

 
 While our main focus here is the use of QM/MM-FEP for pKa calculations in proteins, it is 

important to briefly consider some other relevant examples. 

 
III.3a. Solvation Calculations 

 
 The appreciation of the importance of properly sampling QM(ai)/MM surfaces has led to several 

advances in this direction14,15,19,56-62,222. A major focus of several of these studies19,58-61,222 has been 

based on different variations on the idea15,56 of using a classical potential as a reference for QM/MM 

calculations. Most notably, a recent work introduced an approach for accelerated QM(ai)/MM-FEP 

calculations62 by means of an averaging potential in which the average effect of the fluctuating solvent 

charges is accounted for by using equivalent charge distributions, which are updated every m steps. This 

approach was then rigorously examined by evaluating the solvation of a water molecule and formate ion 

in water, as well as the dipole moment of water in a water solution. Here, several models for the 

representation of the solvent were tested in terms of accuracy and efficiency, and particular attention was 

paid to the convergence of the calculated solvation free energies and the corresponding solute 

polarization (an example of this is demonstrated in Fig. 862). The most effective model was found to be 

one in which the system is divided into an inner region with N explicit solvent atoms, and an external 

region with two effective charges (as illustrated in Fig. 2a). However, different models were considered 

in terms of both the division of the solvent system and the update frequency, and, remarkably, it was 

found that different averaging potentials eventually converge to the same value, though some provide 

more optimal ways to obtain the final QM(ai)/MM converged results than others (a complete discussion 
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and proof of this point can be found in Ref.62). This approach was demonstrated to allow for a 

computational time saving of up to 1000x over calculations that evaluate the QM(ai)/MM energy at 

every time step, while obtaining properly converging results, thus making an excellent example of a 

convergence study. 

 

 

 

 

 

  

 

 

 

 

Figure 8. Average (a) solute-solvent interaction energy and (b) solute polarization energy, along a 10 ps 

simulation of HCOO- solvated by water (using the same solvation model as that presented in Fig. 2b)62. The fact 

that the final sum of <Eint> and <Epol> is independent of m cannot be realised from this figure, but rather from 

Fig. 9 of Ref.62. 

 

A practical application of this approach was demonstrated in a study of the stability of different 

anionic tautomers of uracil202. It is believed that the anionic states of nucleic acid bases play a role in the 

radiation damage processes of DNA223, making them the subject of intensive experimental and 

theoretical studies224-233. Recent studies have suggested that excess electron attachment to the nucleic 

acid bases can stabilize some rare tautomers such as imine-enamine tautomers and other tautomers in 
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which a proton is being transferred from nitrogen to carbon sites234-236. However, early computational 

studies234,235 on these compounds did not focus on accurately predicting the stability of the important 

anionic tautomers of nucleic acid bases in solution (that is, the relative stability of the most stable 

tautomers was only estimated at the DFT level, with the solvent effects being simulated by means of 

continuum models). Recently, the use of accelerated QM(ai)/MM-FEP simulations using an averaging 

potential as outlined above demonstrated that three of the recently identified anionic tautomers are 6.5–

3.6 kcal mol−1 more stable than the anion of the canonical tautomer while obtaining convergent 

results202. Thus, this approach is easily applicable to the study of biologically relevant reactions in 

solution. 

 
III.3b. Redox Calculations 

 
  
 Calculations of redox and electron transport properties by classical force fields and by simplified 

solvent models have been quite effective at providing detailed insights into redox potentials and 

reorganization energies165,166,169,172,237-242. The treatment of the charge of the redox centers243 and even 

the coupling between redox centers244,245 has been effectively achieved by semi-empirical approaches. 

However, the current challenge to computational chemists is the correct evaluation of redox potentials 

and reorganization energies by means of QM(ai)/MM approaches, and some advances along this line 

will be mentioned below. 

 A recent computational study57 has reported detailed calculations of the reduction potentials of 

the blue copper proteins plastocyanin and rusticyanin by means of a QM/MM all-atom FDFT method 

(which was introduced in Section I), in which the reaction centre and its closest residues and water 

molecules are treated by an ab initio approach, whereas the protein residues further away are represented 

with a classical forcefield. This study manages to reproduce the difference between the reduction 

potentials of the two blue copper proteins in a reasonable way57 (obtaining, however, more quantitative 
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results by the classical approach), and demonstrates that the protein permanent dipoles tune down the 

reduction potential for plastocyanin in comparison to the active site in regular water solvent, whereas in 

the case of rusticyanin, the reduction potential is instead tuned up. Also, the electrostatic environment, 

which is the major effect determining the reduction potential, is a property of the entire protein and 

solvent system, and thus cannot be ascribed to any particular single interaction57. It should be noted that 

this work was done before the implementation of the present average potential approach, and thus has 

not used the powerful cycle of Fig. 1. However, the FDFT approach appears to provide a consistent and 

effective way for reproducing the configurational ensembles needed for consistent ab initio free energy 

calculations. 

 Finally, the evaluation of reorganization energies by QM(ai)/MM approaches was also recently 

reported by several workers246,247. These studies were based on the formulation introduced by 

Warshel248, which has been effectively used in classical studies238,248. More progress along this line is 

clearly expected. 

 

III.3c. The Surface for Phosphate Ester Hydrolysis 

 

 Phosphate ester and anhydride hydrolysis is ubiquitous in biology, and is involved in, amongst 

other things, signal transduction, energy production, the regulation of protein function, as well as many 

metabolic and signaling pathways249-251. Thus, over the past few decades, significant effort has been 

invested into attempting to understand phosphate hydrolysis18,252-265. However, despite the intensive 

effort in the field, the precise nature of both the solution and enzyme-catalyzed reactions remain highly 

controversial, and attempts to imply that such controversy does not exist are highly unjustified266. 

Additionally, recent theoretical studies have demonstrated that key physical organic chemistry 
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approaches to elucidate reaction mechanisms are in actual fact ambiguous and cannot be used to reach 

any unique mechanistic conclusions18,262,264,265.  

 

 

Figure 9. Free energy surface for the hydrolysis of the methyl phosphate dianion (MeOPO3
2-). Here, RS denotes 

the reactant state, PS the product state, and TS1 and TS2 associative and dissociative transition states 

respectively264.  

 

The transition states for phosphate hydrolysis reactions have traditionally been classified as either 

associative or dissociative267,268, according to the distance between the reacting phosphate and the 

leaving group. The controversy with regards to the nature of the transition state for phosphate hydrolysis 

arises from the fact that the reaction can in principle proceed through multiple pathways (for detailed 

RS 

PS TS1 

TS2 
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discussion of the potential mechanisms see Refs.18 and 262-265), and the energies of the transition states 

for these pathways are relatively high making it very difficult to characterize such transition states 

experimentally via key intermediates. Thus, the only decisive way to determine the preferred reaction 

mechanism is by means of theoretical studies of the full reaction surface, an approach that allows for the 

fact that there are multiple mechanistic possibilities for phosphate hydrolysis, and allows for their direct 

comparison. Several such studies have already been performed, addressing some of the key mechanistic 

controversies in the field18,262,264,265, and an example of such a surface is shown in Fig. 9.  

To date, these works have been predominantly studies of the surface for the solution reaction, which 

were generated by use of implicit solvation models. However, when studying enzyme-catalyzed 

reactions in particular, it is necessary to use explicit solvent molecules rather than an implicit solvation 

model in order to be able to accurately model the interaction of the substrate with the surrounding 

system, and, ultimately, the key controversies in this field are likely to only be resolved by QM/MM and 

related calculations. In fact, it has become quite popular to study enzymatic reaction mechanisms by 

means of QM/MM energy minimization, such as some recent studies on DNA Polymerase β (Pol β) 

catalysis and fidelity50,269-271. However, such un-calibrated and un-validated studies are problematic on 

several counts, even when they manage to serendipitously reproduce the observed reaction barrier. 

Firstly, as was also discussed in the introduction, configurational sampling is very important as one 

usually gets different barriers with different energy minimized starting points. However, if QM/MM 

(even QM(ai)/MM) is performed with proper sampling, the obtained barrier is independent of the 

starting structure, thus circumventing this problem17,62, as was demonstrated in Refs. 45 and 215.  

Additionally, QM/MM studies in proteins need to be validated by first taking into account the reference 

reaction in water, as was done in a recent careful study of a part of the Pol β mechanism by Xiang et al78. 

Finally, even in the case of enzymatic reactions, it is important to take into account the full reaction 
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surface (after of course carefully examining the reference reaction in solution) in order to be able to 

make conclusive decisions with regards to the preferred pathway.  

 

 

 

 

 

 

 

 

 

 

Figure 10. A comparison of reaction profiles obtained by the COSMO solvation model (red) and the QM/MM-

FEP approach presented in this work (blue) for hydroxide attack  on the 4-nitro substituted methyl phenyl 

phosphate diester shown to the right, as a function of distance between the phosphorus atom being attacked and 

the oxygen atom of the incoming nucleophile (P-Onuc distance). Distances are given in Å, and energies (relative to 

the diester and hydroxide at infinite separation) are given in kcal/mol. 

One such step in this direction was taken by a recent computational study that generated the free 

energy surface for the GTPase reaction of the RasGAP system by means of ab initio QM/MM free 

energy calculations18, demonstrating that whilst the overall surface is quite flat, the lowest transition 

state is associative. Ultimately, however, the accuracy of QM/MM approaches is not measured by the 

basis set, level of theory, simulation length, software used, and other such arbitrary factors, but rather in 

the ability of the approach to accurately reproduce relevant biochemical observables, such as pKas. To 
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date there is not a single work that has successfully reproduced such information by means of QM/MM 

energy minimization, an issue that should not be a problem with a free energy approach that uses correct 

sampling, as was demonstrated here. At present, further detailed QM(ai)/MM-FEP studies of the 

mechanism of phosphate hydrolysis both in solution and in related enzymatic systems by means of our 

accelerated QM(ai)/MM approach are currently underway in our research group. A preliminary example 

of such studies is shown in Fig. 10, which shows a comparison of 1D-reaction profiles obtained by 

COSMO and QM/MM-FEP for hydroxide attack on a 4-nitro substituted methyl phenyl phosphate 

diester. 

 

IV. General Comments 

 

Evaluating electrostatic energies in proteins presents a major bottleneck in the process of quantitative 

structure-function correlation: that is, even though we are obtaining increasingly improved high-

resolution structures of complex enzymatic systems272 (thus allowing us greater insights into the 

structure-functional relationships273,274), accurately calculating of the pKas of ionisable groups in 

proteins still remains a major computational challenge. However, this issue is of key importance, not 

only due to the central role of ionisable groups in maintaining the structure and function of 

biomolecules, but also due to the fact that the availability of reliable experimental information makes 

pKa calculations an important measure of the accuracy of electrostatic calculations in general and 

QM/MM calculations in particular. Although the crucial need for sampling QM/MM calculations has 

been highlighted by empirical valence bond studies42,43 as early as 1980, the issue of the accurate 

treatment of electrostatics for QM/MM methods is one that is only recently being addressed by the wider 

scientific community25,62,185,186,189,275-277. The importance of proper sampling is particularly challenging 
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when one uses ab initio QM representations in QM/MM calculations, and this issue is the main point of 

the present work. 

Solution pKas have been evaluated using experimental gas phase energies with calculated solvation 

energies278, as well as by using quantum mechanical calculations of gas phase energies with a 

macroscopic estimate of the solvation energy279,280 and also by a combination of gas-phase ab initio 

charges and FEP calculations281. However, this is almost trivial in comparison to the challenges involved 

in evaluating pKas in proteins. For instance, in solution, one can obtain an almost perfect agreement 

between calculated and experimental pKa values merely by calibrating the empirical van der Waals278 or 

Born radii, whereas in a protein, the pKa is different in a different region so a pre-defined radius cannot 

consistently reproduce the correct value for the entire protein. Correctly evaluating free energy changes 

in proteins (and also in solution) by classical MM or by QM/MM approaches often requires very 

extensive averaging over the configurational space of the protein. Thus, merely performing simple 

minimization as is done in gas-phase QM calculations is not sufficient in order to effectively evaluate 

the activation energies of chemical reactions in proteins49. However, evaluating the free energies of 

QM(ai)/MM surfaces is extremely challenging due to the need for the extensive evaluation of the 

QM(ai) energies. Therefore, even though several innovative strategies have already been suggested for 

accelerating the QM(ai)/MM sampling14,15,56,64,65,198, there is a clear need for more “mainstream” 

approaches than can help obtain converging QM(ai)/MM free energies (particularly for examining free 

energy changes in proteins) within reasonable computational cost.  

The approach we present here is an extension of our previous work in solution62,217 and has been 

extensively validated for small model systems62. Our protocol for obtaining free energies is effectively a 

two-step approach: first, we perform classical MD simulations in order to obtain the classical solvation 

free energy by means of the free energy perturbation adiabatic charging (FEP-AC) procedure. Here, it is 

assumed that the solvated molecules have the charge distributions obtained by standard ab initio 
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continuum approaches (or, in the case of the protein, by a few steps of QM/MM). We subsequently 

refine the free energy of solvation by taking into account the real, average protein/solvent charge 

distribution over the course of a QM/MM simulation, which reflects the polarisation that is caused by 

the explicit water molecules used in our solvation model. This was obtained by use of our accelerated 

QM/MM simulation (where the QM energy of the solute is evaluated in the mean solvent potential, with 

an averaging every 200 MD steps). We have used this method to evaluate the sidechain pKas of Asp3 

and Lys102 in the bovine pancreatic trypsin inhibitor (BPTI) and the M102K T4-lysozyme mutants 

respectively. In both cases, we obtain values that lie within ~2.5 pKa units (i.e. 3 kcal/mol) of the 

experimental value. 

Our result for Lys102 in the T4 lysozyme is of particular interest. Here, we are examining a charged 

residue that is positioned well into a hydrophobic pocket in the protein221. A previous QM/MM-FEP 

study185 obtained a very large error in the pKa shift (up to 11.6 pKa units, i.e. approximately 16 

kcal/mol), despite running simulations of >10ns per frame. It was argued that the difficulty in obtaining 

an accurate result for this residue was due to the fact that whilst Lys102 is deprotonated in the X-ray 

structure, the protein is highly destabilized when this residue is protonated resulting in a major 

conformational re-organization. Even though such a significant conformational response to a change in 

the protonation state may be expected for most buried residues, the approach used in this study only 

allows for limited conformational flexibility. The relationship between pKa and protein conformation has 

been discussed in detail elsewhere282-286. That is, it has been argued that the large differences between 

pKas calculated using different crystal structures indicate the importance of conformational effects287. 

However, this overlooks the fact that the pKa simply reflects the average effect (free energy) of all 

relevant conformations. Therefore, the important issue is to obtain a reliable averaging over different 

conformations. While such an averaging will not necessarily improve the obtained values, it will provide 

results that are more robust. Thus, it is important to have correct averaging over both the ionised and 
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neutral states. If this exists, a situation such as the conformational re-organization of lysozyme upon the 

protonation of the lysine should not significantly affect the calculated pKa value. We have demonstrated 

that this is the case with the protocol here: regardless of whether we are examining a surface residue or 

one buried deep in the hydrophobic pocket, we do not obtain an error greater than ~3 kcal/mol. 

Additionally, even though the error obtained here may seem large, it is important to bear in mind that 

when examining enzyme catalysis, we are dealing with energy differences of up to 7 kcal/mol. As such 

even an error margin of 3 kcal/mol is sufficient in order to be able to determine the main contributions to 

the 7 kcal/mol catalytic energy, thus providing a useful tool for structure-function correlation studies. 

Therefore, we believe that our accelerated QM/MM is a highly efficient and powerful tool to predict the 

electrostatics of not only solution but also enzymatic reactions, as well as the solvation free energies of 

even larger systems, such as nucleic acid bases incorporated into DNA202, and studies to demonstrate 

this are already underway in our group.  

It should be noted at this point that there has recently been an interesting study288 that uses a 

thermodynamic integration approach to calculate the pKa of residue 66 in two Staphylococcal nuclease 

mutants (V66E and V66D). Amongst other things, this work addresses a similar issue as our earlier 

study289, namely the challenge of evaluating the pKas of groups that are located in non-polar regions in 

proteins, where macroscopic models would predict a much larger pKa shift than that observed 

experimentally290-292. Our work289 (that used a novel overcharging approach to accelerate water 

penetration and local unfolding) reproduced the observed pKa of V66E with small local rearrangements 

and some water penetration. On the other hand, Ref.288 concluded that E66 moves spontaneously to the 

solvent region within 500ps of the 6ns total simulation time. This work involves some 

misunderstandings. First, in contrast to the claims of Ref.288, we never suggested any major 

conformational changes in our original study, but rather we proposed limited local unfolding (as shown 

in Fig. 5 of Ref.289). Furthermore, the conformational changes of E66 found in Ref.288 where first 
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identified by our overcharging approach (again see Fig. 5 of Ref.289), but not as a minimum on the free 

energy surface of the ionized residue. The difference may well be due to the extra stabilization of the ion 

pair formed between E66 and Lys63 in the simulations performed in Ref.288. In our view, the ion pair 

effect cannot explain the observed pKa (a point supported by related experiments293). Probably, the ion 

pair effect reflects non-perfect boundary conditions that do not provide a high enough dielectric constant 

for the ion pair, and this issue will have to be explored in subsequent studies. In fact, it should be pointed 

out that we have invested extensive effort into reproducing these results, and we neither observe a 

dramatic conformational change, nor any significant effect due to the presence of the ion pair. 

Nevertheless, this recent work by Ghosh and Cui288 demonstrates that nice progress is being made 

towards addressing more challenging pKa problems. 

 

V. Perspectives 

 

The ability to perform QM(ai)/MM calculations of solvation free energies provides an important 

departure from studies that involve continuum models. That is, there are key questions in biochemistry 

whose resolution critically depends on the nature of the reference solution reaction. An excellent 

example is the mechanism of phosphate hydrolysis in solution and the reaction  of the ribosome294-300 as 

well as other key reactions. In each of theses cases there is major controversy about the nature of the 

reference reaction where recent theoretical studies prove conclusively that the key physical organic 

chemistry approaches used to resolve mechanistic problems cannot provide any unique mechanistic 

conclusions18,262,264,265. This means that the key controversies in the field will eventually be resolved by 

QM/MM and related calculations. Here one can start with simplified solvation models (e.g. continuum 

models such as PCM, COSMO or the LD model) but this led to controversies and confusion, including 

the recent suggestion to use a mixed solvation model where the calculations are performed in a 
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continuum with a certain number of explicit water molecules added to the system301,302. However, this 

approach is hugely problematic on several counts. For example, the presence of explicit water molecules 

will make accurate transition state determination without mapping the full surface virtually impossible, 

as the non-bonding interactions brought about by the loosely bound species introduced into the system 

will create a large number of soft vibrations that could seriously complicate the accurate identification of 

the correct transition state262,263. Of great importance when examining a solvated system is to have 

correct boundary conditions for the interaction between the solute and the bulk, and it is questionable 

whether solvation models which mix continuum and explicit water accurately reproduce these boundary 

conditions (or, indeed take into account the entropic contribution of the explicit water molecules to the 

overall free energy barrier). The issue of proper polarisation boundary conditions between the explicit 

and continuum regions has been explored and emphasized in many of our works133,213,278, and has also 

received recognition recently by workers other than us303. Basically, the problem is that the water 

molecules in the first solvation shells will be over-polarised if they are not subjected to polarisation 

constraints that properly represent the effect of the rest of the system in the true infinite system. This 

situation becomes in turn more serious when one only uses a few water molecules immersed in a 

continuum model. Here, the explicit water molecules are not likely to have the correct orientation of the 

corresponding molecules in an explicit infinite system. This issue can be easily tested by simply taking 

four water molecules in a continuum and checking whether the minimized structure has any similarity to 

the corresponding simulated structure of water in a large simulation system. In a similar problem, three 

water molecules near an ion will always be over-polarised relative to the polarisation of the nearest 

neighbors in a large water sphere.  

Perhaps a more serious problem is the fact that the inclusion of several explicit water  molecules in a 

continuum model combined with an energy minimization treatment would require the evaluation of the 

entropic effect associated with the explicit solvent molecules (this effect is included implicitly in the 



 

51 

continuum model) , an issue which has effectively been ignored by previous studies of phosphate 

hydrolysis that utilize such an approach301,302,304. Therefore, unless one is specifically interested in the 

chemistry (e.g. proton transfer) associated with the presence of a few explicit water molecules, having a 

mixed model is problematic and it seems to us that one has to either use a well calibrated simplified 

model (such as Langevin Dipoles or Poisson-Boltzmann) or a QM/MM model with a proper convergent 

free energy treatment62. These requirements are covered by our approaches. Additionally, including a 

polarisable force field in the description of the solvent is also rather trivial and has been implemented in 

many of our treatments112,134,152,153,305. What is still missing in the current model is a proper treatment of 

charge transfer to the solvent. This feature can be incorporated in the CDFT approach73, but more studies 

are needed to establish the viability of this approach. 

As has been seen here, hybrid quantum mechanical / molecular mechanical simulations are becoming 

an increasingly popular tool for understanding biochemical and biophysical systems on a molecular 

level, and significant progress has been made in this direction over the past few years. Of particular 

interest are the FDFT/CDFT approaches which allow for the entire protein to be represented quantum 

mechanically, as well as progress in reliable ab initio QM/MM free energy perturbation calculations with 

proper sampling. At present, the limiting factor in both cases is computational cost. However, as 

computers become increasingly more powerful, this is an issue that will become less and less of a 

problem, and this in turn will ultimately allow us to evaluate the potential of mean force (PMF) for 

enzymatic reactions by QM(ai)/MM approaches, which is currently extremely challenging49,62 due to the 

requirement of very extensive sampling which results in the computationally expensive repeated 

evaluation of the QM/MM energies. Additionally, earlier work has cast an interesting light on the 

relationship between solvent fluctuations and the convergence of QM(ai)/MM calculations62, which can 

be exploited in QM(ai)/MM free energy calculations that do not keep the solvent fixed but rather allow 

the solvent to fluctuate. 
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The idea of using a reference potential in sampling complex88,306 or very expensive56,72 surfaces 

is becoming a powerful tool in QM/MM studies and is likely to be explained in mainstream approaches 

either in its current form or in the closely related metadynamics method. Here, the issue of choosing the 

best reference potential can be complicated. In the case of solvation problems, the best reference is 

obviously the given solute with a reasonable charge set. In the case of chemical reactions, we believe 

that the current best reference potential is the EVB potential and the best reaction coordinate is the EVB 

energy gap. However, looking for alternatives may result in more effective treatments.   

Essentially, we are dealing here with a new and rapidly emerging field with many users presenting 

different approaches. Therefore, judgments with regards to the accuracy of the work may be skewed by 

statements about ever increasing simulation lengths, the level of theory used, and comparisons to other 

workers who obtain similar results. Here, there is clearly a necessity for collective education, where it is 

essential to realize that only systematic validation studies on seemingly auxiliary results like pKas can be 

used to establish the accuracy of a method, and, additionally, only studies, which examine complete 

energy surfaces, can be used to establish conclusive mechanistic results. Thus, amidst all the potential 

confusion with regards to whom to believe (which risks giving highly qualified workers in the field a 

Cassandra complex), those who can correctly reproduce pKas and reference reactions in solution should 

be more believable than those who reproduce high level gas-phase SCF results (though of course this is 

not the case with gas-phase ab initio calculations where the results have become widely accepted, even 

by experimentalists). Ultimately, our hope is not only that QM/MM approaches become more widely 

used, but also that the understanding that the quality of the results does not only depend on technological 

aspects will slowly emerge for both the theoretical and the experimental communities. 
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