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Abstract: Phosphate hydrolysis is ubiquitous in biology. However, despite intensive research on this class of reactions, the precise nature of 
the reaction mechanism remains controversial. In this work, we have examined the hydrolysis of three homologous phosphate diesters. The 
solvation free energy was simulated by means of either an implicit solvation model (COSMO), hybrid quantum mechanical / molecular 
mechanical free energy perturbation (QM/MM-FEP) or a mixed solvation model in which N water molecules were explicitly included in the  ab 
initio description of the reacting system (where N=1-3), with the remainder of the solvent being implicitly modelled as a continuum. Here, both 
COSMO and QM/MM-FEP reproduce ∆Gobs within an error of about 2kcal/mol. However, we demonstrate that in order to obtain any form of 
reliable results from a mixed model, it is essential to carefully select the explicit water molecules from short QM/MM runs that act as a model for 
the true infinite system. Additionally, the mixed models tend to be increasingly inaccurate the more explicit water molecules are placed into the 
system. Thus, our analysis indicates that this approach provides an unreliable way for modelling phosphate hydrolysis in solution. 
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Introduction 

Phosphate ester hydrolysis is a crucially important reaction for many biological processes, being involved in amongst, other things, 
DNA and RNA synthesis, protein synthesis, as well as several energy and signal transduction processes[1-7].  Therefore, it is 
unsurprising that in recent years, many phosphatases have been identified as key drug targets for a wide range of diseases including 
(but by no means limited to) bipolar disorder, diabetes, obesity, various neurodegenerative diseases and even for cancer therapy[8-11]. 
Thus, these enzymes have become the focus of intensive research. Simultaneously, several research groups have been involved in the 
design of artificial catalysts for phosphate hydrolysis, often based on known enzyme structures[12-17]. 

Clearly, understanding the mechanisms of enzymatic phosphate ester hydrolysis is a problem of major therapeutic relevance. 
However, the study of enzymatic reaction mechanisms still presents a major computational challenge. Additionally, prior to undertaking 
a study of the enzymatic reaction mechanism, it is essential to have a clear understanding of the corresponding reaction in solution. 
Over the past few decades, significant research effort has been invested into the study of phosphate hydrolysis in solution (e.g. Refs.[4, 6, 

18-32]). However, despite frequent implications that many of the mechanistic issues have already been resolved experimentally[33, 34], the 
precise nature of both the solution and the enzyme-catalyzed hydrolysis reactions remains controversial[18, 23, 25, 27-29, 34-42].   

Part of the problem that limits our understanding of the detailed reaction pathways for phosphate ester hydrolysis (whether in 
enzymes or in solution) arises to a large extent from the fact that the energies of the transition states for these hydrolysis reactions are 
very high, thus making it quite hard to characterize such transition states by means of key intermediates (as is often done 
experimentally). There have been several recent computational studies on this reaction class[32, 39-46]. However, these have often been 
gas-phase studies (for a review, see Ref. [43]), which obtained barriers of for instance 80 kcal/mol (where the possible difference 
between having a minimum of a few kcal/mol and not having it is questionable). Additionally, none of these studies directly compared 
associative and dissociative reaction pathways for the same nucleophile and substrate. In fact, the few computational studies that 
do  directly compare associative and dissociative pathways (by means of mapping full free energy surfaces) have demonstrated that 
the interpretation of key experimental markers such as linear free energy effects and activation entropies for the elucidation of reaction 
mechanisms are ambiguous, and cannot be used to define a unique reaction pathway[26, 28, 47], thus highlighting the need for 
experimental work to be accompanied by careful computational studies (that of course reproduce the available experimental data) in 
order to be able to obtain conclusive mechanistic information.  

There are several computational techniques available for modeling reaction mechanisms in solution, one of which (that is slowly 
starting to gain popularity in studies of phosphate hydrolysis in solution) is the use of a so-called “mixed continuum model”, in which one 
or more water molecules are explicitly included in the ab initio description of the reacting system, and the remainder of the solvent is 
modeled implicitly as a continuum (see e.g. Refs[40, 48, 49] for examples of the use of such an approach). This is a cause of concern, as 
there are several potential pitfalls with such an approach, even if one where to ignore the inherent problems associated with generating 
adequate free-energy surfaces for phosphate hydrolysis in the presence of explicit water molecules (and with subsequent transition 
state identification)[27, 50]. Specifically, an issue of great importance when examining a solvated system is to have correct boundary 
conditions between the solute and the bulk, and it is highly questionable whether solvation models which mix continuum and explicit 
water accurately reproduce these boundary conditions. The issue of proper polarization boundary conditions between the explicit and 
continuum regions has been explored and emphasized in many of our former works[28, 51-53]. It has also received recognition by workers 
other than us[54]. In short, the problem with such an approach is that the water molecules in the first solvation shells will be over-
polarized if they are not subjected to polarization constraints that properly represent the effect of the rest of the system in the true 
infinite system. This situation becomes in turn more serious when one only uses a few water molecules immersed in a continuum model 
as was done in Refs. [40, 48, 49]. Here, the explicit water molecules are not likely to have the correct orientation of the corresponding 
molecules in an explicit infinite system. This issue can be easily tested by simply taking four water molecules in a continuum, and 
checking whether the minimized structure has any similarity to the corresponding simulated structure of water in a large simulation 
system. In a similar problem, three water molecules near an ion will always be over-polarized relative to the polarization of the nearest 
neighbors in a large water sphere.  

Perhaps a more serious problem is the fact that the inclusion of several explicit water molecules in a continuum model combined 
with an energy minimization treatment would require the evaluation of the entropic effect associated with the explicit solvent models 
(this effect is included implicitly in the continuum model), an issue which has been effectively been ignored by previous studies of 
phosphate hydrolysis that utilize such an approach[40, 48, 49]. That is, unless one is specifically interested in the chemistry (e.g. proton 
transfer) associated with the presence of a few explicit water molecules, having a mixed model is problematic, and at least logically, it 
would be much better to use either a well calibrated simple model, or a QM/MM model with proper free energy treatment. 
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Figure 1. Prototype for the series of substituted methyl phenyl phosphate diesters examined in Refs[27, 55]. In this work, we have re-examined hydroxide attack on the 
parent compound as well as the 4-nitro and 4-cyano substituted compounds, by use of different solvation models. 

 Ultimately, a proper theoretical study of any issue should be judged by its consistency, and by its ability to reproduce experimental 
benchmarks. We are not aware of any studies that have carefully evaluated and demonstrated the advantages of mixed solvation 
models which include several explicit water molecules with regards to these two requirements. In a recent computational study[27],  we 
reproduced the experimental LFER for hydroxide attack on a series of homologous substituted methyl phenyl phosphate diesters (Fig. 
1) in solution with high accuracy by use of a continuum model. Additionally, we demonstrated that despite the potential shortcomings of 
a continuum model relative to full explicit solvation, the continuum model used is actually quite reliable (see Supplementary Material of 
Ref. [27]). In this work, we have taken three of these compounds (i.e. the parent compound as well as the 4-nitro and 4-cyano substituted 
compounds), and generated 1-D free energy profiles for the hydrolysis of these compounds using three different solvation models. 
Specifically, we have compared calculated and experimental barriers when solvation is simulated by means of a simple continuum 
model, by means of hybrid quantum mechanical / molecular mechanical free energy perturbation approaches (QM/MM-FEP) and by 
means of mixed solvation models in which one, two or three water molecules are explicitly included in the system. In all cases, we have 
also evaluated the configurational entropy of each transition state. We demonstrate that both the simple continuum model and QM/MM-
FEP reproduce ∆Gexp to within 2 kcal/mol. Similarly, in the case of the mixed solvation models, it is possible to obtain reasonable results 
provided that the explicit water molecules have been carefully selected from short QM/MM-FEP runs with full explicit water molecules. 
However, if the explicit water molecule is chosen at random and merely allowed to optimize with the remainder of the reacting system 
(as was done in Refs. [40, 48, 49]), the reaction barrier is over-estimated by ~15kcal/mol compared to the experimental barrier when the 
entropic contribution of this extra water molecule is taken into account, making this approach highly unreliable for modelling phosphate 
hydrolysis in solution.  

Computational Methods 

One dimensional free energy surfaces where generated by careful reaction coordinate pushing while constraining the distance between 
the phosphorus atom and the attacking nucleophile (P–Onuc). Geometries were optimized at P–Onuc distances of 3.5, 3.0 and then 2.7 to 
1.8Å in 0.1Å increments. Also, as the transition state was approached, it was necessary to impose a constraint that keeps the distance 
between Onuc–Olg constant to prevent the leaving group from flying away (previous studies on the full 2-D free energy surface have 
shown that this region of the surface is very flat[27] and thus the imposition of this constraint is not expected to have a dramatic impact 
on the results). Structures for the relevant phosphate and attacking hydroxide were also optimized, in the absence of any constraints, 
and all energies throughout are given relative to the sum energies of these two moieties at infinite separation. All geometry 
optimizations were performed in the gas phase, using the 6-31+G* basis set and the MPW1PW91 hybrid functional[56]. Solvation was 
then simulated in one of three ways: by means of a single point correction to the SCF energy using the COSMO continuum model[57, 58] 
(in this case, the larger 6-311++G basis set was used), by means of QM/MM-FEP perturbation, and finally, by means of a mixed 
solvation model in which one, two or three water molecules where explicitly included in the gas-phase optimization using the smaller 6-
31+G* basis set, and then a single point correction to the SCF energy of the entire system was performed using COSMO/6-31++G**. In 
the final case, we generated 1-D reaction profiles both where the water molecules where either carefully selected from short QM/MM-
FEP runs, and when the conformation of the explicit water molecule was taken at random for comparison. All ab initio calculations were 
performed using the G03 software package[59].  
  QM/MM-FEP calculations were performed by means of our accelerated QM/MM approach, which was originally presented and 
thoroughly discussed in Ref.[47]. Also, the applications of this approach towards predicting the solvation free energies of small 
biomolecules in water and calculating the pKas of protein side chains have been demonstrated in Refs. [60] and [61] respectively. In this 
approach, the system is divided into two different regions: of main interest to us is the part of the system which changes (i.e. by 
chemical reaction), and this part of the system is designated as the solute. The remainder of the system is designated as the solvent. 
These two regions are then described by QM and MM approaches respectively. 
 

 

Figure 2. Thermodynamic cycle for the evaluation of the solvation free energy by means of QM/MM-FEP. This scheme was originally introduced in Refs. [47, 60]. 
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In brief, our QM/MM-FEP approach follows the thermodynamic cycle shown in Fig. 2, where the free energy of charging the 
solvated solute to a given charge distribution (which represents the solute polarized by the solvent partial charges that are obtained with 
a given implicit solvation model (ISM), which may be COSMO[57, 58], the polarized continuum model (PCM)[62-66] or the Langevin Dipoles 
model[67]) is obtained by the classical free energy perturbation adiabatic charging (FEP-AC)[68, 69], and the free energy change 
associated with allowing these charges to equilibrate with the solvent potential is obtained by our hybrid QM/MM approach and is 
subsequently added as a correction. That is, from this cycle, the free energy can be written as:  

             (1) 

Here, Qeq denotes the vector of equilibrated QM/MM residual atomic charges of the solute, and Qg and QISM denote gas-phase 
charges and charges obtained using the given ISM respectively. In all cases, the subscripts g and s denote gas-phase and solution 
states respectively, and the superscript 0 designates a constant value to the charges. In Eq. 1, first term, ∆ cavG , represents the 
solvation free energy of the non-polar neutral form of the solute. This term consists of two parts that respectively describe the 
hydrophobic and van der Waals free energy of the cavity. These have been implemented in the ChemSol[70] program and are described 
in detail in Ref. [70]. The second term ( ∆ →

0 0( )pol
QM g ISME Q Q ) is the solute polarization energy predicted by an implicit solvation model. In 

this work, we have used the COSMO solvation model. The third term ( ∆ = →
0( 0 )sol ISMG Q Q ) represents the solvation free energy of the 

solute, the atomic charges of which are obtained from the COSMO solvation model (not to be confused with the COSMO solvation 
energies). This value can be obtained by the classical FEP-AC. Finally, the last term of Eq. 1 (i.e. ∆∆ →

0( )sol ISM eqG Q Q ) represents the free 
energy change associated with allowing the partial charges obtained by the given ISM (in this case COSMO) to “equilibrate”. This term 
can be evaluated using the LRA approach, as has been outlined in Refs. [47] and [61]. 

It should be noted that in this approach, we evaluate the polarization energy by adding the averaged potential from the solvent to 
the solute Hamiltonian. That is, we constrain the atoms of the QM region, evaluate the QM charges of all atoms in this region ( (1)Q , 
where (1) represents the first step of an MM/MD run) and then proceeds to run m MM/MD steps. Throughout this process, we allow the 
solvent atoms to move in the potential ( +

(1)
/ ( )el

QM MM VdWE Q E +EMM). Thus, we obtain m snapshots of the solvent coordinates from m 
MM/MD steps. Finally, at step m, we scale the charge of each solvent atom by 1/m, and then send m x N solvent atoms with the scaled 
solvent charges to the QM program. At this point, it is expedient to divide the solvent into two regions. In the first region (Region I), the 
Next solvent charges are converted to m x Next external charges (which are all scaled by 1/m), whereas Region II represents the average 
solvent field coming from N – Next solvent molecules by two point charges (q and q-) using the following relationship: 
 
   (2) 
 
 
where EO is the electric field at point O (the geometrical centre of the QM system) and rOR is a vector pointing along EO to charge q. This 
approach has been described in great detail in Ref. [47] and has successfully been applied to both the evaluation of solvation free 
energies of small molecules in solution[47, 60], as well as the evaluation of sidechain pKas in proteins[61]. 

In our QM/MM-FEP calculations, all structures were solvated by a sphere of explicit water molecules with a radius of 16Å, as well as 
two charges (a dipole) representing the rest of the system. All solvent molecules have been represented by the ENZYMIX force field[71]. 
Additionally, in our simulation model, the sphere of explicit water molecules is surrounded by a surface region, the average polarisation 
and radial distribution of which are determined by the surface-constrained all-atom solvent (SCAAS) model[52, 69, 72]. This surface region 
is then embedded in a bulk continuum region with a dielectric, ε, of 80 (the appropriate value of ε depends on the electrostatic treatment 
and should be determined by using benchmarks that can, in addition, weed out unreliable treatments of electrostatics[73]). Finally, the 
long-range interactions are treated by the local reaction field (LRF) approach[74]. All MD simulations presented in this work were 
performed by use the MOLARIS simulation package[71]. In each case, we first relaxed the system in a 50ps (protein) long simulation, 
using a 1 fs time step. We subsequently performed classical adiabatic charging FEP calculations in 26 steps of 50 each, in both the 
forward ( ∆ = →

0( 0 )sol COSMOG Q Q ) and backward ( ∆ → =
0( 0)sol COSMOG Q Q ) directions. The average of the forward and backward charging 

processes was then used as the appropriate value for ∆ = →
0( 0 )sol COSMOG Q Q  in the cycle shown in Fig. 1. Finally, for each compound, 

we again first relaxed the system in a 50ps long simulation, using a 1fs time step, and then ran 65ps QM/MM simulations to evaluate 
the remaining terms of Eq. 1. When performing our QM calculations, we used the mean solvent potential, averaged over 200MD steps 
(i.e. m = 200). All QM calculations were again performed using the G03 software package[59], the 6-31+G* 5D basis set and the 
MPW1PW91 hybrid functional[56]. The Merz-Kollman scheme[75] with default atomic radii was used to determine charges on atoms to be 
used later in the MD simulations, and the combined QM/MM calculations were performed using a specially adapted version of 
MOLARIS (as outlined in Ref.[47]), with the Gaussian03-MOLARIS communication being facilitated by Perl scripts based on the 
Gaussian Output Tools package[76]. 

 When studying phosphate hydrolysis, entropic contributions are clearly very important, particularly when using a mixed solvation 
model, as ignoring the entropic effect of the explicit water molecules could potentially create a false impression that the presence of 
these water molecules creates some sort of catalytic advantage for the reaction. The total activation entropy can be broken down into 
two components: the solvent contribution (termed the solvation entropy, -T∆Ssolv), and the solute contribution (termed the 
configurational entropy, -T∆Sconf). The solvation entropy is already implicitly accounted for by the continuum model (though the precise 
magnitude of its contribution to the total free energy is not quantifiable[77]). However, the configurational entropy has to be calculated 
explicitly, which we have done by means of a combination of the quasiharmonic[78, 79] (QH) and restraint release[80, 81] (RR) approaches, 

∆ = ∆ + ∆ → + ∆ = → + ∆∆ →
0 0 0 0( ) ( 0 ) ( )pol

solv cav QM g ISM sol ISM sol ISM eqG G E Q Q G Q Q G Q Q

= 3

2
O OR

OR

q
E r

r
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which evaluate the configurational entropy using sampling from molecular dynamics runs performed in the presence of explicit water 
molecules. This approach has been previously successfully applied to not only ribosome[81], but also (more relevantly to this work), 
several studies of phosphate hydrolysis in solution[27-29]. 

 In brief, the restraint release approach imposes strong harmonic Cartesian restraints on the structures of both the reactant (RS) 
and transition states (TS), and subsequently utilizes a free energy perturbation approach to evaluate the free energy of releasing these 
restraints (as has been discussed in detail in Ref. [80]). The resulting configurational entropy can then be given by Eq. 3: 

             (3) 

An issue that cannot be overlooked when evaluating RR entropies is the fact that by definition, all RR free energies contain 
enthalpic contributions[80]. However, the restraint coordinates that give the lowest RR energy also contain the smallest enthalpic 
contributions (as was demonstrated in Ref. [80]). Thus, the procedure above was repeated several times with different sets of constraints 
in order to identify the restraint coordinates that minimized ∆GRR as far as possible in both RS and TS (denoted by ∆min( )RRG  in Eq. 
3), and thus minimized the enthalpic contribution to ≠

− ∆ confT S . The final term of Eq. 3, − ∆ cageT S , is simply the entropy associated with 
applying a special restraint (Kcage = 0.3 mol-1 Å-2) to a pair of reacting atoms in the system in order to keep them at a pre-defined contact 
distance, thus bringing the reacting fragments from a molar volute into the same solvent cage[80]. Finally, in order to save computational 
time, it is expedient to replace Eq. 3 with Eq. 4: 

            (4) 

Eq. 4 combines the RR entropy with the entropy computed by the QH approximation (denoted by 1( )QHT S K K− ∆ = ), where K1 is the 
initial value of the restraint. This approach exploits the fact that the QH approximation in general tends to be accurate when restraints 
are significant, and only starts being problematic as these restraints become small (as this results in a range of very shallow and 
anharmonic potential energy surfaces).  Since it is unfortunately at present not possible to carry out the FEP calculations using an ab 
initio surface, we have instead represented the reaction system by an EVB potential that approximates the ab initio surface. All RR 
calculations where performed on both the RS and the TS, using a 16Å sphere of explicit water molecules that were subjected to the 
SCAAS boundary conditions[71]. RR-FEP calculations where then performed while changing the value of K1 from 10 kcal mol-1 Å-1 to 0.0 
kcal mol-1 Å-2 in 41 mapping steps, each of which where 3ps in length (using a 1fs time step), at 300K. min( )RRG∆ was then evaluated 
based on 10 series of runs. All configurational entropies were calculated by use of the MOLARIS software package and the ENZYMIX 
force field[71, 82]. 

 

Results and Discussion 

QM/MM Free Energy Perturbation vs. the COSMO Continuum Model 

There have been several computational studies which utilize continuum solvation models in order to study phosphate hydrolysis in 
solution[27-31, 40, 42, 83], and it has been demonstrated that despite cause for reservation, at least the COSMO continuum model screens 
charge-charge interactions effectively, and thus can reproduce consistent and accurate solvation energies (see Supporting Material of 
Ref. [27]). Also, in a recent work, we introduced a protocol for accelerated QM/MM-FEP calculations[47] which we have successfully 
applied not only to the study of small molecules in solution[60, 76], but also to the evaluation of sidechain pKas in proteins[61]. Here, we will 
be comparing the efficacy of the two approaches at reproducing experimental data for phosphate diester hydrolysis. 

Fig. 3 shows 1-D energy profiles for the hydrolysis of substituted methyl phenyl phosphate diesters shown in Fig. 1, where X = H 
(Fig. 3a), 4-cyano (Fig. 3b) and 4-nitro (Fig. 3c). In each case, the energy profile was obtained both by means of the COSMO solvation 
model (shown in red), and by means of QM/MM free energy perturbation (shown in blue). It should be noted here that the entropy and 
zero point energy (ZPE) corrections where only added at the transition state, and all energy profiles in this work show energies prior to 
this correction. From this figure, it can be seen that even though in each case there are some initial differences between the reaction 
profiles obtained by COSMO and by QM/MM-FEP, as the transition state is reached, the two surfaces become increasingly similar, and 
in each case, the transition states are quite close to each other in energy. This fact is highlighted in Tables 1 and 2, which show the 
different contributions to ∆Gcalc for the hydrolysis of each compound studied in this work based on results obtained from the COSMO 
solvation model and by QM/MM-FEP respectively. As can be seen, in all cases, not only are the ∆Gcalc obtained by the two approaches 
quite similar, but also, we reproduced ∆Gexp with chemical accuracy by means of QM/MM-FEP. Finally, Table 3 shows phosphorus – 
oxygen distances to the nucleophile (P–Onuc) and leaving group (P–Olg) respectively. Here, as the leaving group pKa is increased, the 
P–Onuc distance is slightly increased by 0.1Å, which is consistent with our previous findings[27]. However, this increase is accompanied 
by a slight decrease in the distance of P–Olg. It should be noted that whilst P–O distances differ by 0.1Å for the two approaches for the 
same transition state, such a minor deviation is not unexpected when changing the solvation model and the overall trend between the 
three compounds remains consistent. More significantly, we have demonstrated that our QM/MM-FEP approach can be used to reliably 
reproduce experimental data for phosphate hydrolysis with chemical accuracy. 

 

≠
− ∆ = ∆ − ∆ + ∆min( ) min( )TS RS RR

conf RR RR cageT S G G T S

≠
− ∆ = − ∆ = + ∆ = → =1 1( ) min[ ( 0)]conf QH RRT S T S K K G K K K
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Figure 3. A comparison of 1-D energy profiles obtained by COSMO (red) and by QM/MM-FEP (blue) for the hydrolysis of the methyl phenyl phosphate diesters 
shown in Fig. 1, where (a) X=H, (b) X=4-cyano and (c) X=4-nitro. All distances are in Å and all energies are in kcal/mol. 

Table 1. The contributions to ∆Gcalc for the parent, 4-cyano substituted and 4-nitro substituted methyl phenyl phosphate diesters studied in this work, obtained from the COSMO solvation model. 

X pKa ∆Egas ∆Epol ∆∆Gsolv -T∆Sconf ZPE ∆Gcalc ∆Gexp 
Parent 9.95 63.3 4.3 -44.8 4.5 0.4 27.7 28.6 
4-cyano 7.95 50.3 2.5 -32.3 2.6 1.0 24.1 26.1 
4- 
nitro 

7.14 46.4 1.7 -29.7 4.6 1.2 24.2 25.7 

[a] ∆Egas denotes the difference in energy upon going from RS to TS in the gas phase, ∆Epol and ∆∆Gsolv denote the polarization and solvation energies respectively, -T∆Sconf denotes the 

configurational entropy and ZPE denotes the zero point energy. All values are given in kcal/mol. Experimental values and leaving group pKas were obtained from Ref. [55]. 

 

Table 2. The contributions to ∆Gcalc for the parent, 4-cyano substituted and 4-nitro substituted methyl phenyl phosphate diesters studied in this work. 

X pKa ∆Egas ∆Ecav QM/MM  ∆GAC -T∆Sconf ZPE ∆Gcalc ∆Gexp 
Parent 9.95 59.7 -0.9 3.0 -38.2 4.5 0.4 28.5 28.6 
4-cyano 7.95 46.5 -0.9 -0.5 -22.8 2.6 1.0 25.9 26.1 
4- 
nitro 

7.14 41.7 -0.9 -1.4 -19.4 4.6 1.2 25.8 25.7 

[b] ∆Egas denotes the difference in energy upon going from RS to TS in the gas phase, ∆Ecav denotes the cavitation energy, “QM/MM” denotes the contribution from the LRA terms of Eq. 1, 

∆GAC denote the solvation from a classical AC calculation, -T∆Sconf denotes the configurational entropy and ZPE denotes the zero point energy. All values are given in kcal/mol. Experimental 

values and leaving group pKas were obtained from Ref. [55].  

 

Table 3. Phosphorus – oxygen distances to the nucleophile (P–Onuc) and 
leaving group (P–Olg) in the transition states for the hydrolysis of the parent, 4-
cyano substituted and 4-nitro substituted methyl phenyl phosphate diesters 
studied in this work, as obtained from both the COSMO solvation model and 
from QM/MM-FEP. 

X pKa COSMO QM/MM-FEP 

P–Onuc P–Olg P–Onuc P–Olg 

Parent 9.95 2.30 2.12 2.20 2.23 
4-cyano 7.95 2.40 2.03 2.30 2.13 
4-nitro 7.14 2.40 2.01 2.30 2.12 

[c] All distances are given in Å. Leaving group pKas were obtained from Ref. 
[55]. 

(b) 

(c) 

(a) 
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Fig. 3 shows 1-D energy profiles for the hydrolysis of substituted methyl phenyl phosphate diesters shown in Fig. 1, where X = H 
(Fig. 3a), 4-cyano (Fig. 3b) and 4-nitro (Fig. 3c). In each case, the energy profile was obtained both by means of the COSMO solvation 
model (shown in red), and by means of QM/MM free energy perturbation (shown in blue). It should be noted here that the entropy and 
zero point energy (ZPE) corrections where only added at the transition state, and all energy profiles in this work show energies prior to 
this correction. From this figure, it can be seen that even though in each case there are some initial differences between the reaction 
profiles obtained by COSMO and by QM/MM-FEP, as the transition state is reached, the two surfaces become increasingly similar, and 
in each case, the transition states are quite close to each other in energy. This fact is highlighted in Tables 1 and 2, which show the 
different contributions to ∆Gcalc for the hydrolysis of each compound studied in this work based on results obtained from the COSMO 
solvation model and by QM/MM-FEP respectively. As can be seen, in all cases, not only are the ∆Gcalc obtained by the two approaches 
quite similar, but also, we reproduced ∆Gexp with chemical accuracy by means of QM/MM-FEP. Finally, Table 3 shows phosphorus – 
oxygen distances to the nucleophile (P–Onuc) and leaving group (P–Olg) respectively. Here, as the leaving group pKa is increased, the 
P–Onuc distance is slightly increased by 0.1Å, which is consistent with our previous findings[27]. However, this increase is accompanied 
by a slight decrease in the distance of P–Olg. It should be noted that whilst P–O distances differ by 0.1Å for the two approaches for the 
same transition state, such a minor deviation is not unexpected when changing the solvation model and the overall trend between the 
three compounds remains consistent. More significantly, we have demonstrated that our QM/MM-FEP approach can be used to reliably 
reproduce experimental data for phosphate hydrolysis with chemical accuracy. 

 

3.2 Mixed Implicit/Explicit Solvation Models 

 Having verified that both implicit (COSMO) and explicit (QM/MM-FEP) solvation models give reliable results for phosphate 
hydrolysis, it becomes important to test whether mixed implicit/explicit solvation models in which a few water molecules are defined 
explicitly with the remainder of the solvent being modeled as a continuum can give reliable results, and, if this is the case, whether 
these results are a significant improvement over using a continuum model to which no explicit water molecules have been added. To 
this end, we modeled the hydrolysis of the parent compound (X=H) in the presence of N explicit water molecules (where N = 0 – 3). For 
each system, we initially solvated our gas-phase structures in a box of explicit water molecules, ran short QM/MM simulations in which 
the solute was kept fixed, and for each point on the 1-D surface carefully selected the appropriate number of explicit water molecules 
before finally re-solvating the complex of the ligand and the selected water molecules using COSMO (thus creating a mixed continuum 
model).  

  

 

 

 

 

 

Figure 4. A comparison of the 1-D energy profiles for the hydrolysis of the parent methyl phenyl diester (X=H) shown in Fig. 1 in the presence of N explicit water 
molecules, where N = 0 to 3. All distances are in Å and all energies are in kcal/mol. 

Table 4. The contributions to ∆Gcalc for the hydrolysis of the parent methyl phenyl phosphate diester studied in this work, obtained from the COSMO solvation model. 

N ∆Egas ∆Epol ∆∆Gsolv -T∆Sconf ZPE ∆Gcalc ∆Gexp 

0 63.3 4.3 -44.8 4.5 0.4 27.7 28.6 

1 52.4 3.2 -36.4 8.8 0.5 28.5 

2 60.9 1.2 -39.8 4.5 2.3 29.1 

3 55.4 0.4 -33.2 10.3 2.7 35.6 

[d] N denotes the number of explicit water molecules in the simulation system, ∆Egas denotes the difference in energy upon going from RS to TS in the gas phase, 
∆Epol and ∆∆Gsolv denote the polarization and solvation energies respectively, -T∆Sconf denotes the configurational entropy and ZPE denotes the zero point energy.  
All values are given in kcal/mol. The experimental value was obtained from Ref. [55]. 
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Fig. 4 shows a comparison of the energy profiles obtained in each case, and the different contributions to ∆Gcalc for each transition 
state are shown in Table 4. It should be reminded here that the energy profiles of Fig. 4 depict the energy before corrections for the 
entropy and for the zero-point energy, which were done only at the transition state. Prior to these corrections, we obtain barriers of 22.8 
(N=0), 19.2 (N=1), 22.3 (N=2) and 22.6 (N=3). Thus, it would appear at first glance that the presence of the explicit water molecules 
either has little effect (N= 2 or 3) or even slightly lowers the barrier (N=1) relative to using only a continuum model with no explicit water 
molecules. However, as was discussed in the introduction, once adding explicit water molecules into the system, it is essential to take 
the entropy of adding these water molecules into account (which amongst other things can be seen by the fact that the obtained barrier 
is otherwise far lower than the experimental barrier), something that has not been done by existing studies of phosphate hydrolysis 
using mixed solvation models (see e.g. Refs. [40, 48, 49]).  

Once we add the correction for the activation entropy, it can be seen that the presence of each additional water molecule actually 
slightly increases the barrier by up to 8 kcal/mol (N=3) relative to not using any explicit water molecules (see Table 4 for the energy 
contributions). Despite this, from Table 4 it can be seen, we still obtain reasonable agreement between ∆Gcalc and ∆Gexp as long as we 
do not add more than 2 explicit water molecules to the system (even though, as was seen from Table 1, quite high accuracy can 
already be obtained by using only a continuum without explicit water molecules thus making the explicit water molecules unnecessary). 
However, an important issue is the conformation of the explicit water molecule(s): so far, all data presented has corresponded to 
systems in which each explicit water molecule was carefully selected from short QM/MM runs. Whilst this appears to give reasonable 
results when N < 2, there is no guarantee that this is also the case when the orientation of the explicit water molecule(s) is chosen at 
random, as was done in Refs. [40, 48, 49]. Therefore, for comparison, we have also generated the 1-D energy profile for hydroxide attack 
on the parent diester in the presence of one explicit water molecule, where the conformation of this water molecule was chosen at 
random in the starting structure (P–Onuc = 3.5Å), and the remainder of the energy profile was generated by reaction coordinate pushing 
from this structure.  

 

 

 

 

 

Figure 5. A comparison of the 1-D energy profiles for the hydrolysis of the parent methyl phenyl diester (X=H) shown in Fig. 1 in the presence of no explicit water 
molecules (red), one explicit water chosen carefully from QM/MM (pink) or one explicit water molecule chosen at random (blue). All distances are in Å and all 
energies are in kcal/mol. 

Fig. 5 shows a comparison of the energy profiles in the presence of no explicit water molecules (blue), one explicit water molecule 
carefully selected from QM/MM runs (red), and one water molecule chosen at random (pink). As was already seen in Fig. 1, the energy 
profiles obtained for the hydrolysis of the methyl phenyl phosphate diester from both a “pure” continuum model and from a mixed 
solvation model with one explicit water molecule are very similar around the transition state, provided that the conformation of the 
explicit water molecule has been carefully selected from a QM/MM run. From Fig. 5 it can be seen that if the conformation of the explicit 
water molecule has not been carefully selected but rather allowed to optimize at random, this results to a significant increase of energy 
compared to selecting the water from a QM/MM run, even before correcting for ZPE and entropy. The energy breakdown for the three 
cases illustrated in Fig. 5 is given in Table 5. From this table, it can be seen that when the conformation of the explicit water molecule is 
not carefully selected from a short QM/MM run, the obtained value of 34.7 kcal/mol for ∆Gcalc is 6 kcal/mol higher than the experimental 
value. This is consistent with the fact that to the best of our knowledge, there exist no computational studies where the presence of the 
explicit water molecules in the mixed solvation model has reduced the barrier compared to that obtained from the continuum (when also 
taking the entropy of the explicit water molecules into account). 

 

Table 5. The contributions to ∆Gcalc for the hydrolysis of the parent methyl phenyl phosphate diester studied in this work, obtained from the COSMO solvation model. 

N ∆Egas ∆Epol ∆∆Gsolv -T∆Sconf ZPE ∆Gcalc ∆Gexp 

0 63.3 4.3 -44.8 4.5 0.4 27.7 
28.6 

1 (from QM) 52.4 3.2 -36.4 8.8 0.5 28.5 
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1 (random) 63.8 1.8 -42.1 8.8 2.4 34.7 

[e] N denotes the number of explicit water molecules in the simulation system, ∆Egas denotes the difference in energy upon going from RS to TS in the gas phase, 
∆Epol and ∆∆Gsolv denote the polarization and solvation energies respectively, -T∆Sconf denotes the configurational entropy and ZPE denotes the zero point energy.  
All values are given in kcal/mol. The experimental value was obtained from Ref. [55]. 

Conclusion 

Phosphate ester hydrolysis is ubiquitous in biology, and is central to the regulation of a wide range of enzymatic reactions with 
therapeutic relevance. However, prior to undertaking a study of enzymatic phosphate hydrolysis, it is essential to have a clear 
understanding of the relevant reference reaction in solution, and, as such, it is important to have a relevant computational model for 
studying phosphate hydrolysis in solution. In recent years, several approaches have become popular for studying phosphate hydrolysis 
in solution, including the use of mixed implicit/explicit solvation models where solvation is simulated by the addition of one or more 
explicit water molecules to a continuum (e.g. Refs[40, 48, 49]).  

In this work, we have performed a comparative study of the hydrolysis of three substituted methyl phenyl phosphate phosphate 
diesters (Fig. 1), in which solvation has been simulated by either a continuum model (COSMO), full explicit solvation (QM/MM-FEP) or a 
mixed continuum model in which we have added between one and three explicit water molecules to our continuum model. In all cases, 
hydrolysis proceeds via a concerted ANDN pathway, with concomitant bond formation to the nucleophile and bond cleavage to the 
leaving group, as was demonstrated in an earlier computational study[27].  

Here, we have successfully reproduced the experimental barrier with high accuracy by means of both the COSMO solvation model 
and by means of QM/MM-FEP (in the latter case, we have obtained chemical accuracy for each hydrolysis reaction studied), 
demonstrating that both the continuum model and our accelerated QM/MM-FEP approach are reliable for studies of phosphate 
hydrolysis in solution, and that even the continuum model gives quite reasonable results (i.e. a deviation of no greater than 2 kcal/mol 
from ∆Gexp) for this reaction. 

 In the case of the mixed solvation models, we find that reasonable results can be obtained only if no more than 2 water molecules 
are added to the system, and if the conformation of these water molecules has been carefully selected from prior QM/MM runs in a 
system with full explicit water molecules (as there is no guarantee that the explicit water molecules have the correct orientation of the 
corresponding molecules in an explicit infinite system). Also, it is essential to take into account the entropy associated with the 
presence of the explicit water molecules, as not doing so may give a result that is deceptively similar to the experimental value but this 
is not actually the true barrier to the hydrolysis of this reaction and the actual barrier including the entropy will be much higher. Finally, 
we show that when the conformation of the water molecule is chosen at random (as was done in Refs[40, 48, 49]), ∆Gcalc is 6 kcal/mol 
higher than ∆Gexp (even though if one had ignored the entropy it might appear that a reasonable value was obtained for ∆Gcalc, which is 
a deceptive result). Thus, it would appear that, as we expected, mixing explicit water molecules into a continuum does not accurately 
reproduce proper polarization boundary conditions between the solute and the bulk, and this situation is aggravated by increasing the 
number of water molecules, even though it seems that this problem can be slightly mitigated by carefully selecting the conformation of 
the explicit water molecules from e.g. short QM/MM runs (thus mimicking the conformation these water molecules would have relative 
to the true infinite system) and also taking the entropy associated with these water molecules, provided one does not add more than 
two explicit water molecules to the system. However, one can ask oneself whether this is really a sensible approach, as adding explicit 
water molecules merely increases the computational time of the simulation relative to using a continuum model with no discernible 
benefit in terms of accuracy, and also, on the other hand, if one has already gone to the effort of setting up the QM/MM simulation in 
order to select the explicit water molecules one may as well obtain the entire reaction profile using full explicit water molecules which is 
more reliable than using either a continuum or a mixed solvation model. Thus we believe that the extra cost in terms of both 
computational time and manpower (i.e. setting up QM/MM runs and selecting appropriate and consistent water molecules for each point 
on the reaction profile, which is a non-trivial and highly time consuming endeavor) involved in simulating solvation using a mixed 
solvation model with any degree of reliability makes this an inefficient and undesirable approach, and that one should only include 
explicit water molecules in the system if one is specifically interested in the chemistry associated with adding these explicit water 
molecules (for instance in the case of proton transfer reactions). 
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