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Abstract 

In this work we report on the development of a new method for computing mid- and high-Z NLTE opacities. A study 
has been performed using this method to assess the EOS and opacity sensitivities to the radiation field for both single 
species Au and multi-species SnNb and U3Au plasma cocktails with an emphasis on moderately to highly ionized 
systems. Developed as a benchmark tool to assess both current and future in line NLTE opacity capabilities, we have 
applied this new approach to assess XSN spectral fidelity for Au at commonly expected NlF hohlraum conditions. 
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1. Introduction 

In the current pursuit of inertial confinement fusion, 
target designers must contend with a lack of drive en­
ergy from current and near future facilities . A consid­
erable effort has been underway to optimize capsule­
hohlraum performance by pursuing small design im­
provements. This pursuit for greater performance is the 
impetus to assess the accuracy of physics packages used 
in the simulation codes for these systems. This work re­
ports on the development and results from a new mid­
and high-Z computer model intended to eventually be­
come a benchmark code suitable for assessing these ap­
proximate methods. 

Moderately ionized mid- and high-Z plasmas rely 
heavily on atomic processes that couple with the radia­
tion field to obtain a state of local thermodynamic equi­
librium CLTE). Dielectronic capture followed by sponta­
neous radiative decay, which is described by a very large 
rate I is the dorrfmant recombination mechanism driving 
the system away from LTE. If such a plasma is found 
to be in a radiation field that has a substantially lower 
temperature (Tr) than the free electron temperature CTe), 
then one will observe a recombined plasma with an ion­
ization balance that is far away from a thermal equilib­
rium distribution . This shift is clearly seen in Figs. 1 and 
2. Fig . 1 illustrates the effects on the ionization distri­
bution for a gold plasma at ~ 1/ 1 000 solid density. The 
radiation temperature has been systematically reduced 

1Spontaneous radiative decay rates follows a 24 scaling[ I ]. 

Preprint submitted to High En ergy Densiry Physics 

N·Sheil M-Shell r..,..Shdl K·SMU 

10' 

10. 1 

3 10" 

~ 
§ 
~ I04~-« 

~ 
~ 10

4 

.£ 

104 

10~ 10 

lonicity 

Figure l: Illustration of the sensitivity o f the fractional ionic abun­
dances 10 several radiation temperatures ranging fro m 1.0 keY to 
0 .3 	keY (Tr is reported above each io nization di s tribution ) for a Au 

10 19 plasma with an atomic number density 4.748 x cm-3 and elec­
tron temperature 1.0 keY. - ­

from the equilibrium value, i.e., T,. = Te = 1 keY, to a 
radiation lemperature 70% lower than that of the elec­
tron temperature. During this change, the mean ioniza­
tion has been reduced by more than 20 ion stages. In 
addition, this figure displays the characteristic broaden­
ing in the distribution function as the dominant ion stage 
moves from a closed shell to the middle of the M-shell 
with 15 active ionization stages. 

A slightly less dramatic case is illustrated at 1/10 
February 5, 2009 
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Figure 2: Illustration of the sensitivity of a Au plasma to the frac­
tional ionic abundances for several radiation temperatures ranging 
from 1.0 keY to 0.3 keY (Tr is reported above each ionization distri­
bution) for a plasma with and atomic number density S.90x 1022 cm-' 
and electron temperature 1.0 ke Y. 

solid density in Fig. 2. The lowering of the radiation 
temperature leads to an I I ion-stage reduction in the 
mean ioniciy. I.n addition, we observe that the ioniza­
tion balance has lost its sensitivity to the radiation field 
for T, < 0.4 keY, marking the point where the ionization 
balance is being dominated by the collisional processes. 

2. NLTE opacity modeling 

A method to perform collisional-radiative (CR) mod­
eling has been created and optimized to compute mid­
and high-Z opacities . An Au model has been con­
structed that includes ions ranging from Rb-Iike to fully 
stripped. The atomic structure data contains approxi­
mately 250,000 relativistic configurations. Both radia­
tive and coli i silllt'l"dl processes transfer population be­
tween atomic states both within and between adjacent 
ion stages. Those collisional processes are electron­
impact excitation and de-excitation, ionization, and 
three-body recombination, while the radiative processes 
include spontaneous radiative decay, stimulated emis­
sion and photoionization, radiative recombination, and 
stimulated recombination . Dielectronic capture and au­
toionization have also been included. The atomic struc­
ture and collisional excitation cross sections and spon­
taneous radiative decay were computed by Los Alamos 
National Laboratory's (LANL) RATS code [2] a rela­
tivistic Dirac-Fock-Slater code based on the work of 

Sampson et al. [3]. Ionizing processes such as photoion­
ization, electron-impact ionization and autoionization 
were computed by LANL's GIPPER code[2], which is 
based on the relativistic distorted-wave work of Zhang 
et al. [4, 5, 6]. All inverse processes were obtained 
through detailed balance arguments. 

This computational method for opacities has two dis­
tinct phases of execution : (I) determination of the en­
ergy level populations and (2) spectral generation. The 
construction of a converged high-Z opacity spectrum 
with relativistic configuration may require tens of mil­
lions of configurations. However, one typically finds 
that only a small minority of these configurations con­
tain non-negligible populations and we will refer to this 
minority as the equation-of-state (EOS) configurations 
or states. In regards to the spectral generation phase, 
these configurations will be the origin of all photo­
absorbing transitions2 

. 

The vast majority of states, assumed to have no per­
manent population, will not be included in the kinetic 
model. They are included as the final transition states 
(FTS) needed to complete the monochromatic spectrum 
during the spectral generation phase of the calculation. 
The construction of the set of FTS begins by selecting a 
particular EOS configuration. Considering this config­
uration3 as a core configuration, one electron at a time 
from each occupied core orbital is systematically pro­
moted up to an orbital described by a principal quantum 
number n= II. For each orbital with a vacancy in which 
the permuted electron may reside, the new configuration 
is added to the list of FTS . Once all of the core elec­
trons have been permuted from a given EOS configura­
tion, another EOS configuration is selected and the en­
tire process is repeated until the entire list of EOS con­
figurations has been exhausted. Finally, all the duplicate 
FTS are removed producing a unique set of states. 

This approximation of separating states into two 
classes, i.e., EOS and FTS (See Fig. 3), significantly 
reduces the size of the rate matrix and amount of col­
lisional and radiative cr~ section data needed in the 
kinetic model4. However, oscillator strengths and pho­
toionization cross sections are still needed to connect 
EOS5 and FTS configurations in order to generate a 

2Although these states will participate as the final photo-absorbing 
states in the spectral generation phase, they constitute only a small 
minority of the total number of final states. 

'For the first part of this process the core configuration and result­
ing FTS levels are generated as non-relativistic configurations. Rela­
tivistic configurations are produced during the atomic structure calcu­
lations. 

4With that said , the model is still 120GB in size. 
5The term DCA, detailed configuration accounting, and EOS will 
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Figure 3: The two-level class structure employed in our model , EOS 
and FTS, is illustrated in this figure. The EOS states constitute, by 
definition, configurations containing non-negligible populations and 
are included in the atomic kinetic rate equations. Photoexcitation and 
photoionization transitions from EOS to FTS configurations are added 
during the spectral generation phase of the calculation to complete the 
opacity spectrum. 

complete spectrum. 
The effect of adding the final transition states to the 

opacity spectrum is illustrated in Figs. 4 and 5. In 
Fig. 4, above 6 keY the FTS extensions include both 
the K and L bound-free and bound-bound features. Due 
to computer resource limitations the final configurations 
of these transitions have been left out the of the set of 
kinetic rate equations, since they are energetically unfa­
vorable to be included in EOS calculations. However, 
as clearly seen, they playa significant contribution to 
the higher photon energy portion of the opacity spec­
trum. Figure 5 illustrates the filling in of the spectral 
valleys between photon energies of 100 to 10,000 e Y 
and it is these valleys that have a significant influence 
on the value of the computed Rosseland mean opacity. 
These large deficiencies in the opacity spectrum gen­
erated with the EOS model are commonly seen at the 
bound-free edgOO:- Such deficiencies will also be seen 
later on in this work during the evaluation of the XSN 
spectra. 

3. Opacity cocktails 

The term cocktail refers to the mixing of atomic ele­
ments to produce a custom plasma opacity. Often these 
mixtures are developed to increase the spectral opacity 
in a region of interest by selecting two or more elements 

be used interchangeably throughout this work. 
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Figure 4: This figure illustrates for a Au plasma the need for the ad­
ditional FrS configurations. It is apparent for photon energies greater 
than 2 keY that this large EOS (DCA) model still lacks the capability 
to produce these structures. 
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Figure 5: Illustrated here is a narrow spectral region of lower pho­
ton energy from the previous figure . The characteristic filling in of 
the opacity valleys by the additi on of the FrS transitions is apparent, 
especially near the M-shell bound-free edge. 
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Figure 6: Displayed here in the upper frame are two SnNb opacity 
cocktails computed for radiation temperatures of 650 eV and 550 eV 
The electron temperature (Te = 800 eV) and atom number density 
(Na = 2.0x 1020 cm-O) were the same for each. The lower two frames 
are the spectral contributions of the constituents. 

that provide complementary effects where one element 
would be deficient due to a lack of spectral features. 

This point is illustrated in the SnNb opacity spectrum 
of Fig. 6. Two total NLTE SnNb opacity spectra are 
displayed in the upper third of this figure. Each spec­
trum has been computed with the same atom number 
density (Na = 2.0 x 1020 cm-3) and electron temper­
ature (T, = 800 eV). The radiation temperatures were 
chosen to be 550 eV and 650 eV The lower two spec­
tra refer to the individual Nb and Sn contributions to the 
total opacity. In the spectral region centered at 5000 eV, 
a large opacity window is clearly visible for Sn, while 
non-existent for Nb. The 50:50 binary mixture nearly 
removes this window. A similar effect is seen at 900 eV 
and 1700 eV In addition to the complementary nature of 
the constituent opacities, we see the characteristic shift 
of spectral featurej.to higher energies as the higher radi­
ation temperatures make more highly ionized ions more 
plentiful at the expense of the lower ones. 

" 

4. Multi·e1ement atomic kinetics 

The multi-element algorithm used throughout this 
work follows the development in Ref. [7J. The different 
species are assumed to coexist in a common pool of 
free electrons. As described in the algorithm below, the 
user specifies the atom number density, Na , for all N 
species . Trial values of the total electron density, Ne, are 
provided for each iteration (i) to the kinetic models of 

Photon Energy (eV) 

each species. The total system is allowed to iterate until 
a self-consistent value of Ne is obtained. This algorithm 
is both efficient to execute and simple to implement in 
a distributed manner due to the relative independence 
of the kinetic calculations of the individual species. For 
example, the kinetics of a 15 species plasma has been 
recently computed with this algorithm [8]. 

• Specify: N~I), N~2), .. . , N~N) and oN, 

• Initialize: Guess - (0) Ne 

• For i ~ 0: Solve the set of rate equations to obtain 
-IS)

the Z for each species, 

(I) N e, 'kT -4(i)t ') 
(I)Ne;kT -4(i)t 2

) 

(I) 

N(t)Ne;kT -4(i)t ) 

(ilt )N(l) +(i) t 2)N(2) + ... +(1) TN) N (N) =(i+I) N
' a ;.,.J ea a 

(2) 

if (itl )N, ;:::; (ilN + oNe then e 

Multi-element calculation converged! (EXIT For 
Loop) 
else 
Increment i : i = i + I (Return to beginning of For 
Loop) 
end if 
End For Loop 

This method for computing the energy level populations 
is based on an ideal plasma assumption that does not 
take into account non-ideal effects that follow from the 
reduced space experienced by the plasma ions at higher 
density. 

,: ­
4.1. SnNb opacities 

Table I illustrates the sensitivity of the Rosseland 
mean opacity to a systematic decrease in the radiation 
temperature, while the electron temperature has been 
held fixed at 800 eV In the most extreme NLTE case, 
Tr = 600 eV, the study reveals a 159% increase in 
the Rosseland mean opacity. Although the Rosseland 
weighting function follows the radiation temperature, 
this effect only accounts for 10% of this value. In 
this survey, Nb shows the largest change in the opac ­
ity, though it has the least amount of change in its Z. 
This sensitivity in the opacity reflects the large increase 
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Table I: The results presenred in this table illustrate SnNb EOS 
and opacity sensitivity to the radiation temperature. The electron 
temperature and atom number density were held constant at 800 eY 

1020 and 2.0 x cm-l, respectively, while the radiation temperature 
was systematically reduced. The three perccnr increases for the 
Rosseland mean opacity displayed are (I) the total for the cocktail , 
6KJot, (2) the Nb conrribution, (6KR)Nb, and (3) the Sn conrribution, 
(6KRlsn· 

Tr (.:: V) ~ R~·d. t..Kkot( ';f, ) (tlKRJs u ('~ ) (6.KR INb ( 'l- )lSIJ I.Nll 
lj<<I n.ll (1 /1 f).{l '-1.6 OJ) )1i.6 
1511 6.25 27.0 :! '1.9 4:'7 'l1 .1i Jli:A 
725 9.4 42.3 J55 ,n.2 40. 1 J~._l 

6.\Il ,. Y8.9 6Q.4 41.7 131.-J Jr'J 
6(;) 25 159 9S.J 40.' 2n o .n.u 

Table 2: The results presented in this table illustrate U, Au EOS 
and opacity sensitivity to the radiati on temperature. The electron 
temperature and atom nu mber density was held constant at 4000 e Y 
and 5.0 x 1020 cm-3 respectively, while the radiation temperature was 
systematically reduced. The three percent increases for the Rosseland 
mean opacity displayed are (l) the totai for the cocktail, 6KJo" (2) 
the U contribution, (6KR )U, and (3) the Au contribution, (6KR)AII' 

Tr\('V, I] R~.,j. 6. K~nl«(l ) (lIKR1 U ((",f ) Zu (6.KR JA"t fl. ) l.Au 
.un, (j.O O.n u.n SQ,"? O.! I 76 92 
3IlOO 5.U 150 13.6 8<). 14 S5$ 7b \l\J 
HOl 7.1 . 2.1. 2 22 I 89 ... D .5 76W} 
350;) I ~.3 47 .4 4'0 88.'" 25 .4 19 R4 
l21·1 ('13 .2 >l6 6 50 6 7b.B "'" ".. 

in the number of initial bound states that are available 
for photoabsorption as Nb recombines from an initially 
highly ionized He-like LTE ion stage. This behavior is 
typical in recombining plasmas that are moderately to 
highly ionized. On the other hand, Sn shows a much 
larger se~itivity to the drop in the radiation field in re­
gards to Z. With a mean ionization situated in an open 
shell, it experiences little resistance to recombining . 

4.2. U3Au opacities 

Currently being considered as cocktail for NIF 
hohlraums, a sirnTRtr study was performed. to test the 
NLTE opacity of U3Au. The electron temperature of 
4000 eY and an atom number density of 5.0x 1020 cm- 3 

was chosen to match the conditions where the NIF drive 
laser interacts with the hohlraum walls. In this case we 
see a maximum 63% increase in the Rosseland mean 
opacity with a 20% reduction in the radiation temper­
ature in Table 2. Au in this cocktail shows very little 
change in its Zunder these plasma conditions, while the 
U mean charge increases by two ion stages. This overall 
increase in U3Au opacity is good news for ICF design­
ers. Such an increase in opacity leads to fewer energy 
losses into and through the hohlraum wall[9]. 
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Figure 7: Thi s figure illustrates the difference between the XSN spec­
tral opacity (green) and the detailed calculations (white) for a Au 
plasma computed at NIF hohJraum conditions (Tr = 0.4 keY) . The 
RosseJand weighting function has been added (dashed line) to empha­
size the significant spectral region in the calculation of the Rosseland 
mean opacity. Apparent is a deep opacity window predicted by XSN 
that does not exist in the detailed calculations (hv = 2 keY) and the 
general counter-correlation between these two spectra. 

5. Comparisons with XSN 

XSN [10] is the main NLTE in line opacity package 
for ICF target designers on both laser driven and pulse 
power driven facilities in the United States. Though 
work has been under way to develop alternative pack­
ages (see for example Ref. [11 D, its short execution 
time has allowed it to retain its usefulness in particular 
in the use of 2-D radiation hydrodynamic codes. Fig­
ures 7 and 8 compare our detailed NLTE opacity model 
to XSN for NIF hohlraum conditions of general interest. 
Both figures were computed with a common atom num­
ber density and electron temperature, 4.748 x 10 19 cm-3 

and 1.0 keY, respectively, while the radiation temper­
ature was allowed to vary from 0.4 keY (Fig. 7) to 
0.3 keY (Fig. 8). To emptfasize the significant region 
of the opacity spectrum for computing the Rosseland 
mean opacity, the Rosseland weighting function has 
been added (see right-hand side axis). 

Though in both figures there exist several features in 
the FTS+OCA spectrum between 0.1 and 0.3 keY that 
are not presented in the XSN spectrum, these features 
have little impact on the mean opacity. Ignoring the dif­
ferences in the prediction of Z, the most serious spec­
tral discrepancy in regards to the mean opacity exists at 
the photon energy that corresponds to the maximum of 
the weighting functions near 2 keY. In both XSN spec­
tra, a deep opacity window exists at this photon energy 
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Figure 8: This figure illustrates the difl'erence between the XSN spec­
tral opacity (green) and the detailed calculations (white) for a Au 
plasma computed at NIF hohJraum conditi ons (Tr = 0.3 keY). The 
Rosseland weighting funcli on has been added (dashed line) to empha­
size the significant spectral region in the calculation of the Rosseland 
mean opacity. Apparent is a deep opacity window predicted by XSN 
that does not exist in the detailed calculations (hv = 2 keY) and the 
general counter-correlation between these two spectra. 

which does not exist in the detailed spectra. In addi­
tion, one sees a counter-con'elation between the detailed 
and XSN spectra at photon energy points given by 0.3­
0.4 keY, 0.6 keY and 3.0 keY. These discrepancy be­
come more significant when the number of photon en­
ergy groups is increased to obtain a more accurate de­
scription of the opacity spectrum in order to produce a 
better converged radiation-hydrodynamic result. 

6. 	Summary 

In this work we have described the development of 
a custom NLTE mid- and high-Z opacity method . The 
purpose of its development is to eventually provide reli­
able benchmark calcu lations to assess current and future 
in-line NLTE opac1Ty models. 

In addition, we have provided a quantitative descrip­
tion of the Z and opacity sensitivity of mid- and high-Z 
moderately to highly ionized plasmas, to the radiation 
temperature . Furthermore, we have provided evidence 
for the need of a very large number of relativistic con­
figurations inorder to obtain a proper opacity spectrum. 
Due to restrictions on computational resources, we have 
developed a two-level class model that reduces the num­
ber of levels involved in the kinetics rate model while 
allowing for the numerous final states needed to prop­
erly compute the opacity spectrum. Finally, compar­
isons between XSN and preliminary results of the model 

indicate that deep opacity windows predicted by XSN 
may be unrealistic and may influence detailed radiation ­
hydrodynamic predictions. 
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